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Abstract 

In this paper, we shall introduce a special structure for graphs and show 

that a graph G is hamiltonian if and only if G has such a special structure. 

Using this result, we can prove a new weakened version of Fan's condition 

for hamiltonian graphs, which a recent result of Bedrossian, 

Chen and Schelp (1993). 

1 Preliminaries and Main Results 

We consider only finite undirected graphs without loops or multiple edges. The 

set of vertices of G is denoted by V(G) or just by V; the set of edges by 

E(G) or just by E. We lise IGI a symbol for the cardinality of V(G). If Hand 

are subsets of V(G) or subgraphs of G, we denote by NH(S) the set of vertices in H 

which are adjacent to some vertex in S, and set dH(S) = IN H(S)I. If S' = {u} and 

H G, then let NG(u) = N(u) and set dG(u) = d(u). For D ~ V(G), OlD) denotes 

the s~bgraph of G induced by D. For basic graph-theoretic terminology, we refer the 

reader to [3]. 

Definition 1. Let H be a subgraph of G and x, y E V(G) \ V(H). {x, y} is called a 
pair of useful vertices of H if G[H U {x, V}] contains a hamiltonian path connecting 

x and y. 

Definition 2. A graph G is call L-decomposable if G can be separated into k + 1 

pairwise disjoint s)lbgraphs Go, G 1 , ... , Gk such that the following four conditions are 

satisfied: 

1) Go is complete. 

2) For any 1 ~ i ~ "-, there exists a subset Si ~ NGo(Gd with at least two vertices 

which contains a vertex x such that for every y (:;;f x) E Si, {::e,y} is a pair of useful 

vertices of Gi. 

3) For any three distinct Sj, Sj, SI, we have S'i n Sj n SI = 0. 

1 Supported by National Education Committee of China and Chinese Academy of Sciences 

Australasian Journal of Combinatorics !l( 1995 L pp.257-262 



4) For any integer r k, I U1:Sj:Sr 1= r if and only if IV(Go)1 k r. 

If G then we say the partition GO,G 1 ,Gk which satisfies 

the four conditions above a of In Section 2, we shall prove the 

following structural theorem. 

Theorem 1. A graph G is hamiltonian if and only if G has a 

Theorem 1 bas some CLPP"<--CLv'VHC:>. We shall some ,-,-'.,,0,'"1-'1','" here. In order to 

do this, we need some additional' terminology and notations. 

In 1, WI'" define four kinds of F-graph. and 

N-graph. 

v y 
C-graph B-graph 

Lf't be two induced of with max{ IGI. A graph G of 

order n said to satisfy property ST( n) if for any pair of x and y at distance 

two in S or max{d(:r:), d(y)} ~ n/2. If G contains no an induced subgraph. 

\\'E' call G S-free. If contains neither nor T as an induced subgraph. call G 

ST -free. 

The closure of a G denoted is the grapb obt.ained from G b~ recursively 

joining pairs of nonadjacent vertices whose degree sum is at least IV (G) I untill no such 

pair remains. Let to : d(:r) 71/2. x E V(G)}. 

The following result. is due to Bondy and Chvatal. 

Theorem 2[2]. A graph G is hamiltonian if and only if G is hamiltonian. 

Now, using Theorems 1 and 2, we can easily prove the following two theorem 

knm'm before. 

Theorem 3[4]. Let G be a :2-connect.ed graph of order n. If each pair of vertices :r 

and y at distancp:2 satlsiies max{d(:e),d(y)} ~ 77/2, then Gis harnilt.oman 

Theorem 4[lJ. Let G be a 2-connected graph of order n. If G satisfies property 

C F(n). t.hen G is hamiltonian. 

To prove Theorems 3 and 4. we assume, by contradiction, that. 'G is a counterex­

ample with as many as possible edges. By Theorem 2, G[VoJ is a complete subgraph 

of G. Let Go be a induced complete subgraph of G with as man:- as possible vertices 

and Va ~ \/(00 ). Let G},G'}.,··· .G" be the components of G \ G u. We can easily 



verify that Go, G 1 , .. ,Gk L-decomposition of G under conditions of Theorem 

or Theorem 4. which leads to contradiction by Theorem 1. 

In section 3. shall prove the more theorern by using Theorems 

1 and 

Theorelll 5. Let G be 2-connected graph of order n. If G satisfies property 

then G hamiltonian. 

2 The Proof of Theorem 1 

If Gis 

Go = 

hamiltonian graph, let C = C}C2 . CnCl be hamiltonian cycle of C. Set 

,C2}] and G1 = G[{C3J ", cn}) Then Go, G1 satisfy the four conditions 

of Definition 2. Thus G has a L-decomposition. 

Conversely. let Go) G 1 , ", C k be a L-decomposition of G. By Definition CO 

IS a subgraph with ICol ~ 2 and for any 1 ::; i ::; k, there exists some 

5 i ~ (G;) which satisfies the conditions 2)-4) of Definition 2. By condition 

contains a vertex Xi such that for any Y E \ {Xi}, {Xi I y} is a pair of useful vertices 

of G, for all ::; i ::; k Using the following Claim we will give a structural proof of 

the sufficiency. 

Claim. Go contains either a cycle C = U;lUi:;:" UikUi1 with I"'(C)I = IGol (when 

IGo I = C just an edge.) such that 

{Ui),Ui)+J={Xi)lYiJ,j=l,.i .. ,k, jmodk (*) 

or q pairwise disjoint paths Pi = U tl Ui 2 •• Ui
ri

+
1

, i = 1,2, ... q 

. Ui)+l} = {Xi), Yij}' j = 1. 2. ") 'i, (**) 

and 

11;1'''' ,11i r.+ 1 ~ Uj (l{i 1 . ,ir,}!:Jj (***) 

where Yi) E 5 i ) \ {XiJ. 

In fact, let P = 11;1 ... Ui
ri

+
1 

be a longest path satisfying the equation (**). Then 

Ul",'" ,Ui ~ Ull'{' .... } 5 j by condition 3). IfUi1,11i -+1 ~ U'd{i .. i } Sj. then P 
- r f J w:.. ~ 1 J ,1 r

1 
r l J y: 1, • r

t 

is desired. Otherwise, there exists a subset, say 5ir .+1 ,such that { 11i1 ,Ui
ri

+1 =f 
0. By the maximality of P and 15;r;+11 ~ 2, we have that 5 iri + 1 = {U'l ' 11i ri +1 }. Since 

I U} :Sr:;r 5 j I ~ I for any I k, we need only to consider the follmving two cases. 

Case 1. I Ul::;j ::;r.+l 5/1 = Ii + 1. 

Then W(Go)1 = k = 'i + 1 by condition 4). Thus C = Ui 1 .. '11'r,+1 Ui) is a cycle 

of Go with W(C)I = IGol satisfying (*). 

Case 2. I U1::;j::;r,+1 5.iI > 'i + 1. 

By condition 3), there is a I E {l,···, I;} such that ISil1 ::::: 3. We assume without 

loss of generality that {Xii' Y'l' :':i l } ~ Sil satisfying Xii = Uil' Y'l = Uil+1 and :':i/ ~ 
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V(P), Then we can construct new path pi UijUil-l 

which than P and when the nutJ;)Ull"IC0 

Hi! Uir,+l Uri' Ui j + 
rewri tten TrllS 

contradiction completes the proof of the Claim. 

Now I from the Claim if Go contains cycle C with 

(*), then it to check that G is hamiltonian. Otherwise, 

n"'jl"\Jln,,p disjoint 

both , and we have Ii k, Since 

G, we can check that G has a hamiltonian cycle. 

Therefore, Theorem 1 is true, <) 

Theorem 1 the consequence, 

Corollary 1. Let Go be subgraph of G with 

pair of useful vertices of each component of G \ Go and 

is hamiltonian 

1,2, 'q which satisfy 

a of 

If Go contains 

C-free, then G 

Proof. Let G 1 , ", Gk be all the components of G \ Go and G[N(Go)]. 

By Theorem 1, it is sufficient to show that Go G1 ," (.lJ, L- (jeCOIT1PG1sltlon of G. 

By the ~ . (Gi ) such that 

tion and Since G~ is C>free. ;3) of Defini tion 2 is satisfied. 

to show that 4) of Definition 2 also satisfied. 

k be any positive Since G~ is 

k ;:: If k 7', then I I. Conversely. if lUI 
then 1, ",7') and each vertex x E Ul:::i:::r 

of some two pairs of useful vertices. Let x nand y 

When IGol then there exists some 7.D E 'V(Go) \ (Ul:::j:Sr 

we have wy E E or w;:: E E. Therefore. either Sit U {w} 
2) of Definition 2. which contrary to the choice of Si, or 

This the proof of Corollary 1. <) 

3 The Proof of Theorem 5 

is a common vert,ex 

(.2":) ::: E (x). 

t U {11'} still satisfies 

Thus W(Go)1 = k = I. 

In order to prove Theorem 5. we need the following theorem. 

Theorem 6[5J. If G 3-connected and CN-free, then for any distinct vertices x, y 

of G, there exists a hamiltonian path connecting x and y. 

NO'vv. set \/0 = {x E V(G) : d(x) ;::n/2}. By Theorem 2. we may assume that 

G[vo] is a complete subgraph of G if 1'0 f. 0. Let Go be a complete of G 
such that VA ~ V( Go) and 11/( Go) I is a<; large as possible. Let G 1 , ... ,Gk be all the 

components of G \ Go. Then by the property CB(n), G[,IV(Go)] is C-free and Gs is 

CB-frec for any 1 .:::; s :S k. By Corollary 1, we need only to show that Go contains a 

pair of useful vertices of G s for 1 .:::; s .:::; Ie. 

Assume that there is a component Gs of G \ Go such that Go does not contain 
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any pair of useful vertices of G $ 

v E S. Then by the 

Let be a minimal cut vertex set of G s and 

and Theorem 6. Since Gs 

G s \ has only two components JI l , H2 Let JI G[V( U V(H2) U {v}] and 

E v) i} and = {ll E V(H 2 ) : v) i} for 

o Denote m := max{i : Si # 0} and n := max{i : S-i # 0}. Clearly, we have 

V( Gs ) U(U::-n and U is complete and only if Ii jl 1 since Gs 

is CB-free. 

If 1, then there exist some x E Sm and y E such that neither x nor 

Y IS a cut vertex of Gs and # 0 and (y) 0 since G is 2-connected. 

Because of the structure of G S j there exists a path P connecting x and y in G s with 

,'(P) = . Thus the assumption, NGo(x) = NGo(Y) and INGo(x)1 1, which 

contrary to the fact that G[N(Go)] is C-free. 

If 2.let '1/ E and Vi # 1. Since G s is 2-connected. N(v /) nS j #- 0 for some 

1:S i m and N(v/)nS-i # o for some 1:S j:S n. Let io max{i' N(v')nSi # 0} 
and jo max{j N(v' ) nS-i} By the hypothesis of Theorem 5. we may assume 

that there exists f'ome t with 0 :s t :s m such that NG 0 (St) i- 0. 
Since G., 2-connected. we have 

(a) ISil ~ 2 for any m - 1 ~ i ~ io and IS-j I ~ 2 for any n - 1 ~ j ~ jo. 

By (a) and the structure of G~ we have 

(b) If I 2: 2, then for any t,wo distinct vertices x and y in Sm,i there exist.s a 

path P in G .• connecting x and y wit.h V(P)= ). 

(c) For any x E Si _ 1 and y E S'i (1 :s i :s m). there exists a path in G s connecting 

:r and y with \,(P) = F( G s ). 

Since 1.I\'Go(Gs )! 2: 2. By t.he assumption, (c) and the hypothesis of Theorem 5. 

we have 

(d)1l+rn2:3. 

Now. we distinguish the following two cases. 

Case 1. O:s t < m, that is there exist.s some x E St and yEll (Go) such that 

xy E E. 

Then by the hypothesis of Theorem 5 and 1 :s t < m'j there exists a vertex:: E St-1 

or :: E St+J such that y:: E E. By the assumption and (c). for any yl E V( Go) \ {y} 

and u; E St-J U 51+J' y'w (j. E. Thus we can find a vertex set F = {x,y.:-,yl,W} 

such that G[F] is a B-graph and does not satisfy the condition of Theorem 5, a 

contradiction. 

Case 2. For any O:s i :s m - 1. I\'Go(Sd = 0, that is! = 7n. 

Symmetrically, we may assume that. for any 0 :s J :s 11 - 1. ) = 0. 

If l\CGo (r/) # 0, let y E ,.'(Go) such that vly E £. Then by the hypothesis of 

Theorem 5, we have y E 
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Without of When !J ), then by the 

y' 

whenever )0 11, By the structure of G s ' Wt: 

of Gs , contra,ry to the assumption. 

When V 10 m and )0 n. C; is :2-connected, 

there a vertex Vi V(Go) such that Vi E ) U (8_ 71 ) or Vi!)' E E. 

by the structure of G,. we can derive that {!), a of useful vc:rtices of 

, contrary to the assumption, Hence in 

G :2-connected, there x 

such that X1/ E E and E. By the assumption and' (b), 

Let 8m and Xl E 8- 71 , By (d), let m 

Theorem 

(1/) = (~. 
V(Go) 

and 

the 

If io m, then 8m - 1 s-;: N( u/ ) by the jJVCilC;"'" of Theorem 5. Thus by the 

structure of , we can derive that {V, !II} a pair of useful vertices of contrary to 

the If io < m, then <;;;; N(v/). Thus we can also get a contradiction 

as before. 

Therefore. Theorem:) is true. 
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