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Abstract 

Let G be a 2(k + I)-connected graph of order n. It is proved that if 
uv rJ. E(G) implies that max{d(u), d(v)} ?: ~ + 2k then G contains k + 1 
pairwise disjoint Hamiltonian cycles when c5 (G) ?: 4k + 3. 

1 .. Introduction 
All graphs we consider are finite and simple. We use standard terminology and 

notation from Bondy and Murty [2] except as indicated. Let G = (V(G), E(G)) be 
a graph with vertex set V(G) and edge set E(G). For a subset U of V(G), G[U] is 
the subgraph of G induced by U. For two disjoint subsets (resp. subgraphs) S, T of 
V(G) (resp. G), put 

E(S, T) = {st E E(G)I s E S, t E T}, 
E(S, T) = {st rJ. E(G)I s E S, t E T}, 
NT(S) = {t E TI t is adjacent to some vertex in S}, 
NT(S) = {t E TI t is not adjacent to any vertex in S}, 
dT(S) = INT(S)I, dT(S) = INT(S)I; 

when S = {s}, we write dT(s) and dT(s) for dT( {s}) and dT( {s}). Let P = uv·· . w 
and Q = xy· .. z be two vertex-disjoint paths of G. If ux and wz are the edges of 
G, we denote by PQ the cycle P U Q U {ux, wz} with a given orientation in the 
order from x to z along the path Q. For a cycle C with an given orientation and a 
vertex v E V (C), we denote by va and vi: the predecessor and successor of v on C, 
respectively. Two Hamiltonian cycles are called disjoint when they share no common 
edge, and similar terminology will be applied to disjoint paths. 
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Let x be a real number. We denote by [x] the maximum integer less than or equal 
to x. 

The following theorem due to Geng-hua Fan [3] is well known. 

Theorem A If a 2-connected graph G of order n satisfies the condition d( u, v) = 
2 =* max{d(u), d(v)} ~ %, then G contains a Hamiltonian cycle. 

The proof of Fan's result was simplified by F.Tian [5]. In 1993, S.Zhou [6] proved 
the following theorem by using the method essentially same as used by Tian. 

Theorem B If a 4-connected graph G of order n satifies the condition d( u, v) = 
2 =* max{d(u),d(v)} ~ % +2, then G contains 2 Hamiltonian cycles. 

On disjoint Hamiltonian cycles, H.Li [4] proved in 1989 the following interesting 
result. 

Theorem C Let nand k be positive integers such that n ~ 8k2 
- 5, and let G 

be a graph on n vertices with minimum degree 8 satisfying 2k + 1 :::; 8 :::; 2k + 2. 
If da ( u) + da (v) ~ n for any pair of nonadjacent vertices u and v, and if h, ... , lk 
are integers satisfying 3 :::; it :::; l2 ... :::; lk :::; n, then G contains k disjoint cycles of 
length h, l2,' . " lk' respectively. In particular, under these conditions G contains k 
disjoint Hamiltonian cycles. 

There are many results on Hamiltonian cycles, but few on disjoint Hamiltonian 
cycles. Here we focus our attention on the study of disjoint Hamiltonian cycles in 
graphs. As in [6], for a nonnegative integer k, a graph of order n is called a Fan 
2k-type graph if d(u, v) = 2 implies max{d(u) , d(v)} ~ % +2k. In this paper, we call 
a graph of order n an Ore 2k-type graph if uv ¢ E(G) implies max{d(u), d(v)} ~ 
% + 2k. We will prove the following Theorem. 

Theorem 1 Let G be a 2(k + I)-connected Ore 2k-type graph. If 8(G) ~ 4k + 3 
then G contains k + 1 disjoint Hamiltonian cycles. 

We surmise the condition 8(G) ~ 4k+3 can be deleted, but this task is formidable. 
So we pose the following conjecture. 

Conjecture 1 For any nonnegative integer k, every 2(k + I)-connected Ore 2k­
type graph contains k + 1 disjoint Hamiltonian cycles. 

It is easy to see that the proof of Conjecture 1 will be a stepping stone in the 
proof of the following conjecture 2 posed by S.Zhou in [6]. 

Conjecture 2 For any nonnegative integer k, every 2(k + I)-connected Fan 2k­
type graph contains k + 1 disjoint Hamiltonian cycles. 

We will prove Theorem 1 in section 2. As an application of the method established 
in section 2, we will give, in section 3, an alternative proof of Conjecture 1 for k = 1. 
We attempt to explain how the method established in section 2 might be useful in 
proving the conjecture 1. 

2. Proof of Theorem 1 
In this section, all graphs we consider are 2(k + l)-connected Ore 2k-type. The 
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following Lemmas are useful in proving our main results. 

Lemma 1 If G is a Ore 2k-type graph of order n, and u, v are nonadjacent 
vertices of G which satisfy min{d(u), d(v)} ~ ~ + 2k, then 

(1) G + uv is also a Ore 2k-type graph, and 
(2) G contains k + 1 disjoint Hamiltonian cycles if and only if G + uv contains 

k + 1 disjoint Hamiltonian cycles. 

Proof. Let x and y be nonadjacent vertices in G' = G+uv. Then max{dc1(x), 
dCI(y)} 2: max{dc(x),dc(Y)} ~ ~+2k, so (1) is valid. For (2), let C l ,C2,"',Ck+l 

be k + 1 disjoint Hamiltonian cycles of G + uv. We will prove that G contains k + 1 
k+l 

disjoint Hamiltonian cycles as well. If uv rt U E(Ci ), then C l , C2 ,' • " Ck+! are the 
i=l 

k+l 
required cycles of G; otherwise, say uv E E(C1), then G' = G - U E(Ci ) contains 

i=2 
a Hamiltonian path C1 - UV = Xl (= U )X2 ... Xn (= v). Let 

M = {xilxlxi E E(G'), 2 ~ i ~ n - I}, 

N = {xilxi-lXn E E(G'), 3 ~ i ~ n}. 

Since Xl rt M UN, we get that 1M u NI ~ n - 1. On the other hand, the inequality 
min{d(u),d(v)} ~ ~ + 2k implies that min{dc1(u),dc1(v)} ~ ~. Hence we get that 
IMI + INI = dCI(Xl) + dC1(xn) ~ n, and that 1M n NI = IMI + INI-IM U NI2: 1. 

Therefore there is a vertex Xi E M n N, and so G' has a Hamiltonian cycle 
C~ = XiXlX2 ... Xi-lXnXn-1 ... Xi+lXi disjoint from the cycles C2 ,' •• ,Ck+l' Lemma 
1 is proved. 

Lemma 2 Let G be a complete graph of order n. Then G contains [~] disjoint 
Hamiltonian paths. 

Proof. Let the vertices of G be VI, V2,' .. , vn . Then the [~] Hamiltonian paths 
required are 

V1+iVp+iV2+iVp+i-l •.. Vj+i+l Vp+i-j .•. V~+iV~+i+l' if n is even 

for i = 1,2, ... , [~], where the subscripts are all taken modulo n. 

Lemma 3 Let G be a complete graph of order n. Then G contains [n;-l] disjoint 
Hamiltonian cycles. 

Proof. Let Uo E V(G) be a vertex ofG. By Lemma 2, G - {uo} contains [n;-l] 
disjoint Hamiltonian paths. Then the Hamiltonian cycles required are obtained from 
these paths by joining the vertex Uo to each end of these paths. 

N ow we start the proof of Theorem 1. 

Let G be a complete graph of at least 2k vertices, and (Ul, Vl)," " (Uk, Vk) be 
k pairs of vertices of G. By the proof of Lemma 2, we see that G has k disjoint 

85 



Hamiltonian paths P(Ui' Vi), i = 1,2"", k, with Ui and Vi, i = 1,2" ", k, as their 
end vertices. 

Since G is 2(k + I)-connected, G has at least 2k + 3 vertices. By Lemma 3, we 
only need to consider the case that G is not complete, and let 

n 
S = {u E V(G)ld(u) 2:: "2 + 2k}. 

Then S i- 0 since G is not complete. By Lemma 1, we may assume that G[S] 
is complete. By Lemma 3, we further assume that S =1= V (G). Let Gi = (Vi, Ei ) 

(1 :S i :S w) denote the components of G[V \ S], and let 

Si = Ns(Vi), I:S i :S w. 

By the hypothesis that G is an Ore 2k-type graph, we have 

Lemma 4 w = 1 and Gl is complete. 

Lemma 5 ISll 2:: 2(k + 1). 

Proof. Suppose to the contrary that ISll < 2(k + 1). In view of the fact that G 
is 2(k + I)-connected, we have that S = Sl since otherwise 8 1 forms an cutset of G. 

Since G is not complete, there is a vertex, say 8 E S, which is not adjacent to 
some vertex in VI' Since 8 E S, we have dG(s) 2:: ~ + 2k, and then 

n n 
lSI 2:: "2 + 2k + 1 - (IVl l- 1) = "2 + 2k -IVll + 2, 

while lSI + IVl l = n, we get n 2:: 4k + 4. 
On the other hand, because of lSI :S 2k + 1, we get 

IVII = n - lSI 2:: 4k + 4 - (2k + 1) = 2k + 3 ;::: lSI + 2. 

Since 2: ds(v) = I: dV1 (8), we get IVllmaxds(v) 2:: 18Imindv1 (8). It follows 
VEVI sES VEVI sES 

from ~ - 1 < 0 and minsEs dVl (8) :S IViI that 

but then 

max ds(v) 2:: min dVl (8) + (lal~ I - 1) min dVl (8) 
VEVI sES 1 sES 
2:: mindv1 (8) + (lal~1 I)IVl l = mindv1 (8) + lSI-lVii, sES 1 sES 

~ + 2k > maxdG(v) = IVll- 1 + maxds(v) 
VEVI VEVI 

2:: IVll- 1 + mindv1 (8) + ISI-IViI = ISI- 1 + mindv1 (8) sES sES 
= mindG(8) 2:: ~ + 2k, a contradiction. Lemma 5 is proved. 

sES 

If IVII 2:: 2(k + 1), then, by Lemma 5 and since G is 2(k + I)-connected, there 
are at least 2(k + 1) independent edges between Sl and VI, and by Lemma 2, G has 
k + 1 disjoint Hamiltonian cycles since both G[S] and G[VI ] contain k + 1 disjoint 
Hamiltonian paths respectively, and so we assume in the rest of the proof that IVll :S 
2k + 1. Put 
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Lemma 6 n ~ 4k+2l+2. 

Proof. Let S E S be a vertex of G with del (s) = l. Then de(s) = n 1, 
together with the inequality de(s) ~ ~ + 2k, we get n ~ 4k + 2l + 2. 

Denote by BI the bipartite graph (Sl U VI, E(SI, Vd), and by MI the maximum 
matching of Bl, and by U1 the set of vertices of MI which are in Sl. Since G is 
2(k + I)-connected and IViI < 2(k + 1), we have that IVII = lUll. By Lemma 5, we 
can choose WI ~ Sl \ U1 such that lUI U WII = IV1 U W1 1 = 2(k + 1). By Lemma 6, 
we have that IS \ WII = n IVi U W1 1 ~ 4k + 2l + 2 - 2(k + 1) = 2k + 2l ~ 2k + 2 
since G is not complete. 

Let G* be the graph obtained from G by adding all edges between VI and WI 
which are not in E(V1' WI) to G such that G*[Vi U WI] is complete. 

We now consider the induced subgraphs G*[S\ WI] and G*[V1 UWr]. By Lemma 
2, G* [S \ Wd contains k + 1 disjoint Hamiltonian paths PI, ... , Pk+l; and G* [VI U WI] 
contains k + 1 disjoint Hamiltonian paths Q1," -, Qk+1, such that Pi has endvertices 
either Ui, u~ E UI , or Ui E Ul, s E S \ (UI U Wd, or s, s' E S \ (U1 U Wr); and to which 
correspond, Qi has endvertices either Vi, V~ E Vi, or Vi E Vi, w E WI, or w, w' E WI, 
where UiVi, u~v~ E MI. Let Oi = PiQi, i = 1"", k + 1. Then 0 1," " Ok+! are k + 1 
disjoint Hamiltonian cycles of G*. 

To prove Theorem 1, we need to construct k + 1 disjoint Hamiltonian cycles of G 
from the disjoint Hamiltonian cycles of G*. Let Ei = {vw E E(Qi)lvw f/. E(Gn, i = 
1,2,,'" k + 1. Then IEil :S 2k + 1, i = 1,2,"', k + 1. Since 8(G) ~ 4k + 3, we have 
that d pJ v) ~ 2k + dWl (v) + 2 for each v E VI. Consequently, we can choose k + 1 
pairwise edge-disjoint subsets FI, F2 , - •. ,Fk+1 of G such that 

1) Fi = {vs E E(G) \ M1lv E Vi, s E S \ WI, and there is a vertexwsuch that 
vw E E ( Oi) \ E ( Gn, i = 1, 2, .. - , k + 1; 

2) IFil = IEil, i = 1,2" ", k + 1; 
3) Every two edges in Fi have no vertex of Pi in common. 
4) There is at most one edge in Fi connecting an endvertex U of Pi and a vertex 

v E VI such that if VV6
i 

is not an edge of G then Ubi f/. VI, and if VVCi is not an edge 
of G then Uei f/. VI-

Let vs E Fi . When VV6i f/. E(G), we have that V6iSbi E E(G) because Vb. E WI­
While vCiv f/. E(G), we have that VCiSei E E(G) because vCi E WI. 

From the argument above, we can get k + 1 Hamiltonian cycles of G, which may 
have edges in common, from the k + 1 Hamiltonian cycles of G* . 

To begin with, for every integer i(1 :S i :S k + 1), we first choose vs E Fi such 
that s is an endvertex of ~ if possible. 

If VVbi f/. E(G) then V6iSbi E E(G) since Vb; and Sbi are vertices of S, and the 
edge V6iSbi is said to be A-type. If VVCi f/. E(G) then VCiSe; E E(G) since vc; and 
SCi are vertices of S, and the edge vc;se; is said to be A-type. 

Replacing VV6; and SSbi by vs and VbiSb., or VVCi and SSei by vs and VCiSe., we 
get a Hamiltonian cycle OI of G* with at least one more edge of G than Oi has. 

Writing Oi for 0:, and repeating the procedure above until all edges of Fi are 
included in the edges of Oi, we then obtained a Hamiltonian cycle Ci of G. 

87 



It is easy to see that every A-type edge has its endvertices in 8. 
Using the procedure above on all cycles of G*, we get k + 1 cycles, still written 

GIl C2 ,"', Ck+I, of G. All A-type edges have their endvertices in 8. Clearly, if an 
edge is a common edge of a number of cycles, then the edge must be A-type, and so 
the endvertices of it are in 8. 

Denote by me (Cl ," " CHI) the number of cycles having the edge e in common. 
Put 

m(CI,"', Ck+l ) = L max{me(Cl,"" Ck+!) - 1, o}. 
eEE(G) 

If m( C1, ••• , Ck+!) = 0, then CI, ... , Ck+! are the required Hamiltonian cycles of 
G. Suppose m(CI,"', Ck+!) > O. 

Let uv E E(Gi ) be an edge belonging to two or more Hamiltonian cycles of G. 
Since both U and v are vertices of 8, they have degree in G at least n - 1 - 1. Let 

k+1 
G1 G - U E(Cj ) + E(Ci ) \ {uv}. Then, by Lemma 6, we get 

j=l 

n 
dG/(u) + dG/(v) ~ 2(n -1-1- 2k) ~ 2(2" + 2k + 1 + 1 -l-l- 2k) = n. 

By the same method as that of proving Lemma 1(2), we conclude that G' has a 
Hamiltonian cycle CI. It follows that m( C1, ... ,C:' ... ,Ck+1 ) = m( C1 , .•• ,Ck+!)-1. 

Writing C: for Ci, and repeating this procedure until m( GI, ... ,Ck+d = 0, we 
get k + 1 disjoint Hamiltonian cycles of G. Theorem 1 is proved. 

3 .. Proof of Conjecture 1 for k == 1 
A proof of conjecture 1 for k = 1 is contained in reference [6]. Here we use 

the method posed in section 2 to simplify that proof. For explicitness, we rewrite 
Conjecture 1 for k = 1 as the following Theorem. 

Theorem 2 Let G be a 4-connected graph. If uv rf- E( G) ===} max{ d( u), d( v)} ~ 
i + 2, then G contains two disjoint Hamiltonian cycles. 

Proof Let UI , VI, WI and 8 1 be defined as in section 2. That k = 1 implies 
lUI U W l l IVi U W 11 = 4, and so 0 :::; IE(V1' W 1)1 :::; 2. We just consider the 
case IE(Vi, WI)I = 2 since the other cases are simpler. Clearly, IVII ~ 2. Let 
VI WI, V2W 2 E E(Vl' Wd· Then VI =I V2· 

If WI =f. W2, then C1 = PI Ql where Q1 = VI WI W2V2 is a Hamiltonian cycle of G*, 
but not of G, and C2 = P 2Q2 where Q2 = WIV2V1W2 is a Hamiltonian cycle of G. By 
Lemma 7, we can construct a Hamiltonian cycle of G from the cycle C1 of G*. Let 
8 E PI \ {ur}, t E PI \ {U2} be two vertices adjacent to VI and V2, respectively. By 
Lemma 7, {s, t} =I {Ul' U2}, say S =I U2. If t lies in P(s, U2), we substitute VIS, WIS61 

for S861 , VIWl, and V2t, w2tC1 for ttC1 , V2W2 to get a Hamiltonian cycle in G - E(C2). 

1ft lies in P(Ul,861), we substitute VlS,V2t,W2tC1 and W1SC1 for V1Wl,V2W2,SSCl and 
ttC1 to get a Hamiltonian cycle in G - E(C2 ). 

Conseqently, we assume that WI = W2 = w. Then VI = {VI, V2, V3}. Let 
VI W ,V2W E E(VI, WI). Let Q1 = V1 V3WV2 and Q2 V3V2V1W. Then C1 = PIQl 
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and C2 = P2Q2 are two disjoint Hamiltonian cycles of G*. Let s E P2 be a neighbour 
of VI. 

If s =I=- U3, then we can get two disjoint Hamiltonian cycles of G in the same way 
as above. 

If s = U3, then C~ = C2 + { WV3, VI U3} - {U3V3, WVl} is a Hamiltonian cycle of G. 
Let C~ = C1 - {V3W}, By Lemma 7, there is a vertex t E S \ (U1 U WI), such that 
tV2 E E(G) or tV3 E E(G). 

If tV2 E E( G), substituting U3W, U3V3 for WV3, and utu3" for UtU3U3", and V2 t , wtCl 
for WV2, ttCl (if t = ut then tCl should be taken as u3"), we get a Hamiltonian cycle 
Cf with the only one edge utu3" which may be a common edge of C~' and C~. If 
utu3" (j. E(C~), the two disjoint Hamiltonian cycles of G are obtained. Otherwise, 
by Lemma 6, we have 

dG-E(C~)(Ut) + dG-E(C~)(U3") 
n 

= 2(n - l - 2 - 1) 2: 2("2 + 2k + l + 1 - 1 - 2 - 1) 

= n + 4k - 4 2: n. 

By the method used to prove Lemma 1 (2), we can show that G E(C~) contains 
a Hamiltonian cycle, and so G contains two disjoint Hamiltonian cycles. 

If tV2 (j. E(G), then tV3 E E(G), and V2Ul E E(G) or V2U3 E E(G) (say V2Ul E 

E(G)). Substituting V3tW for V3W, and t~l tCl for tCl tt~l' and UIV2, ulw (if Ul = t~l' 
then u1 should be taken as t Cl ) for V2W and Ul ul, we get a Hamiltonian cycle C~' 
with only the one edge tCl t~l which may be a common edge of Cf and C~. Note 
that t Cl ' t~l E S. It follows from the discussion above that G contains two disjoint 
Hamiltonian cycles of G. The proof of Theorem 2 is completed. 
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