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Abstract

Optimizing and deploying artificial intelligence on edge devices to remove the necessity

of cloud computing systems and sending data over networks is vital for reducing energy

consumption and improving privacy. This thesis will describe two essential knobs to

optimize the so-called EdgeAI.

The first topic analyzed in the thesis will be Neural Architecture Search (NAS).

NAS is quickly becoming the go-to approach to optimize the structure of Deep Learning

(DL) models. I will focus on two different tools that I developed, one to optimize the

architecture of Temporal Convolutional Networks (TCNs), a convolutional model for

time-series processing that has recently emerged, and one to optimize the data precision

of tensors inside CNNs. The first NAS proposed explicitly targets the optimization of

the most peculiar architectural parameters of TCNs, namely dilation, receptive field,

and the number of features in each layer. Note that this is the first NAS that explicitly

targets these networks. The second NAS proposed instead focuses on finding the most

efficient data format for a target CNN, with the granularity of the layer filter. Note that

applying these two NASes in sequence allows an ”application designer” to minimize the

structure of the neural network employed, minimizing the number of operations or the

memory usage of the network.

After that, the second topic described is the optimization of neural network deploy-

ment on edge devices. Importantly, exploiting edge platforms’ scarce resources is critical

for NN efficient execution on MCUs. To do so, I will introduce DORY (Deployment Ori-

ented to memoRY ) – an automatic tool to deploy CNNs on low-cost MCUs. DORY,

in different steps, can manage different levels of memory inside the MCU automati-

cally, offload the computation workload (i.e., the different layers of a neural network)

to dedicated hardware accelerators, and automatically generates ANSI C code that or-

chestrates off- and on-chip transfers with the computation phases. On top of this, I will

introduce two optimized computation libraries that DORY can exploit to deploy TCNs

and Transformers on edge efficiently.

I conclude the thesis with two different applications on bio-signal analysis, i.e., heart

rate tracking and sEMG-based gesture recognition. In these two applications, I will show

the employment of previously described techniques as fundamental blocks for optimizing

the execution of these tasks on edge.
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Chapter 1

Introduction

Deep Learning (DL) models are at the core of many time-series processing appli-

cations. Notable examples are audio classification [3], bio-signals analysis [4–7] and

predictive maintenance [8, 9]. For many years, the state-of-the-art DL models for time-

series-based tasks have been Recurrent Neural Networks (RNNs) [10]. Recently, however,

new architectures have been proposed as viable alternatives to RNNs, such as Attention-

based Transformers and Temporal Convolutional Networks (TCNs) [11]. Transformer

networks are based on the attention mechanism, which puts in the relationship every

time-point of the input. These networks are quickly becoming state-of-the-art, outclass-

ing all competitors in terms of accuracy also in this field. These results are obtained

thanks to models such as BERT [12], and GPT-3 [13], which include hundreds of mil-

lions or even billions of parameters. TCNs are uni-dimensional Convolutional Neural

Networks (CNNs) specialized for time series, which have been shown to provide accu-

racy comparable to RNNs, while providing computational advantages, namely higher

arithmetic intensity, smaller memory footprint, and more data reuse opportunities [11].

Thanks to these features, TCNs are particularly interesting for edge computing appli-

cations, where inference is directly executed on Internet of Things (IoT) edge devices

rather than on centralized servers in the cloud.

However, dedicated optimization steps are required to execute both Transformers

and TCN networks on edge. On-device inference requires indeed small and efficient DL

models compatible with edge nodes’ limited memory spaces and tight energy budgets.

On the other hand, selecting an efficient model is usually insufficient to meet such tight

constraints. This thesis will show two key optimization steps for shrinking, optimizing,

and deploying neural network execution on edge devices.

The first step is the optimization of architectural hyperparameters and the deci-

sion of the arithmetic precision of the tensors so that the resulting network occupies as

1



Introduction 2

Figure 1.1: Flow of the following thesis. Four background topics introduce the three
main chapters of the thesis, i) NAS for efficient deployment on MCUs (Chapter 3), ii)
deployment of DNNs on MCUs (Chapter 4), and iii) biosignal analysis with deep neural
networks on edge (Chapter 5).

low memory and performs as few operations – with the simplest format – as possible

to reach the desired accuracy level. Nowadays, rather than manually, such architec-

tural optimization is increasingly performed with automatic Neural Architecture Search

(NAS) tools. A plethora of different NAS approaches has been proposed in the last few

years, and several of these works have targeted edge devices [14–18]. However, none

of them has focused specifically on models for time-series processing (i.e., TCNs), nor

specifically on the data format for weights and intermediate activations. Although there

are NAS tools, initially designed for 2D CNNs, that can be easily extended to explore

TCNs-related parameters and data format, they do so in a coarse-grain way. Specifically,

they create a different copy of all network layers for each setting [18]. This approach

results in high memory- and time-consuming searches, requiring hundreds of GPU hours

even for relatively simple tasks, which translates into large energy wastes and CO2 emis-

sions. In contrast, in this thesis, I will show two innovative DmaskingNAS, which can

perform a fine-grain search of hyperparameters within a single relatively fast training:

the first, Pruning in Time (PiT), is tailored explicitly for TCNs. It explores dilation,

receptive field, and the number of channels. The second has been designed to explore

mixed-precision quantization, i.e. the association of each different tensor of a DNN with

a different data format (e.g., int2, int4, int8, etc...). Noteworthy, these tools can also be

extended to work on different type of networks, with a small amount of modifications.

However, in this thesis I will only describe the main scope of these NASes, and why they

have been initially designed.

After applying these optimization steps, the output is a fixed topology with fixed

data formats. However, to port it to edge devices without support for any OS, we

still need i) to map it onto layer primitives and ii) to manage the memory system of

the devices to maximize execution performance. The deployment of DL-based algo-

rithms on IoT devices indeed demands aggressive hardware, software, and algorithmic

co-optimization to exploit the scarce resources on these systems to the maximum de-

gree [19]. For instance, on the hardware side, accelerators [20–22] and instruction set
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architecture (ISA) extensions [23] that exploit low-precision data formats have been in-

troduced to speed up the computation, lessen the impact of memory constraints, and

minimize energy consumption. A typical architecture often couples a conventional MCU

with an accelerator [24, 25] and employs multi-level hierarchies of on- and off-chip mem-

ories. In some cases, they do away entirely with energy-expensive coherent data caches,

exploiting manually managed scratchpad memories instead to maximize area and en-

ergy efficiency. Therefore, the main contribution of the thesis towards integrating small

DNNs on state-of-the-art MCU nodes will be DORY (Deployment Oriented to mem-

oRY), which automatically generates ANSI C code for a target network. The generated

code i) optimally manages data transfers between different memory levels and ii) double-

buffer them with an optimized execution of the micro-kernels, e.g., convolutions. While

DORY has been initially thought for 2D convolutional neural networks, given the focus

on time-series-based application, I will also introduce two new specialized collections of

kernels that are integrated into DORY: PULP-NN-1D, a collection of optimized convo-

lutional kernels for 1D convolutions, and TinyFormers, a collection of micro-kernels for

the optimization of the sub-nodes inside attention layers. Thanks to these two libraries,

I expanded the scope of DORY, bringing to the edge different 1D applications. Note

that DORY could be also similarly extended to other architectures and platforms, such

as heterogeneous hardware platforms, but it is outside the scope of this work.

In the last chapter of this thesis, ”Biosignal analysis with deep neural networks

on edge”, I demonstrate how the tools and libraries that I introduced are exploited to

optimize real-world tasks (I consider two bio-signal based temporal tasks, but these tools

can be applied to any application domain). As reported, I used them to optimize and

reach cutting-edge results in terms of accuracy and performance on real hot applications.

For instance, in heart-rate estimation using photoplethysmographic (PPG) signals, Deep

Learning (DL) is increasingly applied. Compared to classical solutions, it allows for

a better generalization, despite several problems related to DL. On the other hand,

deploying accurate models for heart-rate estimation on wrist-worn devices, typically

based on Microcontrollers (MCUs), is far from trivial [26]. I will show that thanks to

the tools introduced to optimize the topology and to optimally map networks on MCU

resources, we can efficiently deploy such solutions on different platforms, maximizing the

battery life of devices.

In the next section, I will detail all the contributions.

1.1 Contributions

In this thesis, I introduce three main important research directions:
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• Neural Architecture Search (NAS) for Efficient Deployment on MCUs:

first, I will describe a NAS algorithm called Pruning in Time (PIT) to optimize

Temporal Convolutional Networks, 1D Convolutional Neural Networks character-

ized by the presence of the dilation (a fixed gap between the activations that are

convolved with weights). The algorithm targets three crucial hyperparameters,

the receptive field, the dilation, and the channels of each layer. I frame their op-

timization as a structured weight pruning, in which additional trainable masking

parameters are added to different layers’ weights so that their binarized values

encode valid settings of the architectural hyperparameters. These masks are then

trained with a regularizer to reduce the model complexity as much as possible

while preserving accuracy. I consider two different regularizers to explore both the

reduction of the number of parameters and of the number of inference operations.

These regularizers allow me to enlarge and enrich the collection of Pareto architec-

tures found by this NAS. In Sec. 3.2.5, I will show PIT results on four benchmarks

relative to real-world time-series processing tasks where TCNs are commonly em-

ployed and for which a deployment on edge devices is relevant: (i) PPG-Based

Heart-Rate Monitoring; (ii) ECG-based Arrhythmia Detection; (iii) sEMG-based

Hand-Gesture Recognition; (iv) Keyword Spotting. Results show that PIT can

find multiple Pareto-optimal architectures starting from a single seed network,

achieving 15.9-152× parameter reduction while maintaining the same accuracy of

the seed. Furthermore, the approach shown dominates three popular NAS tools

developed for computer vision, thanks to the exploration of a larger search space.

The results of some relevant networks deployed to two platforms, the multicore

GAP8 IoT processor [27], and the single-core STM32H7 MCU [28] are shown to

demonstrate the suitability of the NAS for edge deployment. At iso-accuracy, solu-

tions found by PIT reduce energy consumption and latency up to 5.45× on GAP8

and up to 3.83× on the STM32H7, compared to hand-tuned networks. After, I

will describe a second NAS algorithm that explores for the first time the potential

of a channel-wise mixed-precision assignment. Note that it can be used on top

of any architectural NAS (e.g., PIT). This NAS explores the space of all possible

bit-width associated with each channel of each weight tensor in a Convolutional

Neural Network (CNN) while maintaining layer-wise quantization granularity for

activations. Again, a lightweight gradient-based search method, which belongs to

the family of Differentiable NAS (DNAS), is used. With experiments on the four

benchmarks of the MLPerf Tiny suite [29] I show that the tool can find a rich

front of Pareto-optimal solutions. When deployed on the MPIC [30] RISC-V edge

processor, the networks found by this DNAS can reduce memory footprint/energy

up to 63%/27% at iso-accuracy compared to a per-layer mixed-precision search.

Finally, I will show an additional improvement to these NASes by reformulating
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the problem (shown in Fig. 3.13) of optimization to allow them to find a set of

Pareto-optimal architectures in the accuracy vs OPs space, under a fixed model

size constraint. Note that when applied to a problem, these tools’ scope is to

minimize the resource utilization of a device while keeping the highest possible

accuracy.

• Deployment of Deep Neural Networks on MCUs: After optimizing the

topology and the data format, I here explore how to deploy the topologies found

on edge devices, such as MCUs. I describe DORY (Deployment Oriented to mem-

oRY), a tool for multi-level memory tiling aiming at fitting realistically sized DNNs

on memory-constrained MCUs. Relying on Constraint Programming (CP) opti-

mization, this tool matches on- and off-chip memory hierarchy constraints with

DNN geometrical requirements, such as the relationships between input, weight,

and output tensor dimensions to create a tiling solution for each network layer.

DORY includes a set of heuristics to maximize the performance of the CP so-

lution on PULP platforms using dedicated backend libraries [25, 31, 32]. It

also includes a code generator, which uses tiling solutions to produce ANSI C

code for the target platforms, with data L3-L2-L1 orchestration implemented as

fully pipelined, triple-buffered DMA transfers and integrated calls to the compu-

tational backend. Finally, it includes many backends for classical convolutional

networks [25], transformers architectures [31], and 1D convolutional networks [32].

I evaluate the performance and energy efficiency of the deployed networks pro-

duced by DORY on GWT GAP-8, considering both single layers and end-to-end

networks. DORY achieves up to 18.1× better MAC/cycle than the state-of-the-art

result on a conventional cache-based microcontroller, the STM32-H743 MCU, in

single 2D-convolutional layer execution. Using DORY, end-to-end deployment of

8-bit quantized networks such as 0.5-MobileNet-v1-192, achieve up to 8.00 MAC-

s/cycle, with a 13.2× improvement compared to the same networks running on

the STM32-H743 using the state-of-the-art ST X-CUBE-AI. Furthermore, on a

layer-by-layer basis, DORY can achieve up to 2.5× better throughput than the

proprietary GWT AutoTiler, on the same GAP-8 platform and up to 27% better

performance on full network execution. On 1D-convolutional layers, I obtain up

to 17.2 MAC/cycles, with an average performance improvement on single layers of

9.7× compared to the proprietary backend for GAP8 and up to 354× compared

to the Cube-AI toolkit on an STM32H7 microcontroller (MCU). On real-world

TCNs, DORY demonstrates a throughput of up to 1.11 GMAC/s and an energy

efficiency of 21.79 GMAC/s/W. On Attention layers, comparing my novel ker-

nels library for inference operations with implementations based on SoA public

libraries, PULP-NN [25], and CMSIS-NN [33], on the STM32H7, the STM32L4,
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and GAP8, I obtain a speed-up of 3.4×, 1.8×, and 2.1×, respectively, reaching
0.61, 0.18, and 11.3 MAC/cycle.

• Biosignal analysis with deep neural networks on edge: In this last chapter,

I leveraged previously introduced tools to improve the accuracy, energy efficiency,

and latency of bio-oriented applications. In detail, I will show two main applica-

tions. The first is the heart rate (HR) estimation starting from photoplethysmo-

graphic signals. The second is the recognition of gestures from surface electromyo-

graphic signals. For the HR, first, I leveraged Neural Architecture Search (NAS)

tools presented in Chapter 3 to obtain TimePPG, a collection of Pareto-optimal

TCN architectures that predict a user’s HR based on raw PPG and acceleration

data. All TCNs are automatically derived from a single seed architecture [34].

With respect to [35], which only optimized the number of feature maps in each

TCN layer, in this work, I extend the search also to consider the dilation param-

eter of convolutional layers, which effectively reduces the model complexity with

a limited impact on accuracy. Finally, I applied the NAS presented in Sec. 3.3,

to select the best data representation format for the networks’ parameters and

intermediate input/outputs. Thanks to the hardware-friendly quantization used

by that tool, I further reduced model size and latency, thus enriching and im-

proving the Pareto frontier. On PPGDalia, the best performing model obtained

with the proposed flow, coupled with simple smoothing post-processing, achieves

a Mean Absolute Error (MAE) of 4.36 BPM, and includes ≈ 269k trainable pa-

rameters. With an additional fine-tuning step, the MAE is further reduced to

3.61BPM. After quantization to 8bits and deployment on the STM32WB55, the

smallest model with a MAE < 8 BPM and the most accurate one consume 1.79mJ

and 47.65mJ per inference, with a latency of 71.6ms, and 1.9 s, and an error of

7.73BPM and 4.41BPM, respectively. These two models are respectively 32154.3-

145.63× smaller and require 3711.1-19.6× fewer operations per inference compared

to the previous state-of-the-art DL solution [36], while also significantly improving

the HR tracking accuracy. For the gesture recognition task, I introduce a novel

DL network topology, the Bioformer, which exploits the attention mechanism to

reduce computational complexity while achieving state-of-the-art gesture recogni-

tion results. My results show a clear advantage of using an initial 1D-convolutional

layer to aggregate raw signals in a series of projections to feed the transformer net-

work. I deployed this network using DORY and the attention kernel extensions

presented in Sec. 4.4. Testing this new architecture on the Ninapro DB6 dataset,

which includes eight grasp gestures from 10 subjects, I achieve 62.34% accuracy,

further improved to 65.73% thanks to the inter-subject pre-training. Quantized to
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8bits, it occupies as little as 94.2 kB, which is 4.9× lower than previous state-of-

the-art CNN, TEMPONet [34, 37], achieving 65.0% on the same task. Deployed

on the GAP8 multicore MCU, the same Bioformer only consumes 0.139 mJ per

inference, being 8.0× more efficient than TEMPONet.

The rest of the thesis is organized as follows. Chapter 2 introduces the concepts

crucial for understanding the thesis’s contribution. Chapter 3 and Chapter 4 present

tools which are needed to optimize the accuracy and the deployment of Deep Neural

Networks (DNNs). Finally, Chapter 5 shows two applications of these tools in the bio-

signal processing field. Figure 1.1 shows the dependencies between the different thesis

chapters.
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Fully Onboard AI-powered Human-Drone Pose Estimation on Ultra-low Power Au-

tonomous Flying Nano-UAVs, IEEE Internet of Things Journal, 2021.

24. Burrello, Alessio; Zara, Giovanni; Benini, Luca; Brunelli, Davide; Macii, Enrico;

Poncino, Massimo; Pagliari, Daniele Jahier; Traffic Load Estimation from Struc-

tural Health Monitoring sensors using supervised learning, Sustainable Computing:

Informatics and Systems, 2022.

25. Moallemi, Amirhossein; Burrello, Alessio; Brunelli, Davide; Benini, Luca; Ex-

ploring Scalable, Distributed Real-Time Anomaly Detection for Bridge Health Mon-

itoring, IEEE Internet of Things Journal, 2022.

26. Seyedkazemi Ardebili, Mohsen; Zanghieri, Marcello; Burrello, Alessio; Ben-

eventi, Francesco; Acquaviva, Andrea; Benini, Luca; Bartolini, Andrea; Prediction



Introduction 12

of Thermal Hazards in a Real Datacenter Room Using Temporal Convolutional

Networks, ”Proceedings of the 2021 Design, Automation & Test in Europe (DATE

2021)”, 2021.

27. Daghero, Francesco; Burrello, Alessio; Xie, Chen; Castellano, Marco; Gan-

dolfi, Luca; Calimera, Andrea; Macii, Enrico; Poncino, Massimo; Pagliari, Daniele

Jahier; Human Activity Recognition on Microcontrollers with Quantized and Adap-

tive Deep Neural Networks, ACM Transactions on Embedded Computing Systems

(TECS), 2022.

28. Burrello, Alessio; Sintoni, Giacomo; Brunelli, Davide; Benini, Luca; Adversarially-

Trained Tiny Autoencoders for Near-Sensor Continuous Structural Health Moni-

toring, 2022 IEEE 4th International Conference on Artificial Intelligence Circuits

and Systems (AICAS), 2022.

Finally, these articles have been done in collaboration with physicians, showing that

machine learning could be strictly correlated with hospital applications and can lead to

better treatments:
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Chapter 2

Background

In this chapter, I will introduce the key concepts at the basis of the work. In partic-

ular, I first describe Neural Architecture Search (NAS) and all its possible realizations,

and then I depict the different deployment platforms that I target in the thesis. Finally,

I will give a few details on the target applications on which these vertical flows have

been tested.

2.1 Deep Neural Networks

2.1.1 Temporal Convolutional Networks

Temporal Convolutional Networks are 1-dimensional (1D) CNN variants that have

recently gained significant traction for efficient time-series processing, obtaining state-of-

the-art results in several tasks [35, 38, 39]. With respect to Recurrent Neural Networks

(RNNs) and their successive evolutions, such as the Long-Short Term Memory (LSTM)

and Gated Recurrent Unit (GRU), TCNs are less affected by training-time issues, such

as vanishing/exploding gradients and the large amount of training memory required by

RNNs for long input sequences. Moreover, they also have computational advantages

at inference time, since they share the better data locality and arithmetic intensity of

standard CNNs, which makes them latency- and energy-efficient [11].

The main building blocks of TCNs are the same ones found in standard CNNs, i.e.

Convolutional, Pooling and Fully Connected (FC) layers. However, the convolutional

layers of a TCN are characterized by causality and dilation, two properties that make

them suited for temporal inputs.

16
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Causality enforces that the outputs of convolutions do not violate the natural cause-

effect ordering of events. In practice, the outputs yt of a TCN convolution only depend on

a finite set of past inputs x[t−F ;t], where t is a discrete index. Dilation is the mechanism

used in TCNs for enlarging the receptive field of convolutions on the time axis, without

requiring more trainable parameters and without increasing the number of operations

required for inference. It is a fixed step d inserted between the input samples processed

by each convolutional filter. Eq. 2.1 summarizes the 1D dilated convolution operation

implemented by TCN layers:

ymt =
K−1∑
i=0

Cin−1∑
l=0

xlts−d i ·W
l,m
i , ∀m ∈ [0, Cout − 1],∀t ∈ [0, T − 1] (2.1)

where x and y are the input/output activations, T is the output sequence length, W the

array of filter weights, Cin/Cout the number of input/output channels, K the filter size

and s the stride. We also define F = d · (K − 1) + 1 the receptive field of the layer.

2.1.2 Attention & Transformers

I call attention, in general, any layer used in machine learning models to emphasize

“important” parts of data, imitating the cognitive mechanism with the same name.

Here we focus on multi-head self attention (MHSA), introduced by [40]. Sequence-to-

sequence Transformers [12] are mostly composed of stacks of MHSAs. Other kinds of

Transformers also follow this line [41], possibly integrating convolutional layers. MHSA

takes as input a tensor X of sequential data, with sequence length S and organized in E

channels usually called embeddings; it produces an output of the same shape S × E.

Internally, MHSA uses a set of H mutually independent parallel heads, all of which

perform an identical set of operations divided into three steps. In the first step, each

element of the input sequence X is projected from the space of embeddings of size E to

three separate projection spaces each of size P , known as queries Q, keys K and values

V – using three trainable linear transforms:

Q = XWquery K = XWkey V = XWvalue (2.2)

where Wquery , Wkey and Wvalue are all matrices of size E × P . In the second step,

Q, K and V are used as inputs to the core attention mechanism, scaled dot-product

attention, which is defined as

Attention(Q,K,V)
.
= AV

.
= SoftMax

over keys

(
QKT

√
P

)
V (2.3)
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Table 2.1: State-of-the-art NAS (Values: ↑= large, ↗= medium, ↓= small).

Time Mem. Search Space Topology

Reinforcement Learning

Zoph et al. [14] ↑ ↓ ↗ Variable∗

MNASNET [17] ↑ ↓ ↑ Variable

NASNET [42] ↑ ↓ ↗ Variable

MetaQNN [43] ↑ ↓ ↑ Variable

Evolutionary

Real et al. [44] ↑ ↓ ↑ Variable

DifferentiableNAS

DARTS [45] ↗ ↑ ↓ Variable

ProxylessNAS [18] ↗ ↗ ↗ Variable

DmaskingNAS

FBNetV2 [15] ↓ ↓ ↑ Fixed

MorphNet [16] ↓ ↓ ↗ Fixed

S.-Path NAS [46] ↓ ↓ ↗ Fixed

PIT (this work) ↓ ↓ ↑ Fixed
∗ Depth only

where A is an S × S matrix called the attention matrix. The intuition behind this is

that MHSA can learn to understand which elements in the sequence are relevant with

respect to one another (through A), and can use this information to gate V. Finally,

in the third step, the output of scaled dot-product attention from all heads is projected

back to the original embedding space with another linear layer, resulting in an output

of size S × E.

MHSAs can be expressed with three input Linear layers, the scaled dot-product

attention, and one output Linear layer by properly reorganizing the dimensions at each

step.

2.2 Neural Architecture Search

Exploring the network topology is the basis of the most successful applications in

computer vision or time-series analysis. For instance, in recent years, several manu-

ally designed efficient and compact convolutional neural network architectures for edge

devices have been proposed, including early MobileNets [47], ShuffleNets [48], Efficient-

Net [49], SqueezeNet [50], TEMPONet [34], etc. While these models are very effi-

cient, obtaining them requires a lengthy and time-consuming manual tuning of hyper-

parameters, which has to be repeated from scratch when considering a different target

task or another deployment target. For example, MobileNets, a class of networks ex-

plicitly designed for smartphone devices, are too large to be deployed on extreme-edge

devices such as Microcontrollers (MCUs) and do not fit their small on-chip memories.
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However, only scaling them, for instance, by changing their number of channels (with the

pre-defined width-multiplier [47]) could be detrimental for performance and accuracy.

To solve this issue, many automated or semi-automated methods to optimize neural

network architectures, easing the burden of designers, have been proposed. These ap-

proaches, generally denoted as Neural Architecture Search (NAS) algorithms, explore a

design space of different combinations of layers and/or hyper-parameter values, selecting

solutions that optimize a cost metric. The latter is often a function of both the accu-

racy of the network and its computational cost (e.g., number of parameters or inference

operations).

Table 2.1 qualitatively compares some of the most relevant works in this field in

terms of search time, memory requirements during training (Mem.), search space size,

and the possibility to vary the topology (number and type of layers) of the resulting

NNs. For Time and Mem., smaller is better, whereas, for Search Space, larger is better.

2.2.1 Reinforcement Learning based NAS

Early NAS tools were based on Reinforcement Learning (RL) [14, 17, 42, 43] or Evo-

lutionary Algorithms (EA) [44]. The network architectures are searched by employing

successive iterations and, therefore, subsequent training. These methods sample one or

more architectures from the search space at each search iteration. Sampled networks are

then trained to converge to evaluate their accuracy (and possibly cost), which is used

to drive the following sampling. The repeated training in each iteration is the main

drawback of these tools, for which a single search requires 1000s of GPU hours, even

on relatively simple tasks. Accordingly, these methods are associated with large search

time in Table 2.1. Memory occupation is low and comparable to standard training since

each sampled architecture can be trained separately. The search space size is virtually

unlimited, and these tools can easily support variable topologies. Notable exceptions are

[14], which searches over a fixed convolutional topology of a variable number of layers

without varying their type and the connections between them, and [42], which constrains

its search space to a set of only 13 different layers per node.

2.2.2 Differentiable NAS

To solve the search time issue of RL and EA methods, more recent Differentiable

NAS (DNAS) approaches have proposed the so-called supernets [45]. Supernets are

DNNs that include all possible alternative layers to be considered during the optimiza-

tion. For instance, a single supernet layer might consist of multiple Convolutional layers
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with different kernel sizes, operating in parallel, or even layers such as identity, depth-

wise convolutions, or pooling. Therefore, the problem of choosing a specific architecture

is then translated into the simpler problem of choosing a path in the supernet [45]. To

make a parallel with RL-based NAS, sampling each different possible path in the super-

net result in the collection of models explored in RL. The choice between the different

paths is encoded with binary variables, which are jointly trained with the standard

weights of the network using gradient-based learning.

DNAS tools enhance the normal training loss function with an additional differ-

entiable regularization term. Typical cost metrics are the number of parameters and

the number of Floating Point Operations (FLOPs) per inference [16]. In mathematical

terms, DNAS tools use the following loss function:

min
W,θ
L(W ; θ) + λR(θ) (2.4)

Where L is the standard loss function, W is the set of standard trainable weights (e.g.,

convolutional filters), θ is the set of additional NAS-specific trainable parameters that

encode the different paths in the supernet, R is the regularization loss that measures

the cost of the network and λ is a hand-tuned regularization strength, used to balance

the two loss terms.

While DNAS algorithms are more efficient than early RL/EA-based solutions, train-

ing the entire supernet still requires huge computational resources both in terms of

training time and memory occupation. This, in turn, translates into a reduction of

the explored search space for practical DNASes such as [45], which have to limit the

search to a few alternatives per layer to keep the memory occupation under reasonable

bounds. Note that the training time increases exponentially while adding additional

alternative layers. Therefore, the authors of [18] have proposed ProxylessNAS, an ad-

vanced DNAS that reduces the memory requirements, keeping in memory at most two

supernet paths for each batch of inputs. In ProxylessNAS, the average weights and the

additional parameters encoding supernet paths are trained and updated differently from

previous DNASes. First, path parameters are frozen and based on their current value,

two sub-architecture of the supernet are stochastically sampled out of all the possible

alternatives. Then, the weights of the sampled architectures are updated based on the

training set. Second, the weights are frozen, and the architectural parameters are trained

on the validation set. This clever strategy allows ProxylessNAS to explore a significantly

larger search space than other DNAS tools. On the other hand, while reducing the train-

ing time of a single epoch and strongly reducing the memory occupation, ProxylessNAS

needs more epochs to explore different paths and train all of them.
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2.2.3 Dmasking NAS

As a last evolution of the NAS theory, further going in the direction of efficient

and lightweight NAS, researchers explored DMaskingNAS [15], fine-grain NAS [16] and

Single-Path NAS [46] approaches. In these solutions, the supernet is replaced by a single,

usually large, architecture with a unique path. Optimized architectures are found as

modifications of this initial seed model, obtained tuning hyper-parameters, such as the

number of channels in each layer [16]. The key mechanism that enables this tuning within

a normal training loop is the use of trainable masks, used to prune parts of the network.

Compared to DNAS algorithms, the choice of different layers can not be done, but the

parameters of individual layers can be explored. DMaskingNAS tools pursue the same

DNAS objective of (2.4), where θ now represents the set of trainable masks. FBNet-V2

[15], for instance, uses a set of dedicated masks, each of which encodes a different number

of output channels or a different spatial resolution, and is weighted with a trainable

parameter. At the end of the search, the mask coupled with the largest parameter is

used to determine the final architectural setting. Similarly, MorphNet [16] exploit as

masking parameters the pre-existing multiplicative terms of batch normalization layers

[51]. When these parameters assume a value lower than a threshold, the corresponding

channels/feature maps from the preceding Convolutional layer are eliminated.

In general, the search space of these approaches is slightly more constrained com-

pared to supernet-based ones. For example, they do not allow the selection between

alternative layers (e.g., standard convolution versus depth-wise + point-wise). On the

other hand, they have two key advantages. First, they have much lower memory cost

and search time while still being able to find high-quality architectures. Crucially, the

search time of a DMaskingNAS is comparable to standard network training. Second,

some DMaskingNASes (including my proposed works) can explore the search space at a

much finer grain. For example, MorphNet [16] can easily select between 1 and 32 output

channels in a Convolutional layer with a granularity of 1, starting from a 32-channel

seed layer, and eliminating those corresponding to the smallest batch normalization pa-

rameters. Obtaining the same result with a standard DNAS would require a very large

supernet with 32 parallel convolutional layers. Note that I can also combine the masking

and supernet approaches to bypass the limitations of DMaskingNAS.

2.3 Microcontrollers: ARM & RISC-V platforms

Edge devices are becoming pervasive in everyday life. This thesis mainly focuses

on the enrichment of these platforms with AI capability. Therefore, in the following
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Figure 2.1: STM32L4 block diagram.

paragraphs, I will introduce different MCUs which are suitable or even designed to

support AI execution on board.

2.3.1 ARM Platforms

The first MCUs presented are based on ARM cores, either single or multi processors.

In the first section, I will describe single-core devices, STM32L4 and STM32H7 families.

At the same time, in the second, I will introduce the STM32WB55, a dual-core MCU

thought for edge applications with wireless connection capabilities.

2.3.1.1 Single-core: STM32L4 and STM32H7

The STM32H7 and the STM32L4 comprise one core ARM M7 and one core ARM

M4, respectively. The two platforms are thought to be either extremely low power

(STM32L4) or to maximize the computational capability for general-purpose computing

in a thight power envelope (STM32H7). The STM32L4 block-diagram is depicted in Fig.

2.1. The main component is the ARM Cortex M4, a general-purpose processor equipped

with FPU for floating point computation. Through the bus system, on-chip SRAM and

Flash memories are connected. Additionally, Direct Memory Access peripherals are

connected to support the connections of external memories or to move data from the
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sensor to the core rapidly. The best operating frequency is 80 MHz, at which the

STM32L4 only consumes 10 mW.

The STM32H7 presents a similar structure with some fundamental differences. First,

this MCU includes two caches to improve the core performance at the expense of more

energy consumption. In particular, the cache system consists of a data cache and an

instruction cache to reduce the time to both fetch instructions but also to move the data

to the register file. Additionally, the M7 core allows reaching a higher frequency, up to

480 MHz, at a power consumption of 234 mW.

Both these MCUs support a wide range of peripherals, including, for instance, Se-

rial Peripheral Interface (SPI) and Inter-Integrated Circuit (I2C) for communication or

Analog-to-digital converters (ADCs) for sensor data connection.

2.3.1.2 Dual-core: STM32WB55

I here refer to the STM32WB55RGV6 System-on-Chip (SoC), a dual-core platform

from ST Microelectronics [52]. In the rest of the thesis, I refer to it simply as STM32WB.

The SoC architecture includes two fully independent cores, an Arm® Cortex®-M4 core

running at 64 MHz (application processor) and an Arm® Cortex®-M0+ core at 32 MHz

(network processor), optimized for real-time and low-power execution. Moreover, the

SoC also includes a Radio-Frequency (RF) transceiver with a radio stack compliant with

Bluetooth Low Energy 5.0 (BLE) standard, including Bluetooth SIG, Mesh profile, and

an HCI for proprietary custom solutions. The two cores are thought to run in parallel

and manage different functionalities: the M0 core is dedicated to managing the radio-

frequency and communication system. In contrast, the M4 core runs the applications.

Given the similarity with the STMicroelectronics L4 families of MCUs, the STM32WB

series provide similar digital and analog peripherals, suitable for applications requiring

both extended battery life and high computational capability. Note that this MCU

is thought for edge devices involved in networks of devices, allowing for both a high

computaitonal capability on board and a variety of solutions for device connection.

Hwatch In [1], the authors introduced a new platform with a wrist-worn form factor.

Its picture, together with a simplified block diagram of the system, is shown in Fig. 2.3,

where only the components needed for PPG-based HR monitoring are shown. The board

includes the above-mentioned STM32WB55 System-on-Chip (SoC) from ST Microelec-

tronics [52], as main computational unit. The power supply sub-system of the board

exploits a TPS63031 from Texas Instruments, a buck-boost DC/DC converter specif-

ically designed to provide stable output voltage also with impulsive and non-reliable
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Figure 2.2: STM32WB55 block diagram.
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Figure 2.3: Wrist-worn form factor board presented in [1].

Table 2.2: Board components power profile.

Component State Current (I) Power Consumption

Microcontroller

STM32 Active 7.59 mA 25 mW
STM32 Idle 4.15 mA 13.7 mW
STM32 Stop 2.45 µA 8.1 µW
STM32 BLE∗ 30 µA 99 µW
STM32 BLE▷◁ 2.1 mA 6.9 mW

Sensors

MAX30101 Active 1100 µA 5.5 mW
MAX30101 Shutdown 0.7 µA 3.5 µW
LSM6DS Active 9 µA 30 µW
LSM6DS Shutdown 3 µA 10 µW
∗ STM32 BLE current advertising (0 dBm; 1 s; 31 B).
▷◁ STM32 BLE connected master (200 B; 100 ms)

power sources, such as energy harvesters and solar panels. The converter reaches 90%

efficiency during sensor acquisition and processing modes. The TPS63031 uses a Li-Ion

370 mAh battery as the primary source of power. The other two relevant components

of the system of [1] that are used in the bio applications shown in Chapter 5 are two

sensors for PPG and acceleration, the MAX30101 [53], and the LSM6DSM [54]. The
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former is a low-power pulse oximeter and PPG module, which is thought for extremely

low-power signal aquisition from Maxim instruments. The latter is a 6-axes Inertial

Measurement Unit (IMU) from STMicroelectronics. Besides its low level of noise, this

sensor also includes an additional computational unit, which can be used to build small

AI models (random forests of fewer than 8 trees) which use acceleration data as in-

puts. Additionally, different features from the acceleration can be computed directly

on board, unburdening the main computational unit from this task and giving the pos-

sibility to trigger interrupts as a result of these AI on-sensor computations. Both the

sensors are connected with the MCU, using respectively I2C and SPI digital busses of

the STM32WB55. The hardware power consumption of the different components in all

the respective working states, measured through a measurement unit Keysight B2900A,

is reported in Table 2.2. Compared to the rest of the System-on-Chip, the PPG sensor

requires a dedicated 5 V power supply to power up the internal LEDs. This supply

voltage is generated using a step-up converter, with an efficiency of 80%.

2.3.2 RISC-V Platforms: PULP & GAP8

Compared to the previously introduced MCUs, in this paragraph, I will talk of two

platforms that are based on a different instruction set architecture (ISA), the RISC-V

one. Noteworthy, compared to ARM ISA, the RISC-V is open source; additionally,

many extensions are possible and are currently public, which allows for specialization in

tasks such as digital signal processing. On top of this ISA, a new architectural paradigm

has been introduced in the direction of general-purpose MCUs with some specialized

hardware parts to accelerate modern applications (e.g., deep learning). Some examples

are specialized co-processors (accelerators) and hierarchical memories designed to ex-

ploit the pervasive data regularity. Parallel Ultra-Low Power computing is one of these

paradigms, which leverages near-threshold computing to achieve high energy efficiency,

coupled with parallelism to improve the performance degradation at low-voltage [55].

The PULP paradigm builds upon RISC-V ISA optimizations for DSP, and DNN com-

puting, heterogeneous parallel acceleration, architecturally different compute units dedi-

cated to unrelated tasks, and explicitly managed memory management. Some examples

of ISA extensions include SIMD MACs operations at the core of DNN computation and

load/store with post-increment. For instance, adding these operations reduces the num-

ber of cycles to perform an int8 MAC (the atomic operation repeated multiple times

in most of the layers at the basis of every neural network, e.g., convolutions) from 7

to just 1, with a speed-up of 7×. If I only exploit the basic ISA operations, I would

need three index updates, two loads, one MAC, and one store to perform a complete
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Figure 2.4: MPIC block diagram with mixed-precision dedicated hardware IPs in
yellow.

MAC with operands stored in memory. On the other hand, exploiting the new opera-

tions introduced in PULP, the index updates are included in the memory operations.

Furthermore, the MAC parallelizes the process on 4 int8 data (the bus and the ALU is

on 32bits). Therefore, 4 cycles are used to perform 4 MACs in parallel.

Most of the embodiments of the PULP paradigm are centered around a state-of-the-

art single-core microcontroller (Fabric Controller domain) with a standard set of periph-

erals. In contrast, they offload the processing-intensive tasks to a software-programmable

parallel accelerator composed of N additional cores, standing in its voltage and frequency

domain (cluster domain).

2.3.2.1 MPIC

The first RISCV core that I present is MPIC, shown in Fig. 2.4. This core could be

the building block at the basis of the clusters of different PULP embodiments. Compared

to classical RISC-V cores, MPIC includes optimized hardware units for the execution

of MAC operations with inputs independently quantized to pw/x ∈ {2, 4, 8} bit. This

new hardware block allows executing integer-reduced precision operations (less than 8

bits) faster than 8 bits operations, allowing the efficient deployment of quantized neural

networks. The reader can find more details in [30].
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Figure 2.5: GWT GAP-8 MCU block diagram.

2.3.2.2 GAP8

GWT GAP-8 [27] (depicted in Figure 2.5) is a commercial PULP system with 9

extended RISC-V cores (one I/O + an eight-core cluster), which represents one of the

most advanced embodiments of the DNN-dedicated MCU trends. The GAP-8 ’cluster’

comprises eight 4-stage in-order single-issue pipeline RI5CY [56] cores, implementing the

RISC-V RV32IMCXpulpV2 Instruction Set Architecture (ISA). XpulpV2 is a domain-

specific extension meant for efficient digital signal processing, with hardware loops, post-

modified access LD/ST, and SIMD instructions down to 8-bit vector operands.

The cores of the cluster share the first level of memory, a 64 kB multi-banked L1

memory Tightly-Coupled Data Memory (TCDM), accessible from the cluster’s cores

through a high-bandwidth, single-cycle-latency logarithmic interconnect. The L1 fea-

tures a 2× banking factor and a word-level interleaving scheme to reduce the probabil-

ity of contention [57]. To manage data transfers between the L1 TCDM memory and

a second-level 512 kB of memory (managed as a scratchpad as well) available in the

SoC domain, the cluster DMA [58] can manage data transfers between L1 and L2 with a

bandwidth up to 2 GB/s and a latency of 80 ns at the maximum frequency. On the other

hand, to interface the L2 memory with the external world, and in particular, with the

Cypress Semiconductor’s HyperRAM/HyperFash module [59] available on the GAPuino

board, GAP-8 can use an autonomous I/O sub-system called I/O DMA [60]. Through

the HyperBus interface, the external L3 HyperRAM and/or HyperFlash memory can

be connected to the system, enabling a further 64 MB of storage for read-only data on

Flash and 8-16 MB for volatile data on DRAM, with a bandwidth up to 200 MB/s.
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Figure 2.6: Synthtic generated and ideal PPG signal.

2.4 Biosignals: Sensors and processing

I here introduce the two applications on which the tools described in the following

sections are applied. The first is the photoplethysmography (PPG) based heart rate

(HR) monitoring. Thanks to the flowing of the blood, the beats of the core can also be

identified in the remote part of the arterio-venous system, allowing for minimal invasive

settings in the monitoring of the heart condition. The second application is surface

electromyographic signal (sEMG) based gesture recognition. The scope is to identify

the gestures of the arms from sEMG signals, possibly allowing patients to move robotic

hands or prostheses for amputees.

2.4.1 Photoplethysmography and PPG-based HR

Photoplethysmography (PPG) is a technique that measures the light absorption

variations of blood vessels during cardiac activity [61]. A PPG sensor consists of one

or more Light-Emitting Diodes (LEDs) that continuously emit light to the skin and a

photodetector (i.e., a photodiode) that measures variations of light intensity caused by

blood flow. The blood flow’s periodicity can be associated with the heart rate. More

specifically, the larger the blood volume variation, the greater the attenuation of the light

emitted by the LED, resulting in a lower current output on the photodiode. Therefore,

a heartbeat can be associated with each peak in the PPG signal. Figure 2.6 shows how

the PPG works.

Indeed, many studies demonstrated that the second derivative of the PPG signal

contains essential information for heart rate monitoring [62]. Therefore, the simplicity

of wearing a PPG sensor and the low cost contribute to its increasing popularity as an

alternative to ECG for HR monitoring [63]. However, one of the significant challenges

in employing PPG signals to recognize heartbeats and estimate HR is their considerable

dependency on the subject’s movements, which negatively affect the measurement qual-

ity during daily activities, as first shown in [64]. In particular, the arm movements cause
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the so-called Motion Artifacts (MA), which alter the readings of the sensor and strongly

impact the performance of the HR estimation. Therefore, they demand ad-hoc algo-

rithms for their remotion/reduction. The standard approach to cope with this problem

is to leverage additional inertial measurements (mainly acceleration) that correlate with

the PPG signal and can be used to discriminate between real HR peaks and MA-caused

ones. For additional details on using PPG for HR estimation, please refer to [65].

2.4.2 Surface Electromyographic Signal

EMG signals [66] used for gesture recognition originate from the electrical activity

that occurs during a muscular contraction, ranging from 10 uV to 1 mV. The bandwidth

is ∼ 2 kHz for standard applications, even though it is possible to acquire EMG data

up to ∼ 10 kHz in Motor Unit Action Potential Analysis. Conductive plates placed on

the skin surface (i.e., electrodes) acquire EMG activity. However, a significant issue of

signal acquisition is related to the skin-electrode interface, which is prone to the high

variability and can degrade signal quality given the arm’s movements. Also, electrode re-

positioning and user adaptation [34] cause degradation in the signal since they can change

from one acquisition session to another or from a day to the successive one. Finally, also

motion artifacts and floating ground noise represent causes of signal degradation and

variability.



Chapter 3

Neural Architecture Search for

Efficient Deployment on MCUs

3.1 Related Works

In literature, different approaches to NAS have been proposed. As previously

described, first NASes were based on reinforcement learning, e.g., NAS-RL [67] and

MetaQNN [14], or evolutionary algorithms [44].

DARTS [68] has been the first differentiable NAS algorithm. DARTS is modeled as

the optimization of a supernet, where many layers are connected through edges, each

associated with a trainable weight. Some of them are pruned at the end and only a

single path is selected. Successively, many NASes have been designed to explore the

huge space of DNNs. In particular, I focus here on two Dmasking NASes which have

inspired the work of this thesis.

MorphNet [16] is one of the first Dmasking NAS from 2018 that searches the number

of output channels of convolutional layer. In particular, it exploits batch normalization

parameters as masks for the weights. These parameters are then thresholded to yield

a simplified architecture, with an approach similar to weight pruning. The result is a

network with same topology but a reduced number of channels. MorphNet uses specific

regularizers to optimize specific metrics such as size, FLOP and latency. Further details

can be found in the original MorphNet paper [16].

FBNetV2 [15] also searches for the optimal number of output channels of convolu-

tional layer, but with a method based on exclusive masks. Noteworthy, this approach

can be easily extended to other hyper-parameters such as the filter size, increasing the

possible search space. For example, if a certain convolutional layer presents N output

31
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channels, then it is possible to build N different masks with different numbers (l) of

leading 1s and N-l trailing 0s, that correspond to variants of the layer with l output

channels. Masks are then multiplied with a Gumbel-Softmax weight [69], summed to-

gether and multiplied with the output of convolution. In this way, a single mask is

chosen at the end of the search and applied to the output, obtaining a layer with the

selected number of channels.

In the following sections, I will first describe two Dmasking NAS on which I worked

to optimize TCNs and the quantization of DNNs. Then, I will briefly explain a technique

to combine different optimization directions inside the same NAS algorithm, allowing

embedded designers to obtain good deployment points in a lower amount of time.
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3.2 Lightweight Neural Architecture Search for Temporal

Convolutional Networks at the Edge

In this section, I introduce Pruning in Time (PIT), a new lightweight DmaskingNAS

that targets networks that process time series. PIT explores the architectures of convo-

lutional and fully-connected (FC) layers, the two most compute- and memory-expensive

operations present in TCNs. For each convolutional layer, PIT jointly explores the num-

ber of channels (Cout), the receptive field (F ), and the dilation (d). Moreover, by tuning

both F and d, it also indirectly affects the filter size K. Similarly, PIT can also optimize

the number of output neurons of FC layers1.

First, in Section 3.2.1, I give an overview of the search space explored by the tool

and of its general working principle. Then, I illustrate the mechanisms used to gener-

ate differentiable masks for each considered hyper-parameter in Sections 3.2.1.1-3.2.1.4.

Finally, the two cost regularizers used to augment the classic loss are described in Sec-

tion 3.2.2 and 3.2.3, respectively. Table 3.1 sums up the main mathematical symbols

used in this section.

3.2.1 Search Space

As shown in Figure 3.1, PIT’s search space encompasses all sub-architectures derived

from a seed TCN, with any combinations of the three abovementioned parameters per

layer. In particular, PIT can reduce Cout or F , and to increase d compared to the seed,

all of which have the effect of reducing the complexity and memory occupation of the

layer.

To achieve this objective, each convolutional/FC layer of the seed is modified to

become a function Ln(W
(n); θ(n)) of its original weights tensor W (n) and of a new set

of architectural parameters θ(n). For a TCN with N layers, the search space of PIT is

therefore defined by:

S = {Ln(W
(n); θ(n))}N−1

n=0 (3.1)

During the search, the elements of θ(n) are properly combined to form a binary mask

Θ(n). This mask prunes a portion of the layers’ weights by multiplying them by 0s. In

practice, an architecture Ŝ is sampled from S in each search iteration, by performing

the Hadamard product between W (n) and Θ(n), i.e., Ŝ = {Ln(W
(n) ⊙ Θ(n))}N−1

n=0 . This

eliminates the portions of W (n) that correspond to 0-valued mask elements: the seed

1This can be seen as a corner case of the Cout optimization since FC layers are just a particular case
of 1D convolutions with F = K = d = 1 and Cout equal to the number of output neurons. Accordingly,
the rest of this section describes PIT’s functionality for convolutions.
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Table 3.1: List of symbols used in the description of the NAS algorithm.

Symbol Description

x Input activations of a convolutional layer
y Output activations of a convolutional layer
T Output sequence length of a convolutional layer
Cin, Cout Number of input/output channels of a conv. layer
W Convolutional filter weights
K Convolution filter size
s Convolution stride
d Convolution dilation
F Convolution receptive field
L Task-specific loss function
R Regularization loss function
λ Regularization strength

S, Ŝ Search space and sampled architecture
Ln Generic convolutional/FC layer
N Number of convolutional/FC layers
θ, Θ Generic NAS architectural parameters and corresponding binary mask
α, ΘA NAS architectural parameters to optimize Cout and corresponding bi-

nary mask
β, ΘB NAS architectural parameters for F , and corresponding binary mask
γ, Γ, ΘΓ NAS architectural parameters for d, intermediate binary mask ele-

ments and final binary mask
Cβ, Cγ Transformation matrices to generate ΘB and ΘΓ from β and γ.
k(i) Index mapping function used to generate ΘΓ from Γ

layer pruned produces the same output that I would obtain by having a smaller layer

with a lower number of channels or a smaller receptive field. The way in which Θ(n) is

generated from θ(n) to produce this effect is explained in Sections 3.2.1.1-3.2.1.3.

Noteworthy, having binary masks is required to either eliminate slices of W (n) (with

value 0) or keep them untouched (with value 1) when sampling an architecture with the

Hadamard product. In practice, this corresponds to sampling only feasible architectures

(with integer Cout, F and d). To this end, Θ(n) is binarized in the forward-pass of

search/training, applying an Heaviside step function with a fixed threshold th = 0.5.

At the same time, the θ(n) → Θ(n) transformation has to be differentiable to embed

the search into the standard gradient-based training of the network, learning contextu-

ally the weights W (n) and the topological parameters θ(n). To cope with the Heaviside

function derivation issues, i.e., derivative equal to 0 almost everywhere and not exis-

tent in δ, I follow the approach proposed in BinaryConnect [70], which substitutes the

backward pass with the Straight-Through Estimator (STE), and therefore the derivative

with the identity.
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Figure 3.1: Search space of PIT.

For notation simplicity, θ(n) parameters are divided into three groups: α(n) are the

parameters associated with the output channels, β(n) tunes the receptive field, and γ(n)

affects the dilation factor. In PIT, each of these three parameters is used to generate an

independent binary mask, which can be combined with the other two. The final mask is

multiplied with weights to prune the correct portion. Also, having independent masks

for Cout, F and d, gives PIT the flexibility to work into two different modalities: in full

optimization, PIT optimizes the entire network, while in independent mode, the user

can define a single (or more) hyper-parameters to optimize.

During full optimization, PIT explores:

|S| ≈
N−1∏
n=0

(C
(n)
out,seed · F

(n)
seed · ⌈log2(F

(n)
seed)⌉) (3.2)

different solutions, where Cout,seed and Fseed in (3.2) are those of the seed layers. The

logarithmic term in (3.2) comes from the fact that I only consider power-of-2 dilation

factors, as detailed in Section 3.2.1.3 since they are the most used in state-of-the-art

networks. For a relatively small seed with N = 8, F
(n)
seed = 17, and C

(n)
out,seed = 128 ∀n,

this corresponds to evaluating ≈ 1032 architectures in a single training.

3.2.1.1 Channels Search

To explore the number of channels in each convolutional layer, I take inspiration

from [16]. In that work, the parameters of batch normalization (BN) layers [51] were

transformed into binary masks to prune entire output channels and explore the space

of all sub-layers with Cout < Cout,seed. Indeed, when a BN layer follows a convolutional
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one, each output channel is obtained as:

ỹmt = γm · ymt (3.3)

where ymt is the output of convolution and γm is the multiplicative factor of BN. When

the latter is binarized to 0, the entirem-th output channel is effectively pruned. However,

requiring the presence of a BN layer after each convolution, although common in modern

2D-CNNs, still limits the applicability of the approach of [16]. Therefore, in PIT, the

channel search is decoupled from BN, adding a dedicated α parameter to each output

channel to zero-out entire filters from the W tensor of convolutional layers. PIT treats

each output channel independently. So, it uses an α array of length Cout,seed, The layer

function is modified to:

ỹmt =
K−1∑
i=0

Cin−1∑
l=0

xlts−di · (ΘA,m ·W l,m
i ) (3.4)

In practice, each α parameter is multiplied with all the weights of the same convolutional

filter, i.e., with an entire slice of the weights tensor over the output channels axis. Each

filter multiplied with a 0-mask is effectively pruned from the network, reducing the

number of channels by 1. Figure 3.2 depicts the application of ΘA parameters to a

simple layer with Cout,seed = 4.

Convolu�onal 
Kernel

Output Channels Masks Output Examples

Figure 3.2: Channels search example. Each ΘA,m = 0 zeroes-out the m-th convolu-
tional filter, i.e., a slice of size K × Cin of the weights tensor W .

Noteworthy, besides reducing the number of channels, PIT can also eliminate entire

layers from the network if the latter includes skip connections. In particular, if all the

ΘA,m of a convolutional layer are zeroed-out, then the inputs only flow through the skip

connection, effectively reducing the number of layers in the network by one. If skip
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connections are not present, at least one output channel is always kept active to avoid

breaking the network connectivity.

3.2.1.2 Receptive Field Search

The second hyperparameter that is explored in PIT is the receptive field F , i.e.,

the range of input time-steps involved in a convolution. In standard convolutions, the

receptive field equals the filter size (F = K). However, in the modern TCNs, where the

d parameter has been introduced, the general relation becomes: F = (K − 1) · d + 1.

Therefore, since K depends on both F and d, PIT also indirectly optimizes the filter

dimension K.

The receptive field is explored using the array of parameters β, with len(β) =
⌊
F
gr

⌋
where F is the seed receptive field and gr ≥ 1 is the granularity of the exploration. A

granularity greater than 1 for the receptive field allows, for instance, to force the network

only to use even/odd receptive fields. Differently from the output channels, however,

the β needs to be further combined to define the corresponding binary differentiable

masks. The reason is that, to “simulate” the effect of a smaller receptive field through

masking, it is not sufficient to mask any set of time-slices in the weights tensor: on the

other hand, this should be i) continuous and, in the case of ”causal” convolutions, the

slices should be eliminated from the “oldest” part of the weights, i.e., those that are

multiplied with input time-steps that are farthest in the past. The following equation

derives elements of the binary masks ΘB from β to reproduce this behaviour:

ΘB,i = H

Fseed−i∑
j=1

|βFseed−j |

 (3.5)

Each ΘB,i is then multiplied with a time-slice of the W tensor during the forward

pass, as shown in Figure 3.3. Therefore, when searching for the receptive field, the

equation becomes:

ymt =

K−1∑
i=0

Cin−1∑
l=0

xlts−di · (ΘB,di ⊙W l,m
i ) (3.6)

Thanks to the construction of (3.5), if i > j, then ΘB,i ≤ ΘB,j . This ensures that the

first weight slices to be pruned are always the leftmost ones, as shown in the example

on the right of Figure 3.3. Notably, β0 is always kept constant and equal to 1, to ensure

that even after binarization, at least one time-step will still be convolved with weights.
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Figure 3.3: Receptive field search example. Each ΘB,i = 0 eliminates the contribution
of 1 input time-step from the convolution output, by zeroing out a time-slice of size
Cout × Cin of the weights tensor W .

Dila�onRecep�ve-Field

Figure 3.4: Example of conversion between trainable architectural parameters β and
γ and corresponding binary masks ΘB and ΘΓ, for a layer with Fseed = 9.

In practice, for efficiency reasons, binary masks are generated using the matrix

transformation:

ΘB = H (Cβ · |β|) (3.7)

Where Cβ is a constant upper triangular matrix of 1s generated once at the beginning

of a search, as shown on the left of Figure 3.4.

3.2.1.3 Dilation Search

Lastly, PIT also explores the dilation factor d. Similarly to the receptive field,

searching for dilation imposes some constraints on the portions of the weights tensor that
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this NAS should prune. In particular, only regular dilation factors should be generated,

i.e., the time-steps gaps between consecutive convolution inputs are all equal for a given

layer. For example, I do not want to obtain a layer that takes as input time-steps t, t−2,
t− 3, and t− 8, corresponding to gaps of 0, 1, and 5 time-steps respectively. Note that

this is necessary since most inference libraries would not support layers with ”random”

time gaps, in particular those for edge devices [71, 72], which only implement regular

gaps, since they enable repetitive memory accesses therefore minimizing the additional

arithmetic operations needed to compute memory indexing.

Based on these observations, I follow an approach similar to the one described in

Section 3.2.1.2. Starting from an array of trainable parameters γ, they are then combined

to compose differentiable binary masks. This method only supports power-of-2 dilation

factors since i) they are the most common and ii) they simplify the generation of the

masks. Thus, I obtain: len(γ) = ⌈log2(Fseed)⌉.

To obtain the elements of ΘΓ, I pass through an intermediate array Γ, generated

similarly to (3.5):

Γi = H

len(γ)−i∑
j=1

|γlen(γ)−j |

 (3.8)

Then, the mask is obtained by further reorganizing the Γi values into the vector ΘΓ, of

length Fseed, as follows:

ΘΓ,i = Γk(i), with k(i) =

len(γ)∑
p=1

1− δ(i mod 2p, 0) (3.9)

and where δ() is Kronecker’s Delta function. This reorganization ensures that the Γ

element with the largest index (Γlen(γ)−1) ends up in all positions corresponding to

time-steps that a layer would skip with d = 2. Similarly, the element with the second

largest index ends up in positions that are skipped when using d = 4, and so on. This,

combined with the fact that, by construction of (3.8), it holds that Γi ≤ Γj for i > j,

ensures that the dilation is progressively increased. In this way, each additional binarized

Γi causes a proportional increase in the dilation, which is doubled.

The obtained ΘΓ vector is multiplied with the W tensor, exactly as the previous

ones. Again, γ0 is set to 1 to ensure that I never prune the entire convolution, and

I always keep the first and last weight of the receptive field, therefore minimizing the

number of weights. Figure 3.5 shows an example of how the tensor is generated and

its effect on the dilation. In practice, similarly to the receptive field mask, also ΘΓ is

obtained from γ with a simple matrix multiplication:

ΘΓ = H(Cγ · |γ|) (3.10)
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Figure 3.5: Dilation search example. Each Γi = 0 increases d by a factor 2.

where Cγ is a constant matrix of 0s and 1s that can be generated procedurally based on

the value of Fseed. An example of Cγ is shown on the right of Figure 3.4.

3.2.1.4 Joint Search

To jointly optimize all three hyper-parameters mentioned above, I simultaneously

apply all three Θ masks to the weight tensor of a layer. Therefore, the equivalent of the

equation for a seed convolutional layer during a joint search is:

ymt =
K−1∑
i=0

Cin−1∑
l=0

xlts−i · (ΘB,i ⊙ΘΓ,i ⊙ (ΘA,m ·W l,m
i )) (3.11)

In the experiments section, I will show that performing such a joint search yields superior

results compared to optimizing the three hyper-parameters sequentially since PIT can

take into account the complex interactions among them (especially among F and d).

3.2.2 Regularization

PIT searches for accurate yet low-complexity architectures by combining the task-

specific loss function L with a regularization term R as introduced in Sec. 2.2. The

additional differentiable term proportional to the dimension/operations of the network

encodes a prior in the loss landscape that directs the optimization towards low-cost solu-

tions. The two cost metrics considered in this work are the model’s number of parameters

(or size) and the number of operations (OPs) for an inference. The corresponding two

regularizers Rsize and Rops are differentiable functions of the pre-binarization masks
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Θ̃A, Θ̃B and Θ̃Γ. The latter, in turn, depends on the trainable architectural parameters

α, β, and γ. I use pre-binarization masks as in [16], because this yields a smoother loss

landscape, improving convergence. Indeed, using floating point continuous values do not

lead to any abrupt change in the loss, giving more stability to the training process.

3.2.2.1 Size Regularizer

The Size regularizer Rsize estimates, during each forward-pass, the effective number

of parameters of the network, based on the values of the differentiable binary masks.

The number of parameters of a 1D convolutional layer, i.e., the size of weight tensor

W , is equal to Cin × Cout × K. Accordingly, the size regularizer for a TCN with N

convolutional (or FC) layers is defined as:

Rsize =
N-1∑
n=0

(R(n)
size) =

N-1∑
n=0

C
(n−1)
out,eff · C

(n)
out,eff ·K

(n)
eff (3.12)

where:

C
(n)
out,eff =

C
(n)
out,seed−1∑

i=0

Θ̃
(n)
A,i (3.13)

is the effective number of channels in the n-th layer, and:

K
(n)
eff =

F
(n)
seed−1∑
i=0

Θ̃
(n)
B,i

Fseed − i
·

Θ̃
(n)
Γ,i

len(γ)− k(i)
(3.14)

is the effective kernel size, which depends both on the total receptive field and on the

dilation. For the 1st layer of the network, C
(n−1)
out,eff is constant and equal to the number

of channels of the input signal.

The definitions of (3.13) and (3.14) are continuous relaxations of the number of active

(non-pruned) channels and time-slices of W (n), respectively. By minimizing Rsize, PIT

is encouraged to reduce the Θ̃ values, bringing them below the binarization threshold.

Depending on the regularization strength λ, PIT balances the corresponding reduction

in cost with the accuracy drop caused by the reduced number of parameters included in

the different layers.

The denominators in (3.14) are needed to make sure that, when β and γ are equal

to 1 (i.e., the initialization value, see Section 3.2.3), K
(n)
eff corresponds to the real filter

size of the seed. In fact, each Θ̃B/Γ is obtained as sum of a different number of γ (or β)

elements. As a result, without normalization, the estimated cost would be higher than

the real filter size. For instance, in a layer with Fseed = 5 and with all β/γ initialized
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Algorithm 1

1: for i← 1, . . . ,Stepswu do #warmup loop
2: Update W based on ∇WL(W )
3: end for
4: while not converged do #search loop
5: Update W and θ based on ∇W,θ(L(W ; θ) + λR(θ))
6: end while
7: for i← 1, . . . ,Stepsft do #fine-tuning loop
8: Update W based on ∇WL(W )
9: end for

at 1, without the denominators, I would have Keff = 33, which is clearly incorrect.

Conversely, with the denominators, I have Keff = 5 = Fseed, which is correct, since the

initialization of γ = 1 implicitly imposes d = 1.

3.2.2.2 OPs Regularizer

The second proposed regularizer Rops estimates the number of operations required

to perform inference. Since the number of OPs of a 1D convolutional layer is T ×Cin×
Cout ×K, the regularizer expression is simply:

Rops =

N∑
n=1

(R(n)
size · T

(n)) (3.15)

In practice, when targeting the reduction of the total OPs for inference, the only differ-

ence in the regularizer is that the output sequence length weights the cost of each layer.

Note that this is not a constant over every layer since T can change over layers such as

pooling, strided convolution, etc..

3.2.3 Training Procedure

Algorithm 1 summarizes the three main phases of a PIT architecture search. The

first phase consists of Stepswu iterations of warm-up. At this algorithm stage, all θ

parameters (i.e., α, β, and γ) are initialized to 1 and frozen. Accordingly, all elements

of the binary masks Θ are also binarized to 1. Therefore, warm-up coincides with a

normal training of the seed network, where the only objective is minimizing the task

loss function L. The number of warm-up iterations is a user-defined parameter. In all

experiments, I perform the warm-up to the convergence of the floating point network.
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Figure 3.6: Seed network architectures for the four considered benchmarks.

The second phase is where the actual NAS takes place. In the search loop, the model

weights W and the architectural parameters θ are optimized simultaneously. Accord-

ingly, the goal of this phase is to minimize the sum of the task-specific loss L and of

the regularization loss, weighted by the regularization strength λ. The duration of the

search phase is controlled by an early-stop mechanism that monitors the value of L on

an unseen validation split of the target dataset and stops the search when the latter

does not improve for 20 epochs. Note that the higher is λ, the more the minimization

of the network is favored.

Finally, in the third and last phase, the θ parameters and corresponding Θ binary

masks are frozen to their latest values. This corresponds to sampling from the search

space the architecture that PIT determined as optimal during the previous phase. Then,

the weights W of the selected network are fine-tuned only considering the task loss L.

To obtain different Pareto points in the accuracy versus cost (size or OPs) space

with PIT, Algorithm 1 should be repeated, changing the regularization strength λ. More

precisely, the warm-up phase can be performed just once, saving the final weights of the

seed network. Overall, Algorithm 1 has a complexity that is comparable to a single

TCN training. Moreover, GPU time and memory requirements are greatly reduced with

respect to a supernet-based DNAS.

3.2.4 Benchmarks

I test PIT on four edge-relevant real-world benchmarks. The benchmarks include

regression as well as classification tasks; the four examples are described in detail in the

rest of this section. All the seed networks are depicted in Fig. 3.6.
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3.2.4.1 PPG-based Heart-Rate Monitoring

The first benchmark deals with Heart-Rate (HR) monitoring on wrist-worn devices,

using Photoplethysmography (PPG) sensors coupled with tri-axial accelerometers to

mitigate the effect of motion artifacts [35, 36]. PPG-Dalia [36] dataset is considered

since it is the most extensive open-source dataset. The task is formulated as a regression

of the HR value, whose ground truth is derived with ECG measurements. Both PPG

and acceleration are sampled at 32Hz and organized in 8 s long sliding windows with a

time shift of 2 s between successive windows.

The seed network for this task is TEMPONet, a TCN originally proposed in [4]

and later used for HR monitoring with state-of-the-art results in [35]. The network

architecture is depicted in the top left of Figure 3.6. The network is composed of

three feature extraction blocks and a final regressor module with three FC layers. Each

feature extraction block is made of three convolutional layers with BatchNorm and

ReLU activation, followed by an average pooling. The FC layers are also followed by

BatchNorm and ReLU, and by a dropout layer with 50% rate. With respect to the

original TEMPONet, the seed is obtained doubling the receptive field of all convolutions

and setting the dilation to 1.

3.2.4.2 ECG-based Arrhythmia Detection

The second benchmark deals with Electrocardiogram (ECG)-based arrhythmia de-

tection for wearable medical devices. I consider the ECG5000 dataset [73], and the task

consists in classifying the ECG signals in 5 classes: Normal, R-on-T Premature Ven-

tricular Contraction, Premature Ventricular Contraction, Supraventricular Premature

or Ectopic beat, and Unclassified Beat.

The reference TCN is ECGTCN, shown in the top right of Figure 3.6. Differently

from TEMPONet, ECGTCN is based on residual blocks. It has a first convolutional

layer that enlarges the number of input channels, followed by three modular blocks,

each including two dilated convolutions with ReLU activation, BatchNorm, and 50%

dropout. The input and output feature maps of each block are then summed together.

When the number of input and output channels differs, the residual path also includes a

point-wise convolution (i.e., K = 1) to adapt the tensor sizes. The PIT seed is obtained

from ECGTCN, setting the dilation of all layers to 1, while keeping the original receptive

field.
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3.2.4.3 sEMG-based Hand-Gesture Recognition

The third benchmark deals with hand-gesture recognition based on surface elec-

tromiography (sEMG) signals. Executing gesture recognition at the edge is a crucial

enabler for applications such as complex human-computer interfaces, non-invasive pros-

thesis control, and rehabilitation. For this task, I target the NinaPro DB1 dataset [74],

which includes records of 27 healthy patients monitored with 10 electrodes while per-

forming 52 heterogeneous hand gestures, including basic finger and wrist movements,

different hand poses, and grasping.

The seed network is TCCNet, originally proposed in [39], and depicted in the bot-

tom left of Figure 3.6. The architecture includes three feature extraction blocks, each

composed of two dilated convolutions with ReLU and dropout (5% rate) and a residual

branch with a point-wise convolution. The classifier includes an attention layer of the

type described in [75] and a final FC layer with 53 output neurons (52 hand-gestures +

1 unknown class).

3.2.4.4 Keyword Spotting

The last benchmark is keyword spotting (KWS), a key component of speech-based

human-machine interfaces (e.g., for smart personal assistants). The standard benchmark

for KWS systems, i.e., the Speech Commands v2 dataset [76], which consists of 105829

utterances collected from 2618 speakers, is used. I follow the pre-processing scheme pro-

posed by the MLPerf Tiny industry-standard benchmark suite [77], which produces 12

possible labels, including 10 words and two special classes for ”unknown” and ”silence”.

As the seed, the TCN presented in [38], called TC-ResNet14, whose architecture is

shown in the bottom right of Figure 3.6, is used. The main difference with the other

reference TCNs is that the original TC-ResNet14 did not use dilation and the modular

convolutional blocks alternate plain convolutions with strided convolution with s = 2.

PIT’s seed is obtained by doubling the receptive field in each layer.

3.2.5 Experimental Results

This section discusses the results obtained by PIT on the four benchmarks mentioned

above. In Section 3.2.5.1, I present the global results of the NAS search in the accuracy

versus the number of parameters and the number of OPs planes. In Section 3.2.5.2, I

conduct ablation studies on the PPG benchmarks, and in Section 3.2.5.3 PIT is com-

pared with a state-of-the-art DNAS, ProxylessNAS [18], and with two state-of-the-art
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Figure 3.7: Overall PIT Pareto fronts for the four target benchmarks, and comparison
with seed and hand-tuned TCNs.

DMaskingNAS approaches, namely, MorphNet [16] and FBNetV2 [15]. Since the code

for [15] is not publicly available, it has been re-implemented based on the information

provided in the paper. Finally, Section 3.2.5.4 presents the memory, latency, and en-

ergy consumption results obtained deploying some of the networks found by PIT on two

commercial edge devices, GAP8, and the STM32H7. As an inference software backend,

I use the open-source layers library described in the following chapter for GAP8 and the

CMSIS-NN library [78] for the STM32H7. All deployed networks are quantized to 8-bit,

using PyTorch’s built-in quantization algorithm.

3.2.5.1 Search Space Exploration

Figure 3.7 shows the results of applying PIT to the four benchmarks. The graphs

report the TCNs accuracy (for classification tasks) or Mean Absolute Error (MAE, for

regression tasks) on the x-axis and the number of parameters or OPs per inference on

the y-axis. The curves correspond to the outputs of PIT. The different curves’ points

are obtained by varying the regularization strength λ. I also consider both size and OPs

regularizers. Moreover, each plot also reports the metrics of two additional TCNs. Black

triangles correspond to the results obtained by the hand-tuned state-of-the-art TCNs of

Figure 3.6, directly taken from [35, 38, 39, 79], with the original number of channels,

receptive fields, and dilation factors. Black squares, instead, indicate the metrics of the

PIT seeds, i.e., the same networks modified as described in Section 3.2.4 (setting d = 1

everywhere, etc.) to enlarge the PIT search space.

The upper-left part of Figure 3.7 reports the results of the PPG-Dalia dataset for the

PPG-based HR monitoring task. The HR tracking is the only regression task considered,

so the network performance is measured with the MAE, for which lower values are better.

As shown by the graphs, starting from a single seed network, PIT can obtain a rich
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collection of Pareto-optimal architectures, spanning more than one order of magnitude

both in terms of parameters (4.7k-78k) and OPs (0.27M-9.6M). Notably, PIT networks

dominate trade-off accuracy vs. OPs, the seed architecture, and the hand-tuned state-

of-the-art TEMPONet. In particular, I obtain a similar MAE to the seed TCN (5.38 vs

5.40 BPM), with 120.0× fewer parameters and 96.0× fewer operations. Moreover, PIT

also finds a new state-of-the-art deep learning model for this task, achieving an MAE of

just 5.03BPM. It also requires only 53k parameters and 5.1M OPs, improving the best-

performing architecture proposed in [35]2 requiring 8.03× and 5.42× fewer parameters

and OPs.

The other parts of the figures refer to classification tasks, whose performance is mea-

sured in terms of accuracy. The Upper-right pair of charts shows the results obtained

on the ECG5000 dataset for Arrhythmia Detection. PIT results span almost one order

of magnitude in parameters (0.91k-5.36k) and OPs (50.3k-293.5k). Moreover, both the

seed network and the hand-tuned one are Pareto-dominated. The best performing archi-

tecture found by the NAS improves the accuracy of the hand-tuned network (+1.03%),

reducing both the number of parameters (-64.7%) and the FLOPs (-85.8%).

The lower-left part of Figure 3.7 shows the results obtained for the sEMG-based

Hand-Gesture Recognition task on the NinaPro-DB1 dataset. Also, in this case, I found

architectures in a wide range of sizes and numbers of OPs. However, while PIT results

still dominate the seed, the hand-tuned TCNNet sits on the Pareto front. Indeed, the

PIT network nearest to the hand-tuned architecture on the curve achieves a slightly lower

accuracy (-0.47%) traded-off with a reduction of size (-3.33%). This result demonstrates

the goodness of the original TCNNet proposed in [39] but, at the same time, it shows

the excellent quality of the architectures found by PIT, which despite starting from an

oversized seed, is still able to produce optimized networks that closely resemble those

tuned by experts.

Lastly, the lower-right part of Figure 3.7 shows the two Pareto fronts obtained on

the Google Speech Commands dataset for Keyword Spotting. Once again, PIT vastly

outperforms both the seed and the hand-tuned TCNs. Specifically, the most accurate

PIT architecture slightly improves the accuracy of the hand-tuned network (+0.36%)

while significantly reducing both the number of parameters (-82.53%) and FLOPs (-

44.53%). Moreover, the Pareto points span 10k-98k parameters and 0.87M-3.98M OPs.

I report in Table 3.2 the range of regularizer strengths λ that I used for the ex-

periments on the four benchmarks to obtain the Pareto frontier analysis. In general, λ

should be set so that the two additive terms in the loss (L and λR) assume comparable

2Note that this result is achieved without applying any additional post-processing as described in
[35].
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Table 3.2: Range of regularizer strength (λ) values for the four benchmarks.

Regularizer PPG ECG sEMG KWS

Rsize 1e-7 : 5e-4 5e-7 : 7.5e-3 1e-7 : 5e-6 5e-10 : 1e-5

Rops 1e-8 : 5e-5 5e-8 : 5e-4 5e-10 : 5e-8 1e-10 : 1e-6

values at the beginning of training. With this setting, I ensure that PIT considers both

accuracy and inference cost in its search without degenerating to one of the two corner

cases in the first few epochs. The corresponding values of λ vary for different tasks, as

shown in the table. However, a good rule of thumb, which works for all benchmarks,

to identify the order of magnitude of the regularization strength is to start from λ =

1/(Seed Model Size). Then, based on the results of a PIT search with this initial value,

one can decide to increase/decrease λ to obtain smaller/more accurate TCNs, respec-

tively. By monitoring the loss in the initial epochs, it is also straightforward to detect

when the NAS is falling in one of the corner cases (one term much larger than the other)

and stop the search immediately without wasting training time.

3.2.5.2 Ablation Studies

This section analyzes the impact of some of the most important PIT parameters. I

report the results of this study only for the PPG-based HR monitoring benchmark since

the same conclusions also hold for the other datasets.

Hyper-parameters Figure 3.8 analyzes the contribution of different hyper-parameters

to the quality of results found by PIT. For this experiment, I used the Rsize regular-

izer while considering solutions in the MAE versus the number of parameters space.

Three curves are obtained by running PIT individually on the three different hyperpa-

rameters (α, β, and γ), freezing the other ones. This gives i) the results of a search

that only optimizes the number of channels in each layer (Ch-Only), performed on a

TCN with maximal receptive field and d = 1, ii) the results of a receptive field-only

search (Rf-Only), on a TCN with maximal Cout and d = 1, and iii) the results of a

dilation-only search (Dil-Only) on a network with maximal F and Cout. The Pareto

fronts obtained in each of these 3 conditions by varying the regularization strength λ

are shown in the figure, together with the output of a complete search that optimizes

all three hyper-parameters simultaneously (All-in-One).

The primary source of parameter reduction and performance improvement is the

search along the channels dimension since the channels represent a significant source of

redundancy in hand-tuned TCN (their number is typically set using common heuristics).
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However, Figure 3.8 also shows that optimizing only the number of channels is insufficient

and that a combined optimization that considers receptive field and dilation can yield

Pareto-optimal networks across the entire MAE/parameters range.

Regularizers Note that the PPG-based HR monitoring benchmark on which I show

this ablation study is the one for which the distinction between model size and number

of OPs is most relevant due to the presence of both strided convolutions and pooling,

which strongly impact the time dimension T .

The figure shows that, as expected, the majority of the Pareto points in the MAE

versus the number of parameters plane are produced using the Rsize regularizer, with

the few exceptions being local minima. Vice versa, the Rops regularizer tends to generate

superior solutions regarding MAE versus the number of OPs.
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Figure 3.10: Quality of results comparison between PIT and state-of-the-art NAS
tools on the PPG-Dalia dataset.

3.2.5.3 Comparison with state-of-the-art NAS tools

Figure 3.10 compares the Pareto fronts obtained with PIT and three state-of-the-

art NAS tools, namely ProxylessNAS [18] MorphNet [16] and FBNetV2 [15], on the HR

monitoring benchmark. Results show that PIT outperforms all three across the entire

design space, except for one MorphNet and one FBNetV2 point, which achieve a low

number of operations, although at the cost of a larger MAE. The main reason for the

superior results of PIT is the fact that the NAS explores a larger and finer-grain search

space compared to the baselines. For MorphNet and FBNetV2, this is partly due to the

intrinsic nature of those tools, which are limited to exploring one parameter. For this

reason, I set up the remaining hyperparameters to their values inside the seed model for

these NAS searches. This different search starting point compared to PIT is the reason

why, in the low-size/high-MAE regime, these tools find a single Pareto-optimal point.

For FBNetV2, I considered both a Coarse search space and a Fine search space. For

the first one, I included 4 Cout alternatives per layer, uniformly spaced, i.e., 1/4Cout,seed,

1/2Cout,seed, 3/4Cout,seed and Cout,seed. The latter instead evaluates all Cout values with

a granularity of 1. The latter is more similar to PIT, but the former generally achieves

superior results. This is because FBNetV2 uses a pre-defined binary mask for each

layer variant, combining them through a Gumbel softmax, as explained in Sec. 3.2.1.1.

Experimentally, it is shown that with too many masks, the search becomes unstable and

yields sub-optimal results. In contrast, PIT does not have this limitation since it uses

independent trainable masks that keep or eliminate an individual channel.

ProxylessNAS would be virtually able to explore the entire PIT search space, but

at the cost of a very long training time, leading to the impossibility of training the
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Figure 3.11: Search space and time comparison between PIT and state-of-the-art
NAS tools on the PPG-Dalia dataset.

network due to its requirements. In fact, as detailed in Section 3.2, PIT explores Cout

and F with a granularity of 1, and for d, it considers all possible power-of-2 values.

Therefore, each super-net node should include Cout,seed · Fseed · ⌈log2(Fseed)⌉ different
layers, connected in parallel. With the same parameters used for the example at the

end of Section 3.2.1, this would correspond to ≈10000 different versions of each layer.
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Figure 3.12: Hyperparameters of the deployed PIT architectures and corresponding
seed network for the four benchmarks.

Therefore, for ProxylessNAS, I tried to make the comparison with PIT as fair as possible

while keeping the search space size similar to the one of the original paper [18]. To do

so, I used an iterative procedure. First, multiple ProxylessNAS searches on Cout, F ,

and d separately, keeping the two not-optimized hyper-parameters at the seed values

are performed. In each of these searches, I consider 4 variants in each super-net layer,

uniformly sampling the PIT search space (in the same way described above for FBNetV2-

Coarse). After repeating the same procedure for F and d, for every layer, the two values

of each hyper-parameter have been chosen. The 23 possible combinations of the latter

are used to generate the combined search space for ProxylessNAS, which includes 8 layer

variants in each super-net node. The Pareto fronts of Figure 3.10 are obtained running

ProxylessNAS multiple times on this combined search space, with different regularization

strengths. I show both the results from the original paper training procedure (Original
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Table 3.3: Detailed deployment results for the four benchmarks.

GAP8 STM32

Perf. Mem. Lat. En. Lat. En.
Task TCN int8 (float32) [kB] [ms] [mJ] [ms] [mJ]

PPG
HT 5.01 (5.14) BPM 423 23.2 1.2 58.3 13.6
S 5.71 (6.17) BPM 4.7 1.18 0.06 3.2 0.75
L 5.01 (5.03) BPM 53.2 4.25 0.22 15.2 3.56

ECG
HT 94.2 (94.2) % 15.2 2.69 0.14 6.66 1.56
S 92.84 (93.16) % 0.9 0.78 0.04 1.8 0.42
L 94.13 (94.13) % 5.4 1.26 0.06 2.84 0.66

sEMG
HT 88.89 (88.87) % 88.8 61.0 3.11 291 68.1
S 86.97 (86.98) % 35.4 39.6 2.02 169 39.5
L 91.2 (90.99) % 317.8 238 12.1 960 225

KWS
HT 92 (92.31) % 323.4 13.4 0.68 30.7 7.17
S 87 (86.58) % 9.8 1.40 0.07 2.66 0.62
L 92.16 (92.64) % 56.5 3.74 0.19 10.6 2.48

curve), which runs for a fixed number of epochs, and from the early-stop mechanism

employed for PIT (EarlyStop curve).

Further, Figure 3.11 compares the search space dimension and average execution

time of PIT, Morphett, and ProxylessNAS. For reference, the execution time of a

standard training of the seed network is also reported. All time results refer to the

search phase only (without warm-up), and are obtained on a single NVIDIA Titan XP

GPU with a batch size of 128. For ProxylessNAS, I report the results of initial single-

hyper-parameter searches (Proxyless-Single) and the final combined search (Proxyless-

Multiple), both with and without early-stopping.

The algorithm explores a 1026×/1012× larger search space than Proxyless-Single/-

Multiple. Further, it is only 1.13× slower than Proxyless-Single with early-stopping,

and 3.55× faster than the variant without early-stopping, while it is 3.0×/14.22× faster

compared to Proxyless-Multiple with/without the early-stopping training. Compared

to MorphNet, PIT explores a 1011× larger search space at the cost of a small 1.07×
increase in runtime. FBNetV2-Coarse is the fastest tool, converging in a few search

epochs. Whereas offering a 2.5× speedup compared to PIT, the explored search space

is 1026 smaller. Instead, FBNetV2-Fine explores a 1011 smaller space while requiring

the same search time of the proposed approach. Lastly, PIT’s time-overhead of this

approach compared to regular training is only 34%.

3.2.5.4 Embedded Deployment

This section analyzes the results obtained by deploying two TCNs for each target

benchmark on the GAP8 IoT processor (running at 100MHz) and on the STM32H7

MCU (at 480MHz). For each task, I chose the best performing network in terms of
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MAE or accuracy (L) and the smallest network that achieves a MAE drop < 1 BPM, or

an accuracy drop < 5% compared to the best performing one (S). For comparison, I also

deploy the baseline hand-tuned architectures (HT). Table 3.3 reports the results in terms

of performance (MAE or accuracy, depending on the dataset), memory footprint, infer-

ence latency, and energy consumption, while Figure 3.12 shows the hyper-parameters

selected by the NAS.

PIT finds competitive solutions for both hardware targets and for all 4 tasks, despite

the large difference in complexity among them, testified by the more than two orders of

magnitude span in memory, latency, and energy consumption in the results of Table 3.3.

For PPG-based HR monitoring, the L/S models achieve a 0/0.70 BPM MAE increase

compared to the hand-tuned TEMPONet, respectively, while resulting in a 8.03/90.8×
lower memory footprint and a 5.45/19.6× lower latency and energy consumption on

GAP8. On the STM32 MCU, the latency and energy reduction of the two PIT outputs

is 3.83/18.2×. PIT’s L/S models for ECG processing, instead, achieve +0.07%/-1.36%

accuracy compared to the hand-tuned ECGNET, with a 2.83/16.8× lower memory foot-

print, 2.13/3.44× latency and energy reduction on GAP8, and 2.34/3.7× on the STM32.

For the sEMG gesture recognition task, the L/S models found by PIT obtain +2.31%/-

1.92% accuracy compared to TCCNet. The higher accuracy is paid with 3.57× larger

memory footprint and a 3.85× latency on GAP8 (3.33× on STM32H7). The small TCN,

instead, results in a 2.51× memory reduction and 1.54× and 1.72× lower latency and

energy on the two targets. Lastly, the L/S PIT outputs for KWS obtain +0.16%/-

5% accuracy compared to TCResNet-14, with a 5.72/33.1× lower memory footprint,

3.58/9.54× lower energy and latency on GAP8, and 2.9/11.54× lower energy and la-

tency on STM32H7.

To conclude the results, I show in Figure 3.12 the different TCNs deployed to show

the high variability of hyper-parameters settings found by PIT among the various bench-

marks.
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3.3 Channel-wise Mixed-precision Assignment for DNN

Inference on Constrained Edge Nodes

In this section, I will introduce a second Dmasking NAS, similarly in structure to the

previous one, but with totally different scope. In particular, I show a lightweight DNAS

method able to learn an independent precision assignment for each weight tensor channel

in convolutional (Conv) or fully-connected (FC) layers. In other words, an independent

precision is assigned to the weights of each filter in Conv layers3, and to the weights

associated with each output neuron in FC layers. Reducing the precision of the weights

allows me to reduce the memory occupation of the network and, accordingly, its number

of operations. In the following, I discuss the details of the method for Convolutional

layers only since the extension to FC is straightforward.

Note that the channel-based precision assignment explores a larger and finer-grain

solution space than the layer-wise assignment. For instance, considering a MobileNetV1

with a width multiplier of 0.25, the number of solutions grows from 1026 (considering

also different precisions for the activations) in a layer-wise approach to 1074 in ours.

However, this allows this NAS to exploit the different relative importance of extracted

features within a single layer to optimize the model further.

3.3.1 Precision Assignment Optimization Method

Fig. 3.13 summarizes the flow of this approach. For each optimized layer of the target

DNN, first the fake-quantization is applied to the activation tensor X at all supported

bit-widths px ∈ Px, e.g., Px = {2, 4, 8} bit. I then combine the fake-quantized tensors

through a vector of NAS parameters δ(n) ∈ R|Px|, where the n superscript refers to the

n-th layer, in a way similar to [80]. Specifically, I first compute δ̂(n) = SM(δ(n); τ) where

SM(x; τ) is the softmax with temperature:

SM(x; τ) =
exi/τ∑
i e

xi/τ
, ∀i (3.16)

so that the elements of δ̂(n) sum to 1. As detailed in Sec. 3.3.2, the temperature τ is

progressively annealed during training, driving the softmax to increasingly resemble a

non-differentiable argmax, which is the function used to select the final precision at the

end of the optimization.

3By filter, I consider a slice of weights that processes all channels of an input activation patch, and
produces a single output channel.
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Figure 3.13: Overview of the proposed approach.

Then, the effective activation tensor is obtained as the sum of all the activation

tensors at the different precisions:

X̂(n) =
∑

px∈PX

δ̂(n)px ·Xpx (3.17)

where Xpx is the px-bit fake-quantized version of the original float tensor X. Similarly

to [80], the rationale of (3.17) is that the larger δ̂
(n)
px , the more the final activation becomes

similar to the result of a px-bit quantization.

To explore the channel-wise assignments of bit-widths pw ∈ PW for weights, which

is the main novelty of this NAS, I further associate each layer with a 2D matrix γ(n) ∈
RC

(n)
out×|PW |, where C

(n)
out is the number of output channels/filters in the layer. The i-th

row of the matrix γ
(n)
i contains the NAS parameters that will determine the bit-width

assignment for the i-th channel. Accordingly, each row is applied an independent softmax

to obtain γ̂
(n)
i = SM(γ

(n)
i ; τ).

Next, the i-th effective weight tensor slice Ŵ
(n)
i , i.e., the i-th effective filter, is

obtained similarly to (3.17), as:

Ŵ
(n)
i =

∑
pw∈PW

γ̂
(n)
i,pw
·W (n)

i,pw
(3.18)

Lastly, the stack of these slices along the Cout dimension is used, together with X̂(n) to

produce the layer output:

Y (n) = Conv(X̂(n), stack
i

(Ŵ
(n)
i )) (3.19)
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The exposed method uses weight sharing to reduce the amount of memory occu-

pied:all fake-quantized weights and activations are obtained from a single float tensor

and not from different ones, being generated on the fly. A single copy of the weights

in the floating point format is therefore trained and stored, minimizing the memory

overhead of this method, which is almost identical to the one of [80]. A key difference

between this NAS and [80] is instead in the quantization scheme, i.e., the function map-

ping X → Xpx and W → Wpw . Namely, I replace the original Gaussian quantizer used

in [80] with the PaCT method described in [81], since it is fully compatible with most

of the hardware libraries for MCUs.

To optimize the precision assignment, I minimize the same loss function of the

previously presented PIT

L(W ; θ) = LT (W ; θ) + λLR(θ), (3.20)

The difference is in the formulation of the complexity regularizer LR. When the goal

is to minimize the model size, i.e., the number of parameters weighted by their preci-

sions, the NAS is guided to select smaller bit-widths for weights tensors channels where

possible, whereas activations bit-widths have no impact. The regularizer is, therefore,

in the form of:

LR(n) = C
(n)
in K(n)

x K(n)
y

C
(n)
out∑

i=1

∑
pw∈PW

γ̂
(n)
i,pw
· pw (3.21)

where C
(n)
in K

(n)
x and K

(n)
y are number of input channels and the horizontal and vertical

convolution kernel sizes. In practice, this regularizer computes the effective number of

weight bits in the layer, multiplying each softmax coefficient γ̂
(n)
i,pw

times the correspond-

ing bit-width pw.

The second considered regularizer is associated with the energy consumption of the

network, which depends both on weights and activation precision. The corresponding

regularizer is:

LR(n) = Ω(n) ·
∑

px∈PX

δ̂(n)px

C
(n)
out∑

i=1

∑
pw∈PW

γ̂
(n)
i,pw

C(px, pw) (3.22)

where Ω(n) is the total number of operations required to produce the n-th layer output,

which is independent of the precision assignment and can be computed from well-known

formulas for Conv or FC layers. The rest of (3.22) computes the expected average energy

per operation of the layer. Specifically, C(px, pw) is a Look-Up Table (LUT) returning

an estimate of the energy/OP of a px-bit ×pw-bit convolution. The LUT is populated

by profiling the target hardware and is necessary because, for most hardware platforms,
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Algorithm 2

1: for i← 1, . . . ,Epochswu do # warmup loop
2: Update W based on ∇WLT (Wpmax)
3: end for
4: while not converged do # search loop
5: if #samples < 20% current epoch then
6: Update θ based on ∇θ(LT (W ; θ) + λLR(θ))
7: else
8: Update W based on ∇W (LT (W ; θ))
9: end if

10: Anneal temperature τ
11: end while
12: for i← 1, . . . ,Epochsft do # fine-tuning loop
13: Freeze θ
14: Update W based on ∇WLT (W )
15: end for

the energy cost of arithmetic operations at sub-byte precision is not linearly propor-

tional to the bit-width. The regularizer weighs each combination of NAS parameters for

activations and weights with the cost of the corresponding mixed-precision operation.

The overall regularization loss is obtained as for PIT by summing either (3.21) or

(3.22) over all layers.

3.3.2 Training Procedure

Alg. 2 shows the training scheme of this NAS algorithm, which is almost identical to

the ones shown in PIT. I will therefore discuss here only the differences between them. In

the initial warmup phase, instead of training the floating point network, a quantization-

aware training at the maximum supported precision pmax is performed while keeping

NAS parameters frozen. In all the experiments, pmax is equal to 8bit. Warmup, as

already said, needs to be performed only once, reusing the result for multiple searches.

The second phase represents the core of the optimization. The main difference is

that the training dataset is randomly split into 20%-80%. First, θ are trained on the first

20% to minimize (3.20). Then, only the network weights are trained on the remaining

80%. At the end of each epoch, I anneal the softmax temperature τ to choose among

alternative bit-widths more “decisively”. In all experiments, τ is initially set to 5 and

progressively annealed by e−0.0045 as in [15].

The fine-tuning phase is identical to the PIT training algorithm.
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Figure 3.14: Layer re-organization to support channel-wise precision assignment.

3.3.3 Implementation Details

In this section, I show that besides having the potential to improve the theoretical

compression and efficiency of DNNs compared to standard mixed-precision, this method

is also fully compatible with existing hardware and software libraries for mixed-precision

inference, with minimal overheads.

The top-left part of Fig. 3.14 shows the DNAS output for a generic Conv layer, with

all filters assigned 2, 4, or 8-bit, independently from their ordering in memory (e.g., the

3rd and last filter are 8-bit, while the 4th filter is 2bit, etc.). To deploy such a layer, the

filters are reordered by bit-width (top-right of the figure). Note that by doing so, also

the output activations are influenced. Accordingly, to preserve the functionality of the

following layer, its weight tensor has to be re-organized along the Cin axis so that each

weight is still multiplied with the correct input activation.

After this re-organization, which is performed offline and does not have run-time

overheads, the layer can be split into |PW | separate convolutions working in parallel,

each with a fraction of the original output channels. These sub-layers have a single bit-

width for W . Hence they are fully compatible with existing mixed-precision hardware

and libraries [2, 30]. Moreover, since the activation bit-width is assigned layer-wise, all

outputs have the same precision. Therefore, they can be concatenated (i.e., stored in

adjacent memory locations) after executing the three ”parallel” virtual layers created

at different precisions. Allowing this simple concatenation is why I do not show the

channel-wise precision assignment for activations. In that case, the next layer’s filters

would have to process an interleaved mix of different precision inputs, which is not
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Figure 3.15: Pareto fronts obtained for the four MLPerf Tiny benchmarks, and com-
parison with EdMIPS and fixed-precision solutions.

currently supported by inference libraries, causing a high overhead in the embedded

execution and nullifying the gains obtained by the mixed-precision inference.

3.3.4 Experimental Results

3.3.4.1 Setup

I evaluate this DNAS on the four benchmarks of the MLPerf Tiny suite [29]. Below is

a summary of each task, while readers can find more details in [29]. Image Classification

(IC) targets the CIFAR-10 dataset using a custom ResNet-like CNN with a backbone of

8 convolutional layers. Keyword Spotting (KWS) targets the Google Speech Commands

(GSC) v2 dataset with a small Depthwise Separable CNN (DS-CNN) originally proposed

in [82]. Visual Wake Word (VWW) uses the MSCOCO 2014 dataset for a presence

detection task, solved with a MobileNetV1 [83] with a width-multiplier of 0.25. Lastly,

Anomaly Detection (AD) targets the Toy-car subset of the DCASE2020 dataset with a

Dense Autoencoder.

The proposed DNAS is implemented in Python 3.9 using PyTorch v1.10.2. The de-

ployment target, in this case, is MPIC [30], which, compared to the previous deployment

targets, has optimized hardware units for the execution of MAC operations with inputs

independently quantized to pw/x ∈ {2, 4, 8} bit. The LUT implementing the cost func-

tion of (3.22) is built using the energy/OP values profiled from the MPIC core running

at 250MHz.
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3.3.4.2 Search-Space Exploration

Fig. 3.15 shows the results of applying the mixed-precision assignment method to

the four MLPerf Tiny benchmarks. The vertical axes of all graphs report the task scores,

i.e., the accuracy for IC, KWS, and VWW and the Area Under the ROC Curve (AUC)

for AD. The horizontal axes of the first row of graphs report the energy consumption of

the models in µJ , whereas those in the second row report the model sizes in Mb.

Each plot compares the mixed-precision solutions found with this tool (blue dots)

with the results of EdMIPS [80] (orange dots), the reference DNAS, which optimizes

precision per-layer. To have a fair comparison, in which the presented method’s advan-

tages are solely due to the channel-wise precision assignment, I run it and EdMIPS with

identical training protocols, including the 20/80% alternate θ/W training and the τ an-

nealing. Moreover, I replace the original quantization algorithm of [80] with PaCT [81],

since the former would not be compatible with deployment on MPIC.

I also compare against all relevant fixed-precision quantization baselines, i.e., so-

lutions in which all tensors are quantized to the same precision. I only report wNx8

baselines in memory plots since the activations bit-width is not relevant for model size.

Lastly, the accuracy of a floating point version of each model is shown as a horizontal

dashed line. I do not report the float model energy and size in the figure since MPIC

does not have a Floating Point Unit (FPU).

Each Pareto-optimal point reported in the graphs for this method and for [80] refers

to a DNN with a different precision assignment. Multiple points are again obtained

changing the regularization strength λ in (3.20). I use the regularizer expressions of

(3.21) and (3.22) for memory and energy results respectively, both for this tool and

for [80]. Noteworthy, for all the benchmarks, neither the float models nor the full 8-bit

one outperforms the best mixed-precision assignment due to the well-known overfitting

reduction effect of low bitwidth quantization [84].

The left-most part of Fig. 3.15 shows the results obtained on the IC task. The fine-

grain mixed-precision approach outperforms all fixed-precision baselines and EdMIPS

in terms of energy and model size. Noteworthy, it saves up to 26.4% energy and 35%

memory compared to EdMIPS at iso-accuracy while also obtaining a higher maximum

accuracy, +0.5%/+1% depending on the regularizer used. Similar results are obtained

also for KWS (middle-left part of Fig. 3.15). Again, the proposed method Pareto-

dominates, all comparison baselines, finding solutions that save up to 27.2% energy and

15.6% memory for the same accuracy and improve the best score by +4.3% and +0.7%

respectively.
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Figure 3.16: Example of found architectures for the IC benchmark.

The middle-right part of Fig. 3.15 reports the results on VWW. On this benchmark,

this NAS Pareto dominates fixed-precision networks in terms of memory and energy.

Conversely, compared to EdMIPS, this method is particularly beneficial in reducing the

memory footprint of the network, with up to 63.4% saving at equal accuracy, and a

maximum accuracy improvement is +0.4%. This benefit is due to the reduced precision

of many channels in layers that still need a part of high-precision channels. Note that,

for this benchmark, the fixed-precision networks with 2bit activations are not shown

because their training does not converge.

Lastly, the right-most part of Fig. 3.15 shows the results on AD. As for all other

benchmarks, the proposed method obtains superior results regarding AUC versus model

size. The memory saving is at most 46.1% for the same AUC compared to EdMIPS. In

this case, however, [80] outperforms the proposed NAS in terms of AUC versus energy

in the high score regime (up to 21.8% saving), while it is superior for lower AUC values

(up to 11.6%). I attribute this result to this NAS’s more difficult optimization problem.

The AD Autoencoder is composed solely of FC layers with 128 channels (i.e., neurons),

except for the bottleneck. With so many channels, the difference between the search

space explored by the described method and by [80] explodes. Hence, the gradient-based

DNAS optimization likely ends up in a local minimum. Nonetheless, I think that this

issue could be solved by tuning the training hyper-parameters precisely for this task. In

contrast, I keep all settings identical across benchmarks in these experiments for fairness

and reproducibility.

3.3.4.3 Results Analysis

Fig. 3.16 shows an example of the precision assignments determined by this tool

and by [80], to deliver to the readers how the precision is assigned to the weights of

the different layers. The two architectures are ResNet-8 for the IC task, obtained with
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the energy regularizer of (3.22), and correspond to the two circled Pareto points of

Fig. 3.15, i.e., those for which the proposed method obtains the most significant energy

saving with no accuracy drop. Specifically, the channel-wise model saves 26.4% energy

with an accuracy improvement of +0.5%. Each rectangle represents a Conv (cn or rn,

where the latter are those in residual branches) or FC layer, with the activation bit-width

reported on the left and the fraction of weight channels associated with each precision

on the right.

This example shows some interesting insights into the effectiveness of the approach.

For instance, readers can notice that EdMIPS quantizes most of the activations with

8bit. In contrast, this proposed method exploits its additional flexibility to reduce the

activation precision, compensating it with an increase in the bit-width assigned to an

often small subset of the weights channels (e.g., only 3% in c4) to obtain the same final

accuracy. Eventually, only the first and last layer activations, which notoriously often

require higher precision [85] remain at 8bit. Although a single example is shown, similar

considerations apply to the results on the other 3 benchmarks.
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3.4 Multi-Complexity-Loss DNAS for Energy-Efficient and

Memory-Constrained Deep Neural Networks

As previously said and shown for the two illustrated Dmasking NAS, these tools

minimize the following function:

min
W,θ
L(W ; θ) + λR(θ). (3.23)

However, there are two main limitations. First, R models a single cost metric, i.e.,

either the model size, the number of OPs, or a differentiable approximation of the

latency or energy consumption, as a function of the DNN hyper-parameters [16, 18].

Second, the cost is considered an objective to minimize rather than a constraint. While

this is appropriate for some metrics (e.g., OPs, latency, or energy), it is sub-optimal

when considering memory occupation. Most designers are interested in finding the

“best” model (e.g., the most accurate or the best balance between accuracy and energy

consumption) that fits a memory constraint, given by the target hardware. Doing so

with (3.23) requires repeating the DNAS multiple times, sweeping λ, until a model with

an appropriate memory footprint is found.

In this section, I will propose a new DNAS formulation that addresses both problems,

considering both memory occupation and other cost metrics (OPs, in the experiments)

simultaneously, taking the former as a constraint and the latter as an objective. This

enables the search for Pareto-Optimal architectures in the Accuracy vs. OPs plane,

around a fixed memory budget.

Most state-of-the-art DNAS tools [15, 16, 18] sum the task-specific loss L and the

complexity term R, scaled by a strength constant, using the scheme of (3.23). For

instance, the two proposed NASes regularize either against the number of parameters

or against the number of OPs. However, more recently, UDC [86] proposed a different

approach, where the regularization term is not minimized. In contrast, the term |R(θ)−
r∗| is minimized.

Building upon both these ideas, I propose to enhance the formulations of previous

sections with a two complexity loss terms, which drive the DNAS towards a desired

search space region, while still allowing the exploration of accuracy versus complexity

trade-offs. The proposed optimization problem formulation takes the form:

min
W,θ
L(W ; θ) + λ|S(θ)− s∗|+ µO(θ) (3.24)
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In the equation, S models the size (i.e., memory footprint) of the DNN as a function of

the architecture parameters θ.

Since, as explained above, memory occupation is usually a constraint that DNNs

should respect for edge deployment, rather than a metric to optimize, I follow the ap-

proach of [86], minimizing the absolute value difference from a target size s∗ which

depends on the hardware.

I associate this cost term with a relatively large and fixed regularization strength λ,

with λ >> µ, thus forcing the NAS to find a set of θ∗ parameters that yield S(θ∗) ≈ s∗.

This allows immediately respecting the memory constraint in each search without a long

sweep of λ values. The way λ is calculated for a given seed is detailed in Sec. 3.4.1.

Furthermore, I add a further loss term O to model additional complexity-related

metrics, which is the term already present in my previous formulation. Differently from

S, O is treated as an objective, not a constraint, and its importance is weighted by µ.

µ is the main parameter to tune to generate different final architectures starting from

a single seed (as in Sec. 3.2 and Sec. 3.3). To summarize, the formulation of (3.24)

will produce DNNs with a size around s∗. With a small µ, the DNAS will focus on

minimizing L, producing networks that maximize accuracy (for that size constraint). In

contrast, large µs will cause to sacrifice the accuracy in exchange for fewer OPs.

Note that the OPs of a convolutional layer are equal to the parameters multiplied by

the output feature map size. Since the feature sizes tend to reduce going forward in the

network, OPs reduction under a fixed size budget usually is obtained by masking more

channels in the initial layers of the DNN, and fewer channels in the final ones. I will

show that this formulation produces precisely this behavior in the following Sec. 3.3.4.

3.4.1 Weighting Losses

For a given target size s∗, the size strength λ is determined with the formula λ =

L(θseed)/|S(θseed)−s∗|, where S(θseed) and L(θseed) are the model size and task loss of the

full seed network after warmup. The rationale is to have similar values for the first two

addends of (3.24) at the beginning of a search so that the DNAS does not just shrink

the network in the first iteration, ignoring the impact on accuracy completely. I verified

that this heuristic works well, but I also noticed that varying λ in a reasonable range

(± one order of magnitude) does not alter the search results significantly since the term

S(θ)− s∗ is quickly brought close to zero in the search phase. Importantly, this means

that λ can be computed in closed form and does not have to be swept.
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Figure 3.17: Accuracy versus OPs results for different size targets.

3.4.2 Experimental Results

In this section, I show the application of this loss to the PIT algorithm applied only

to channels and extended to 2D kernels since I want only to show the benefit of using

this newly formulated loss. Noteworthy, it can be applied to all the differentiable NASes,

bringing advantages to designers in terms of reduction of searching time and training

iterations to find an architecture that fits target hardware.

3.4.2.1 Setup

As benchmarks, I evaluated the proposed loss applied to PIT on three datasets from

the previously described MLPerf Tiny Benchmark Suite [77]. As seed networks, I used

the same reference architectures shown before. The three considered tasks are Image

Classification (IC), Visual Wake Word (VWW), and Keyword Spotting (KWS). I do

not consider the last task since the reference DNN is an Autoencoder composed only

of Dense layers, for which the model size and number of OPs are directly proportional,

leading to no benefits from this new loss formulation.

3.4.2.2 Search-Space Exploration

Fig. 3.17 shows the results obtained by applying the proposed DNAS to the three

benchmarks. Each plot reports the found architectures (represented with colored dots)

and the seed (denoted with a black star) in the Accuracy versus OPs space. Different

colors correspond to different size targets s∗. To validate the approach, I initially set s∗

to be respectively 75%, 50%, and 25% of the original size of each seed network. In a

real scenario, s∗ would depend on the hardware, so this setup simulates targeting three

different MCUs with progressively less available memory. Different points are obtained

within the curve relative to each s∗ target, changing the OPs regularization strength µ.

The leftmost graph shows the results obtained on the IC task. Considering all three

memory targets, the DNAS can find networks that span almost one order of magnitude in
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OPs 1.96M-9.86M), and ± 6.3% in accuracy. Moreover, under the 75% size constraint, I

obtain a network that achieves a negligible accuracy drop compared to the seed (-0.23%),

while reducing the number of OPs by 1.3x (12.7M vs. 9.86M).

The center graph reports the Pareto fronts obtained for the VWW task. In this case,

I found that the results obtained with the 75% and 50% size constraints are completely

outperformed by those obtained with lower memory, which achieves higher accuracy

with fewer OPs (only the 50% curve is shown in the graph for clarity). This means

that the reference network used for this task is strongly over-parameterized. Therefore,

forcing to optimize OPs with a too high s∗, leads to un-balanced architectures which

attain the same accuracy as smaller ones (see orange vs. red curves in the mid graph

of Fig. 3.17). Thus, I decided to add two additional memory targets (i.e., 12.5% and

6.25% of the seed) to show more insightful trade-offs. The NAS results span almost one

order of magnitude in terms of OPs (0.81M-6.14M). Furthermore, many of the found

architectures Pareto-dominate the seed, even at 12.5% size (+0.39% accuracy with 2.5×
OPs reduction and +0.82% accuracy with 2.2× OPs reduction).

Lastly, the right-most plot in Fig. 3.17 shows the results on the KWS task. In

this case, Pareto-fronts are not as rich as for the other two benchmarks due to the

peculiarities of the seed network. DS-CNN includes strided convolutions and pooling

only in the first and last convolutional layers. Consequently, all intermediate feature

map sizes are identical, with OPs and model sizes strongly correlated. Nonetheless,

multiple networks for each size constraint are found but with a less favorable trade-off.

At most, for the 50% size target, a OPs difference of 1.2× is traded for a small accuracy

degradation of 1.45%.

3.4.2.3 Architecture Details

As an example of the architectures found by PIT with this new loss, Fig. 3.18

reports four of the networks generated for the IC benchmark under the 75% and 25%

size constraints. The models labeled with “-H” (high-OPs) are obtained with µ = 0, i.e.,

performing the search with the only constraint of respecting the target size without OPs

reduction. Instead, the networks labeled with “-L” (low-OPs) are obtained with µ ̸= 0,

and in particular, they correspond to the points with the fewest OPs in the 75% and

25% Pareto fronts of the graph in Fig. 3.17. Each rectangle represents a convolutional

layer, and numbers inside them correspond to C
(n)
out,final/C

(n)
out,seed.

These examples demonstrate that this formulation generates meaningful results.

First, as expected, a lower target size results in more masked channels, regardless of the

OPs regularization strength. Moreover, the “-L” networks have fewer channels in their
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Figure 3.18: Examples of found architectures for the IC benchmark.

initial layers, which contribute more to the total OPs, due to the larger resolution of

their input/output feature maps. The considered ResNet8 has two convolutional layers

with stride s = 2 (c3 and c5), indicated by yellow dashed lines in Fig. 3.18, which

reduce the feature map sizes of downstream layers by a factor 4. As evident from the

figure, this new loss allows reducing much more aggressively the layers before c3 when

µ increases.



Chapter 4

Deployment of Deep Neural

Networks on MCUs

4.1 Related Works

After the step of neural architecture search, shown in the previous section, the NN

has to be deployed on some hardware platform. In order to optimally deploy them,

there are two main challenges that should be faced. First, an appropriate optimized

hardware/software library is demanded. Second, the memory hierarchy and the orches-

tration of the tensors should be tackled to ensure that data needed from the kernels are

always in the fastest memory available in the system. In the next three sections, I would

describe my holistic tool for DNN and Transformers deployment (DORY) in Sec. 4.2,

and two optimized software backend for 1D-CNNs (Sec. 4.3) and Transformers (Sec.

4.4).

68
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4.1.1 Optimized software & ISA for DNN computation

The scope of this ”deployment challenge” is to achieve maximal utilization of the

computing units, while minimizing the performance and energy penalties associated with

data transfers across the memory hierarchy.

A first alternative is to employ hardware-oriented optimization. Application-specific

hardware architectures are very useful in accelerating particular layers and, in some

cases, entire networks [20–22] – but their lack of flexibility can be a liability in a field

such as DL, where every year researchers introduce tens of new topologies and different

ways to combine the DNN basic blocks. To provide higher flexibility, in many cases, DNN

primitives are implemented in highly optimized software instead of full-hardware blocks.

Therefore, several software libraries of DNN kernels have been proposed [2, 25, 33, 94] to

maximize the efficiency of DNN execution with DSP-oriented single-instruction multiple-

data (SIMD) ISA capabilities [56]. The different software libraries are based on different

optimization criteria. For instance, they could optimize data reuse in the spatial dimen-

sions, to be faster on convolutions with larger filters and lower channel connectivity;

conversely, they can also optimize channel reuse, often requiring the construction of a

flattened data structure (’im2col’ buffer) to exploit spatial data reuse partially [33], but

increasing the possibility to exploit ISA operations (e.g., ARM Helium) to support and

accelerate the pervasive convolutional layers with low-bitwidth linear algebra instruc-

tions.

4.1.2 Memory hierarchy management

The other critical challenge in DNN deployment is memory hierarchy management:

modern DNNs generate high amounts of weight and activation traffic between dif-

ferent levels of the memory hierarchy, which may constitute a significant bottleneck.

In Table 4.1, I report different methods for data flow scheduling and generation that

cover three broad classes of devices, namely high-performance computing systems [87],

DNN accelerators [88–91], and embedded systems [92, 95]. For what concerns high-

performance computing systems, [87] propose new transformer primitives to exploit

data reuse and limit data movement by fusing pointwise operators. In this way, all

intermediate activations have not to be produced, strongly reducing the memory usage.

[88–91] discuss DNN optimization on AI-specialized accelerators based on systolic ar-

rays of processing elements (PEs), with a focus on loop tiling and/or reordering to i)

efficiently move the data to fastest memory regions and ii) correctly schedule layers in

space and time to maximize PE utilization. The output of these tools can be either an
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accelerator model to run a given DNN [89, 90] or the spatial scheduling to maximize PE

array utilization on a target accelerator [88, 91].

MCU data flow scheduling tools show similarities to frameworks such as DMazeRun-

ner, as both target the optimization of a dataflow schedule given an externally known

architecture. However, the MCU scenario also imposes some additional unique chal-

lenges, such as the fact that DNN execution has to be adapted to a general-purpose

architecture and the small amount of memory that MCU platforms include. Further,

the kernel instructions are heavily influenced by the limited size of the register file, which

causes additional load-store operations and thus demand for an optimal loop sizing to

avoid register spilling overhead. Major frameworks for DNNs have so far focused either

on cloud-scale or specific DNN acceleration, and only recently started to put attention

on inference at the edge. Tensorflow Lite (TFLite) from Tensorflow creators is an open-

source framework for the deployment of DNN models on top of mobile-class devices and

represent a first step forward in this direction. A Tensorflow DNN model is converted

into a compressed flat buffer and interpreted on-device. Similarly, Larq Compute En-

gine (LCE) [92] is a framework targeting the deployment of heavily quantized neural

networks on edge mobile devices. LCE leverages optimization techniques such as tiling,

vectorization, and multi-threading parallelization to speed-up the execution of inference

tasks. Both TFLite and LCE are not suitable for IoT MCU-class devices for two rea-

sons: they require the target device to be capable of booting a full-fledged operating

system, and they are not tuned to target low-cost low-power MCUs with less than 1MB

of on-chip SRAM and just a few MB of off-chip memory.

4.1.3 DNN-oriented microcontrollers and related tools

Recently, the first generation of low-power neural-network oriented MCUs has been

introduced (Sec. 2.3.1 and Sec. 2.3.2). These platforms show an increased complexity

in terms of memory hierarchy compared to conventional flat-memory MCUs, with an

L1 memory optimized for speed and an L2 optimized for capacity. Programming these

DNN-oriented MCUs is typically more complicated with respect to conventional MCUs.

Maximizing the exploitation of computational resources is challenging, and scratchpads

require manually managed data orchestration and tiling.

To the best of my knowledge, the two most powerful DNN deployment tools available

in the state-of-the-art have been proposed by the industry as proprietary, vendor-locked

solutions for their own MCUs. X-CUBE-AI [71] from STMicroelectronics is an automatic

NN library generator optimized on computation and memory. It converts a pre-trained

DNN model from DNN tools such as Tensorflow into a precompiled library for the
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ARM Cortex-M cores embedded in STM32 series MCUs. However all STM32 MCUs

supported by X-CUBE-AI have a cache. Therefore, it can be argued that they do

not directly tackle the memory management problem, relying on extended L1 cache

(up to 16 kB) to maximize the performance. On the other hand, GWT designed a

tool called AutoTiler, to target the GAP-8 RISC-V based multi-core ultra-low-power

microcontroller. The AutoTiler has a wider scope than other strictly AI-focused tools,

also targeting the deployment of traditional vision and signal processing algorithms. One

of its primary functions is to take a pre-trained DNN and generate code for memory

tiling and efficient transfers of weight and activation data between all memory levels

(on- and off-chip). The GWT AutoTiler directly tackles the data-movement and tile

sizing challenge to optimize memory access, reaching state-of-the-art performance on

the execution of many networks. The tool is proprietary, but its backend basic kernels

are available as open-source as part of the GAP-8 SDK1.

The framework that I will introduce in the next Section, DORY, is the first open-

source framework to directly tackle the MCU memory hierarchy management challenge,

with a comprehensive exploration of data tiling, optimized loop ordering for different

layers (i.e., pointwise and depthwise), and a solution for the data fragmentation problem

that is critical to deploy residual layers at the edge. DORY consistently outperforms all

the illustrated frameworks on all the proposed benchmarks.

1https://github.com/GreenWaves-Technologies/gap sdk
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Table 4.2: Symbols used throughout this work.

Input x dims (height/width/chan) hx / wx / Cx

Output y dims (height/width/chan) hy / wy / Cy

Weight w dims (out c/height/width/in c) Cy / Kh / Kw / Cx

Buffer for tensor q at i-th level of mem. hier. Liq
Tiled dimension dq of a tensor q dtq

4.2 DORY: Automatic End-to-End Deployment of Real-

World DNNs on Low-Cost IoT MCUs

In this section, I will describe DORY, my tool for the deployment of neural networks

on MCUs. The explanation of DORY will be made on top of a node with three memory

levels, e.g., the GAP8 platform introduced, and taking into account the presence of an

optimized neural network kernel library. In the following section, we will use the general

PULP-NN library [96] to explain the general concepts. However, note that DORY is

equally able to manage the two specialized libraries PULP-NN-1D and TinyFormers,

exposed in the two sections after. Table 4.2 also introduce the notation used throughout

this chapter. DORY supports L3-L2 and L2-L1 tiling of both weights and activations.

Storage of weights in L3 (> 512 kB) is essential for the deployment of most non-trivial

networks such as [47, 83]. On the other hand, activations’ tiling is typically necessary

only for networks working on high-resolution images with big spatial dimensions, which

are rare in the edge computing domain. In the following, I will dig inside the three main

offline steps before network deployment.

ONNX decoder : it receives as input a QNN graph using the Open Neural Network

Exchange (ONNX format) and parses it to create a DORY-compatible graph.

Layer analyzer : it optimizes and generates code to run the tiling loop, orchestrate

layer-wise data movement and call a set of backend APIs to execute each layer of the

network individually.

Network parser : it merges information from the whole network to infer memory

buffer sizes in each hierarchical level and orchestrate the end-to-end network execution.

It uses this information to generate an ANSI C file that embodies the whole DNN

execution and can be compiled for the target platform.

4.2.1 ONNX Decoder

In the first operation, DORY decodes the input ONNX graph representing an already

quantized DNN and reorganizes it into a set of layers. In DORY, a layer corresponds

to a canonical sequence of operations performed by distinct ONNX graph nodes. Each
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Figure 4.1: DORY L3-L2-L1 layer routine example. On the left, the I/O DMA copies
weights tile in case only Cy is L3-tiled. Two different buffers are used for L2w. Then,
the Cluster DMA manages L2-L1 communication using double-buffering while the cores
compute a kernel on the current tile stored in one of the L1 buffers.

1 LTO: for (o = 0; o < Ct
y; o++)

2 LTH: for (h = 0; h < ht
y; h ++)

3 LTW: for (w = 0; w < wt
y; w ++)

4 LTI: for (i = 0; i < Ct
x; i ++)

5 dma wait(L1x,load); swap(L1x,load, L1x,exec)
6 dma async(L1x,load <- L2x[i, w, h])

7 dma wait(L1w,load); swap(L1w,load, L1w,exec)

8 dma async(L1w,load <- L2w[i, o])

9 if (o + h + w + i > 0)

10 DNN kernel (L1x,exec, L1w,exec, L1y,exec)
11 # from 3° iteration: fully operating pipeline

12 if (o + h + w + i > 1)

13 dma wait(L1y,load)
14 dma async(L1y,load -> L2y[ o, w, h])

15 swap(L1y,load , L1y,exec)

Listing 4.1: DORY L2-L1 loop nest implementing the double buffering scheme as
represented in right part of Figure 4.1. At each most internal loop iteration, two
asynchronous Cluster DMA calls are made to copy the weights and input activation of
the next tile into L1 memory, the basic kernel is executed on the current tile, and one
other cluster DMA transfer is executed to copy the output back on the L2 memory.

layer includes i) a Linear/add/pooling operation, ii) an optional Batch-Normalization

operation, iii) a Quantization/Activation operation. Each DORY layer uses quantized

to 8bits inputs, outputs, and weights, while the representation of any temporary data is

made on 32-bit data arrays.

4.2.2 Layer Analyzer

After recognizing every single layer, in the first optimization phase, DORY layers

are considered separately from each other. Furthermore, partial information from the
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previous layer is employed. The layer analyzer includes three submodules: a platform-

agnostic tiling solver ; a set of heuristics & constraints optimizing execution over a target-

specific backend and limiting the tiling search space; and a SW-cache generator.

4.2.2.1 DORY Tiling Solver

In the following discussion, I denote a buffer residing in Li memory as Lit, where t

is the name of the tensor. The Solver relies on a 2-step engine, which solves the L3-L2

tiling constrained problem first, and the L2-L1 one after. These two steps are generic

for architecture with three memory levels, as the GAP8 SoC described in Sec. 2.3.2.

On the other hand, user can also enable only one step, supporting different architecture

topologies. With L3-L2 tiling, I enable storing activations and weights in the L3 off-chip

memory instead of the on-chip L2, if available. Compared to tools that do not support

L3 tiling for activations, such as Tensorflow Lite Micro, this feature enables the support

of significantly larger layers.

In this first step, the Solver verifies whether the layer memory occupation fits the

L2 memory input constraint or needs to be stored in L3:

L2w,next + L2w,curr + L2x + L2y
?
< L2 . (4.1)

If it does not fit in L2 and the L3 memory is available, DORY searches for a proper

tiling solution using a five-stage cascaded procedure. At each stage, I try to tile a

different selection of buffers to fit the constraint of Eq. 4.1. If possible, the tiler tries to

avoid L3-L2 tiling of output activations since it requires a double number of transfers

compared to other tensors, i.e., L3 to L2, and vice-versa. Instead, the tiler tries to keep

output activations in L2 as much as possible. Each successive stage is more restrictive;

therefore, the L3-L2 Tiling Solver is stopped as soon as the constraint is respected to

avoid any additional performance loss.

stage 0. L3-tile x, w, y = OFF, OFF, OFF. If Eq. 4.1 is directly satisfied, no L3 is

required.

stage 1. L3-tile x = ON. This solution is selected when the previous layer’s output was

tiled in L3, so input tiling cannot be avoided. Tiling is performed along the hx

dimension of the input to avoid 2D transfers at the L3-L2 interface. The tiler

splits the layer into a series of identical ones that work on a different stripe of

the input image.

stage 2. L3-tile w = ON. Weight tiling is enabled on the Cy dimension, dividing the

layer into a set of smaller layers that work on different channels of the output



Deployment of Deep Neural Networks on MCUs 76

image with C ′
y < Cy. This solution can only be selected when the previous

layer’s output is already in L2.

stage 3. L3-tile w , y = OFF, ON. Weight tiling is disabled while output tiling is en-

abled: the approach is similar to input tiling but requires doubling the DMA

transfers for the tiled tensor across the full network execution.

stage 4. L3-tile w, y = ON, ON. The L3 tiling is enabled on both buffers, y, weights.

This solution is selected when no other solution can fit L2.

After the L3 tiling step, I have either a series of identical smaller nodes that fit L2 or the

initial node that fits L2. Then, the DORY solver processes the layer to find a suitable

L2-L1 tiling scheme, which requires more effort due to the typically small sizes of L1

memories. Compared to high-end computation engines, with much larger memories,

a suboptimal sizing of the tensors for the L1 small MCUs memory can be even more

detrimental in terms of performance, as exposed in Section 4.2.6.1. DORY abstracts

this as a Constraint Programming (CP) problem, exploiting the CP solver from the

open-source Google AI OR-Tools 2 to meet hardware and geometrical constraint (e.g.,

Ct
y for output and weights must be the same) while maximizing an objective function.

The base objective function of the Solver is to maximize L1 memory utilization:

max(L1x + L1y + L1w) , (4.2)

manipulating the tile dimensions (e.g., Ct
x and Ct

y). The hardware constraint is related

to the max L1 buffer dimensions:

L1x + L1y + L1w + L1backend <
L1

2
.

with L1backend, the overhead of the backend kernel, such as the im2col memory occu-

pation of PULP-NN backend [25] or any other support buffer (e.g., the intermediate

full-precision accumulators for CHW-based convolutions or the intermediate activations

from the sub-nodes of attention layers). Topological and geometrical constraints are due

to the relationships between each tensor’s characteristic dimensions and other parame-

ters of a layer; for instance, I show the relationship between the input and the output

dimensions of an image,

hty =
(
htx − (Kh − 1) + 2 · p

)
.

2https://developers.google.com/optimization/
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4.2.2.2 GAP8-specific Heuristics & Constraints

In this paragraph, I will show how to augment the objective function of Eq. 4.2

with a series of heuristics targeting a specific backend to maximize performance. The

heuristics are combined with the objective function of Eq. 4.2 using a set of tweakable

parameters:

max
(
α(L1x + L1y + L1w) +

∑
i

βiHi

)
. (4.3)

Here, I list four heuristics related to a specific combination, i.e., PULP-NN as the back-

end and GAP8 as the target platform. Note that a different kernel library or a different

backend can dramatically change all the heuristics.

- HIDE IM2COL: the PULP-NN library exploits the im2col transformation to re-order

data in L1. This buffer is reused for each output pixel; therefore, maximizing the

number of output channels optimizes the reuse of input pixels, reducing the overhead

to create the im2col:

Hi2c = Ct
y

- PAR BALANCE3: PULP-NN primarily divides workload among cores following the h

dimension (i.e., a chunk of rows per core). Therefore, I make it a multiple of cores

number (8), to maximizes balance:

Hpar = (hty − 1)mod 8

- MATMUL W and MATMUL CH: the innermost loop of PULP-NN is a 4x2 matrix multipli-

cation on 4 output channels and 2 pixels in w direction. Maximizing adherence of a

tile to this scheme optimizes performance:

Hmm w = (wt
y − 1)mod 2 ; Hmm ch = (Ct

y − 1)mod 4

I will discuss the utilization of these heuristics in Section 4.2.6.1. Additionally, Sec-

tion 4.2.6.1 describes the impact of applying these heuristics both to the main tiling

problem and to the sizing of the layer borders tile.

Finally, I impose one last but vital constraint to enforce an entire computation along

the input channel direction:

Ct
x = Cx

I choose not to tile the Cx dimension to avoid the memory overhead of long-term storage

(and, therefore, transfer to L2 and L3) of 32-bit partially accumulated values produced

3The PAR BALANCE constraint is changed to Hpar = (ht
y × wt

y − 1)mod 16 for “pathological” output
activations with hy < 8.
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by the backend. For the same reason, I do not tile the spatial dimension of filters, i.e.,

Kh and Kw.

4.2.2.3 DORY SW-cache Generator

The SW-cache Generator automatically generates C code orchestrating the execution

of a whole layer given the tiling solution found by the Tiling Solver. It instantiates

asynchronous data transfers and calls to the backend kernels without any manual effort.

DORY uses a triple-buffering approach for the communication between L3-L2 and L2-L1

memories and a double-buffering approach when only two levels of memory are available.

For triple-buffering, double-buffering is applied simultaneously between L3-L2 and L2-

L1 (Figure 4.1), and all data transfers are pipelined and asynchronous. I can almost

completely hide the memory transfer overhead with these approaches, as discussed in

Section 4.2.5. While the code generator is not platform-agnostic (it uses SIMD specific

of GAP8 in this example and should be customized for each hardware platform), the

approach I follow can be easily generalized to any computing node with a three-level

memory hierarchy.

Listing 4.1 provides DORY’s scheduling scheme of L2-L1 layer execution through

LTO, LTW, LTH, and LTI loops on output channels, height, width, and input channels

tiles, respectively. Loop iteration limits are statically resolved by the DORY tiling

Solver. Moreover, DORY autonomously controls the complete execution of the layer by

managing padding, stride, and overlap for every single tile (e.g., padding > 0 for border

tiles whereas padding = 0 for internal ones, when the input padding parameter is > 0).

Note that using statically resolved parameters maximizes immediate usage, minimizing

loads/stores from the stack.

The layer-wise loop nest detailed in Listing 4.1 and Fig. 4.1 is executed in three

concurrent pipeline stages: i) a new computation starts and fill the output buffer that

was not used in the previous cycle; ii) the results of the last cycle are stored back in L2;

iii) a new set of inputs is loaded in L1. At each pipeline cycle, I swap the load and the

execution buffer (swap operation of Listing 4.1) to enable double buffering.

4.2.3 DORY Hybrid Model

In the HWC data layout, used by CMSIS-NN [33] and PULP-NN [25], pixels referring

to channels are contiguous, while spatially adjacent ones are stored with stride > 1. This

layout enables constructing very optimized convolutional layers out of a single optimized

matrix-multiplication kernel by exploiting the reuse of activations over input channels
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Figure 4.2: Modified execution model for depthwise convolutions: the Im2Col buffer
is built using a single channel out of CHW-layout activations; outputs are quantized
and stored back using the PULP-NN model.

[25, 33]. In contrast, the CHW layout requires separately handcrafted and optimized

kernels for each kernel size/stride configuration. The principal limitation of this approach

is the efficient execution of depth-wise convolutions. These do not accumulate over

multiple channels; instead, they project each input channel into a single output channel

disjointly from other channels, not showing any possibility to exploit channel data reuse.

On the one hand, depth-wise convolutions are the core of many significant ”effi-

cient” networks. They are used to reduce the number of operations and the memory

occupation while maintaining a high accuracy [47]; on the other hand, they are typi-

cally only responsible for 10% or less of the overall operations [47, 83], meaning that

directly optimizing for them may be suboptimal. Therefore, I keep the HWC layout for

general convolutional layers (and point-wise 1x1 layers). Still, I try to apply a hybrid

CHW/HWC layout in depth-wise layers to optimize their performance.

Following this idea, I define new optimizations for existing layers and a new depth-

wise convolution that consumes and produces activations in HWC layout from L2/L3

memory but reorders them in CHW layout on L1 to maximize the data reuse and,

therefore, computational efficiency.

Specifically, multiple strided Cluster DMA transfers are used to marshal data from

L2, converting it directly from the HWC to CHW layout, reducing data-reordering over-

head. In the new depthwise layer, an Im2Col buffer is constructed simply as a contiguous
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1 udma async(L2w,load <- L3w[I0])
2 udma wait(L2w,load);

3 LTL: for (i = 0; i < nlayers; i ++)

4 # number of CNN layers

5 udma wait(L2w,load); swap(L2w,load, L2w,exec)

6 if (layer{i+1} fit L2 && is Conv)

7 udma async(L2w,load <- L3w[Ii])
8 Layer{i} (L2x,[L2x2], [L3w[Ii]], [L2w,exec], L2y)
9 # [] optional arguments

10 swap(L2y, L2x)
11 if (layer{i} has residual) # bypass management

12 store (L2y->L2x2)
13 if (layer{i} is Sum)

14 delete (L2x2)
15 Stack dealloc(L2y) # stack control

16 Stack alloc(L2x[Ii+1])

Listing 4.2: DORY network execution loop.

vertical stripe of width Kw; the innermost loop proceeds along the vertical line by com-

puting a single output pixel per iteration. The output pixels are then quantized and

stored in an output buffer using the HWC layout, which can be directly transferred to

L2. Figure 4.2 shows the execution model adopted for depthwise convolutions. With

this strategy, input data reuse – the only kind available in depth-wise convolutions –

can be exploited along the vertical dimension, thanks to the fact that spatially adjacent

pixels are contiguous in memory. For parallel execution, multiple cores operate simul-

taneously on different channels. Due to channel independence, this choice minimizes

memory contention and optimizes parallelization performance: the same kernel can be

used to compute depth-wise layers of various filter shapes and strides.

4.2.4 Network Parser

After the Layer Analyzer has completed layer-wise tiling, DORY uses the information

extracted from all the layers to build a network graph, considering every single layer as

a sub-function to be called from it. Listing 4.2 showcases the execution loop of the

DNN execution as created by the DORY framework. At each step, three main tasks are

concatenated: i) I transfer from L3 the weights of the layer. ii) a new layer is executed

after that all data are in the correct memory level (either L3 or L2); iii) input and

output buffer offsets are updated after the layer execution.

Similarly to single layers, DORY generates the network-wise code automatically

without programmer intervention.
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4.2.4.1 Buffer allocation stack & Residual connections

To allocate layer-wise input and output buffers in the L2 memory, I extend the two-

stack strategy proposed by Palossi et al. [97], employing an approach based on a single

bidirectional stack designed to avoid memory fragmentation and enable the execution

of a sequence of differently sized layers. Buffers are allocated/deallocated from the

buffer allocation stack. Unlike a classical stack, the buffers can be distributed on both

sides. By construction, the bidirectional stack is always smaller than two concurrent

stacks growing in the same direction. For example, in a simple case without residual

connections, the dimension of this new bidirectional stack is

Dstack = maxi(L2x,i + L2w,i + L2w,i+1 + L2x,i+1) ,

which is always less or equal than the size of two concurrent stacks Dstack,1, Dstack,2 due

to the triangle inequality.

Before executing the i-th layer, the allocator manages the weight buffer L2w,i and

output buffer L2y,i; notice that L2x,i is already allocated as the L2y,j of a previously

executed j-th layer (or the input of the network). A special case is associated to residual

connections: I associate each L2y,i buffer to different lifetime counters. To allocate a

buffer in the stack for the i-th layer:

1. one of the two corners of the stack is selected depending on a begin end flag that is

switched at each new weight allocation;

2. the allocator deallocates the last L2w,i−2 buffer on the corner;

3. the allocator checks if L2y,i−2 has its lifetime counter set to 0; if so, it is deallocated;

note that by constructions, these will always be the most internal buffers of the stack

and therefore can be safely deallocated.

4. L2y,i, L2w,i are allocated in order in the selected corner (with L2w,i nearest to the

pointer);

5. the lifetime counter of L2y,i is set to the lifetime of the activation buffer, i.e., the

number of layers to be executed before its deallocation.

6. all lifetime counters are decreased by 1.

This newly designed buffer allocation stack is naturally suited to execute a network

with different branches (i.e., residual connections), solving the memory fragmentation

problem produced by allocating and deallocating successive layers.
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Figure 4.3: Execution time analysis for point-wise and depth-wise layers.
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Figure 4.4: In Part. A, the power traces of a point-wise Convolution following a depth-
wise one. The I/O DMA causes the COREs to go in IDLE, waiting for the memory
transfer to end. In Part. B, an L3-tiled layer is executed and perfectly buffered to hide
the memory hierarchy to the computing engine. fr = 100 MHz and VDD = 1V have
been used on the GAP8 MCU.

4.2.5 Results

In this Section, I evaluate DORY in terms of energy efficiency and latency on both

single layers and complete networks, using GWT GAP-8 as a target platform. I also

compare the shown results with those obtained on an STM32-H743 MCU using STM

X-CUBE-AI and on the same GAP-8 platform using the proprietary AutoTiler tool.

The results on single layers refer to a whole 8-bit QNN layer, with Linear, Batch-

Normalization, and Quantization/Activation sub-layers. I set α to 0.5, βHIDE IM2COL to

102, and other βi to 106 in the objective function.
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Table 4.3: Average performance and efficiency on 8-bits
MobileNet-V1 layers obtained with DORY and other SoA
MCU-deployment frameworks.

Performance (speed-up) Efficiency

MAC/cycle GMAC/s GMAC/s/W

TFLite

Micro
a DwConv 0.064 (0.2×) 0.03 (0.2×) 0.13 (0.2×)

PwConv 0.056 (0.1×) 0.027 (0.1×) 0.11 (0.1×)

STMa

CUBE-AI

DwConv 0.39 (1×) 0.19 (1×) 0.8 (1×)
PwConv 0.71 (1×) 0.34 (1×) 1.46 (1×)

GWTb

AutoTiler

DwConv 2.16 (5.5×) 0.22 (1.2×) 4.24 (5.3×)
PwConv 7.87 (11.1×) 0.79 (2.3×) 15.4 (10.6×)

GWTc

AutoTiler

DwConv 2.16 (5.5×) 0.56 (3.0×) 2.16 (2.7×)
PwConv 7.87 (11.1×) 2.05 (6.0×) 7.87 (5.4×)

DORYb DwConv 1.14 (2.9×) 0.11 (0.6×) 2.24 (2.8×)
PwConv 12.86 (18.1×) 1.29 (3.8×) 25.2 (17.3×)

DORYc DwConv 1.14 (2.9×) 0.30 (1.6×) 1.14 (1.4×)
PwConv 12.86 (18.1×) 3.34 (9.8×) 12.86 (8.8×)

a Collected on the STM32H743 @ 480MHz.
b Collected on the GWT GAP8 @ (100MHz, 1V).
c Collected on the GWT GAP8 @ (260MHz, 1.15V).

4.2.5.1 Single layer performance & SoA comparison

In this Section, I analyze the impact of the DORY optimizer on the execution of an

entire layer, including the unavoidable processing overhead to perform I/O DMA and

Cluster DMA calls and the data transfer overhead from imperfect pipelining. Fig. 4.3

analyzes all the execution time for a point-wise convolutional layer and depth-wise ones.

I will describe several effects. For the point-wise layer, roughly all the time is spent in

the innermost loop of MatMul (most of which is pure MAC operations). The rest of the

time is due to building the Im2Col buffer, Norm/Qnt, and MatMul loops that cover the

SIMD leftover cases (e.g., Ct
y not multiple of vector size 4). In the case of depth-wise

layers, this latter class of loops dominates the backend execution time. Regarding the

overhead introduced by DORY-generated tiling, the readers can observe that the Cluster

DMA does not impair the point-wise convolutional layers since they are compute-bound

and efficiently pipelined. Therefore, the cycles needed to transfer the data are totally

overlapped with computing cycles. On the other hand, depth-wise layers are small, and

the Cluster DMA and I/O DMA overheads are exacerbated. Therefore, the load of the

internal tiles and the asynchronous I/O DMA load of the following layer’s weights often

impact performance. Fig. 4.4 corroborates this conclusion, showing power valleys in the

cluster computation while waiting for new tile transfers, i.e., meaning that the cluster is

not doing any computation since the transfer time is higher than the computation time.

In Table 4.3, I also compare DORY with three state-of-the-art frameworks for DNN



Deployment of Deep Neural Networks on MCUs 84

0 100 200
0

10
0

10

20

30

40

50

50 150 250

5x

MMAC Avg Pwr
[mW]

Time
[ms]

Execution Time [ms]

Po
w

er
 [m

W
]

I/O
 d

om
ai

n
cl

us
te

r d
om

ai
n

Conv1
DwConv1
PwConv2
DwConv2
PwConv3
DwConv3
PwConv4
DwConv4
PwConv5
DwConv5
PwConv6
DwConv6
PwConv7
DwConv7-11
PwConv8-12
DwConv12
PwConv13
DwConv13
PwConv14
Pool
FC

{

3.54 46.0 8.30
1.18 35.4 9.13
8.39 47.9 10.91
0.59 32.0 10.16
8.39 48.0 7.84
1.18 38.9 8.72

16.78 48.4 13.31
0.29 33.4 4.62
8.39 48.5 6.58
0.59 40.4 4.75

16.78 48.4 11.91
0.15 35.6 2.56
8.39 48.5 5.94
0.29 38.9 2.56

16.78 36.5 13.08
0.07 33.3 1.45
8.39 31.4 9.11
0.15 38.1 1.78

16.78 44.1 27.31
0.00 19.8 0.56
1.02 18.3 15.78

Co
nv

1

Dw
Co

nv
1

Pw
Co

nv
2

Dw
Co

nv
2

Pw
Co

nv
3

Dw
Co

nv
3

Pw
Co

nv
4

Dw
Co

nv
4

Pw
Co

nv
5

Dw
Co

nv
5

Pw
Co

nv
6

Dw
Co

nv
6

Pw
Co

nv
7

Dw
Co

nv
7

Pw
Co

nv
8

Dw
Co

nv
12

Pw
Co

nv
13

Dw
Co

nv
13

Pw
Co

nv
14

FCDw
Co

nv
8

Dw
Co

nv
9

Dw
Co

nv
10

Dw
Co

nv
11

Pw
Co

nv
9

Pw
Co

nv
10

Pw
Co

nv
11

Pw
Co

nv
12

Po
ol

Figure 4.5: In the left part, the 1.0-MobileNet-128 power profile when running on
GAP-8 @ fcluster = fio = 100MHz and VDD = 1V . On the right are MAC operations,
average power, and time for each network layer. power was sampled at 64 KHz and
then filtered with a moving average of 300 us.

deployment on MCU: TFLite Micro, STM X-CUBE-AI, and GWT AutoTiler. I used

convolutional and depth-wise convolutional layers as benchmarks since they constitute

the vast majority of computation in modern DNN models. Results obtained on TFLite

Micro and STM X-CUBE-AI refer to the STM32H743 microcontroller, while GWT

AutoTiler and DORY ones to GWT GAP-8, described in Section 2.3.2. All results refer

to 8-bit quantized networks, even if STM32 also supports 32-bit floating point; accuracy

is equivalent to that of a non-quantized network.

TFLite Micro has the main advantage of being available on many different ARM

and RISC-V MCUs; on the other hand, its performance is severely limited because it

uses very general APIs without deep optimizations. State-of-the-art for ARM platforms

is indeed X-CUBE-AI, which outperforms it by 6.1× to 12.7×. Nonetheless, layers

generated by DORY outperform TFLite Micro and X-CUBE-AI by a margin of 2.9× to

229.6× in terms of MAC/cycle. This significant advantage is due to the architectural

benefits of GAP-8 (multi-core acceleration, DSP-enhanced instructions) that DORY

can exploit fully, but also to the perfect overlap of memory transfers and computation.

In Section 4.2.6.5, I will decouple DORY performance enhancement and architectural

benefits to underline the benefits of the DORY framework, deploying layers with DORY

both on the STM32H7 and on GAP8 forced to run with a single-core.

When I also compare DORY to GWT AutoTiler in GAP8, DORY is 1.6× faster

in point-wise convolutions, while it pays a performance toll in depth-wise convolutions,

being 1.9× slower. These differences amount mainly to the different strategies followed

by the tools in their respective backends.
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4.2.5.2 End-to-end network performance

In this Section, I focus on the performance of DORY in the deployment of two pop-

ular image detection networks end-to-end: MobileNet-v1 [83] and MobileNet-v2 [47].

These networks are used as benchmarks for many edge-oriented works [2]. They in-

clude many topological characteristics of modern networks: convolution, depth-wise

convolution, pooling, fully-connected layers, and residual connections. Here, I focus

on the specific configurations with 1.0 width multiplier and 128x128 input frames (1.0-

MobileNet-128 and 1.0-MobileNetV2-128, respectively). All the networks were run on

GWT GAP-8, verifying all intermediate results as well as the final result of end-to-end

runs against a PyTorch-based bit-accurate golden model for QNNs [98], to confirm the

correct functionality of the DORY framework and the PULP-NN backend.

4.2.5.3 End-to-end MobileNet-v1 and -v2 & SoA comparison

Table 4.4 showcases a full comparison in terms of energy efficiency (GMAC/s/W),

throughput (GMAC/s), latency, and energy per frame. Different variations of the

MobileNet-v1 have been compared, with the same topology but a different number of

channels or input dimensions. For state-of-the-art, I show the most extensive networks

that fit the on-chip/off-chip memory of the STM32H7 and GAP8, respectively (com-

patible with the ones deployed with DORY). As can be noticed from the Table, DORY

on MobileNet-v1 achieves up to 13.19× higher throughput in MAC/cycles than the ex-

ecution on an STM32H7 (on 0.5-M.V1-192), using the best framework (X-CUBE-AI)

currently available. On different operating points, I achieved up to 7.1× throughput

(1.78 vs. 0.25 GMAC/s) and 12.6× better energy efficiency, given the different fre-

quencies and power consumption of the two platforms. I want to stress that since the

technique that DORY uses is not dependent on the specific target, users can extend it

to different platforms (e.g., NXP and STM32 dual-core M0/M4). To do it, the user

should adapt the tiling and correct the offloading to improve the cache friendliness of

DNN primitives and exploit optimized ISAs. For instance, in Section 4.2.6.5 I show

DORY application also to the STM32H7 platform. Compared with GWT-proprietary

and partially closed-source AutoTiler run on the same GAP-8 platform, DORY performs

on average 20.5% better. As previously discussed, the advantage lies in 1) the more effi-

cient backend (PULP-NN) and 2) the heuristics, which guarantee that the tiling solution

is optimized for the PULP-NN execution model.
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4.2.5.4 In-depth analysis of MobileNet-v1 execution

Fig. 4.5 depicts the power profile of the end-to-end execution of a MobileNet-v1 (1.0

width multiplier, 128× 128 resolution) on GAP-8, with both the cluster and the fabric

controller running at 100 MHz. The power consumption of the cluster domain (including

8 RI5CY cores, the L1, and the Cluster DMA) and the I/O domain (including 1 RI5CY

core, the L2, and the I/O DMA) is shown separately in two separate subplots. In the

cluster domain, power is dominated by the cores when the computation is in the active

phase. Small valleys within a layer are given by (short) waits for the end of a memory

transfer where the cores are all idle (e.g., during depthwise layer execution), or by

cluster DMA calls where a single core is active. In the I/O domain, DMA consumption

spikes can be observed: at the beginning of layers, the weights of the following one are

transferred from L3 to L2.
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Figure 4.6: example of the effect of heuristic optimizations on convolutional layer
performance. In this case, the “optimal” tile has output tensor 24×4×32 (HWC) and
weight tensor 32×3×3×32 (CoHWCi). Different optimizations are showed by varying
wy, hy, and Cy and violating the heuristics of Section 4.2.2.2.

4.2.6 Ablation Study

This section presents a detailed ablation study of each previously described contri-

bution. I separately analyze: i) the proposed heuristics; ii) the hybrid optimization for

depthwise layers; iii) voltage and frequency scaling on GAP-8; iv) the size of L1 and L2

memories; v) the specific GAP-8 architecture compared to standard MCUs.

4.2.6.1 Single tile performance

I analyze the effects of the heuristics shown on the tiling solution’s quality-of-results.

Moreover, I show the effect of applying these techniques to the border tile, increasing

the performance in different configurations. In particular, the size of the tile influences

the execution efficiency of the backend layer. As such, a sub-optimal tiling choice can

significantly reduce performance in executing a single inner tile. Figure 4.6 exemplifies

this phenomenon starting from an “optimal” tile of output tensor 24 × 4 × 32 (HWC)

with a 32× 3× 3× 32 filter (channel out - height - width - channel in, or CoHWCi) and

violating progressively each of the imposed heuristics. Violating MATMUL W/CH leads to a

maximum performance loss of 29%, violation of HIDE IM2COL to a 38% loss, and violation

of PAR BALANCE to a 28% loss in this example layer. Noteworthy, the performance loss

is cumulative since each heuristic is written to improve the performance of a different

section of the PULP-NN kernel. Indeed, suppose I set all the βi coefficients into the

objective function of Eq. 4.3 to 0 and only focus on maximizing the tile sizes. In that
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case, DORY chooses a tiling scheme that achieves only 2.78 MAC/cycles, 80.6% lower

than the 14.37 MAC/cycles achieved with the βi values previously reported.

4.2.6.2 Hybrid optimization for Depthwise layers

Here, I discuss the improvement of the new DORY kernel library (with new depth-

wise) over PULP-NN kernels [25] (HWC layout) and Greenwaves’ ones (CHW layout).

In Fig. 4.7, I show a comparison of regular convolutions and depth-wise ones. On clas-

sical convolutions, the new HWC approach is 2.5× faster compared to the CHW layout.

As discussed in Section 4.2.3, the DORY library includes an optimized depth-wise layer,

reducing the penalty of using the HWC layout in its execution. Using an HWC layout

on depth-wise layers can cause up to 3.7× slow down if compared to the CHW one,

strongly penalizing the performance for these layers. With my newly designed kernels,

I reduce this loss by a factor of 2: this kernel is 1.5×/2.0× faster than the HWC one,

reaching 0.54× the performance of the Greenwaves’ one. On the Mobilenet-v1-1.0 with

resolution 128x128, updating the depth-wise and point-wise kernel from the HWC ones,

I gain 1.79 MAC/cycles on the network’s overall execution. At a frequency of 100 MHz

on both cluster and I/O domains, I improved the 3.0 FPS of the HWC layout, reaching

4.3 FPS thanks to the optimized DORY kernel library.

4.2.6.3 Voltage and frequency scaling

Since the I/O DMA and the cluster are in two different clock domains, the ratio

of the two frequencies can significantly impact the bandwidth of both the L3-L2 and

L2-L1 transfers and the performance and energy efficiency. In Fig. 4.8, I show the
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relationships between average power, execution time, and throughput in MAC/cycles,

which are strictly related to the two frequencies. In sub-plot A, energy efficiency is also

shown as a set of iso-energetic curves. The first significant effect that can be observed in

these plots – particularly sub-plot B – is that increasing the fabric controller frequency

improves performance. Increasing the fabric controller frequency causes the memory

transfers to be faster since the DMA is in the same domain, minimizing the fraction of

time in which the system is memory bound. On the other hand, increasing frequencies

also raises proportionally average dynamic power, as visible in sub-plot A.

It is also interesting to observe that by using voltage and frequency scaling, it is

possible to scale the execution of MobileNet from a minimum latency of 93.9 ms at 24.6

mJ per frame to minimum energy of 12.5 mJ at 244 ms per frame.

4.2.6.4 Memory hierarchy sizing

I also investigate the impact of memory dimensions on the network execution time.
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To explore configurations with high dimensions of the memory, I used an FPGA-based

emulator, realized with a Xilinx Zynq Ultrascale+ zcu102 since it can host different

instantiations of the PULP architecture template with varying memories of various sizes.

Since DORY solves a series of tiling constrained problems, these constraints are

relaxed/hardened if I increase/reduce the internal MCU memories’ size. Fig. 4.9 depicts

MAC/cycles and FPS while sweeping L1 between [22 kB, 400 kB] and L2 in {256 kB,

384 kB, 512 kB, 4 MB}, highlighting different working corners in the tiling problem. L1

memory limits have been chosen since i) 22 kB are needed to construct the smaller tile

available and store the corresponding im2col buffer, and ii) over 400 kB no performance

improvements are yet observed. L2 limits are related to chip design: 256 kB is the

lowest memory used as on-chip memory on a PULP platform [55], and no current MCUs

currently have more than 4 MB as maximum memory.

A first performance gap can be observed between the L2 = 256 kB and L2 = 512

kB configurations: with different L1 dimensions, using half of the memory causes up to

3.2 FPS loss @ 260MHz. Using only half of the L2, 9 out of 29 layers demand the tiling

of their activations from the external memory slowing down the execution of the first

half of the network since they can not fit the tightened constraint. Readers can observe

a relatively constant decrease in performance when reducing L1 memory from 70 kB

down to 22 kB with some abrupt performance loss. Two different phenomena can be

observed: first, reducing L1 memory requires smaller tiles and hence more iterations,

increasing overhead. A second and more severe degradation can be observed when the

tiling heuristics of the network layers cannot be maximized anymore. For example,

from case A of Fig. 4.9, if I reduce L1 memory from 30 kB to 28 kB, the heuristics

of 13 layers simultaneously get worse with a corresponding degradation of 20% in the
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Figure 4.10: On the left, absolute MAC/cycle of DORY framework on STM32H7 and
single-core GAP8, compared with default CUBE-AI/TensorFlow Lite for Micro layer
backend, CMSIS-NN. On the right, relative gains compared to the fastest CMSIS-NN
implementation.

performance. Conversely, from 70 kB to 400 kB of L1 the gain is minimal because all

the tiling heuristics are already satisfied.

Overall, thanks to DORY’s optimizations (tiling and optimized backend), I see that

a 80 kB L1 and 384 kB L2 memory configuration is sufficient to lead to a MAC/cycle

degradation of 8% (from 10.57 to 9.74 MAC/cycles) compared to the largest memory

configuration of the platform.

4.2.6.5 Single core performance on different architectures

In this section, I explore the impact of architectural and microarchitectural choices

on DNN deployment using DORY. To do so, I directly compare the single-core perfor-

mance obtained on GAP-8 with that achievable on the STM32H743ZI2 MCU in several

configurations. DORY is generic enough that it can be easily ported to many different

platforms. To show this feature, I not only run “native” layers using the STM32H7 data

cache but, as an alternative, I used DORY to manage the DTCM scratchpad on this

device manually.

In this experiment, I tested 44 different layers configurations (depthwise and convo-

lutional) spanning six orders of magnitudes of complexity. I show four sets of solutions:

for GAP-8, I used DORY and ran on a single core in the cluster; for the STM32H7, I

used CMSIS-NN with and without D-Cache enabled. Finally, in the third STM32H7

configuration, I ran using the DTCM scratchpad by combining DORY (for memory
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management) with CMSIS-NN. This was possible thanks to the modular architecture of

DORY and required only changing the computational backend and adapting the code

generator to use the correct DMA hardware abstraction layer calls.

The results are shown in Fig. 4.10. First of all, as expected, performance drops

dramatically deactivating the D-Cache on the STM32: I observe a degradation of 58.5

± 5.5 % compared to the baseline over all the benchmark layers. More interestingly, the

results also show that the software caching mechanism realized by DORY on the DTCM

can achieve the same performance as the D-Cache on average, with a slight speedup in

some cases: on average, 9.1± 2.1 % for depthwise layers and 3.9 ± 3.8 % for normal

convolutions.

On the other hand, single-core execution on GAP-8 shows, on average, a speedup

of 2.5±0.9× compared to the STM32H7 baseline in terms of cycle/cycle. Since multi-

core execution is disabled in this test, the speed-up achieved in GAP8 compared to the

STM32H7 is referred mainly to the more specialized architecture, particularly to the

DSP extensions extensively exploited by the PULP-NN backend.
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4.3 TCNMapping Optimization for Ultra-Low Power Time-

Series Edge Inference

In this section, I will describe a new kernel library for Temporal convolutional net-

works, which is thought to be plugged inside DORY, to generate end-to-end temporal

convolutional networks on the edge.

4.3.1 TCN Kernel Toolkit

I first introduce the main design choices on which this library is based, the kernel

implementations, and how they are plugged into DORY. I tested these kernels again on

the GAP8 platform.

4.3.1.1 Design Choices

1) Data Layout: Kernel libraries for 2D convolution organize input and output

data either as Channel-Height-Width (CHW), i.e., with the spatial dimension as the

innermost one or HWC. In the case of 1D convolutions, the equivalent layouts are CT

(channel-time) and TC (time-channel). Using TC, inputs relative to subsequent time-

steps are separated by d×Cin elements. In particular, for d = 1, all convolution inputs

are stored contiguously. Therefore, given the presence in many DSP-oriented ISAs of

single-cycle loads with pointer increment (e.g., p.lw in XpulpV2, the ISA of GAP8), I

select the TC layout. The chosen data organization is shown in the “x buffer” of Fig.

4.11.

2) Data Gathering: Conceptually, the convolution kernels in this library operate

in two phases, which I will call input data gathering and MatMul loop respectively,

similarly to [25, 33]. In the first phase, dedicated buffers in each core are used to

prepare the input data needed for the convolution. Differently from CMSIS-NN and

PULP-NN, I propose different ways of data re-ordering, either using explicit im2col

buffers [33] or indirect buffers [99]. This design choice is motivated by the fact that the

two buffers exploit different trade-offs regarding memory occupation and performance.

For instance, the indirect buffers strongly reduce memory occupation on layers with

a large Cin, allowing them to fit in small on-chip memories. At the same time, im2col

leads to high-memory occupation but also better performance. Note that in non-dilated

1D-CNN convolutional layers (d = 1), input data is already contiguous, and this phase

can be bypassed.
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Figure 4.11: Three different input data gathering options are used in the proposed
kernels.

Figure 4.12: MatMul loop, Quantization, and Batch Normalization in the proposed
toolkit. Lighter colors represent parallelization over multiple cores.

3) MatMul Loop: After data gathering, convolution reduces to a series of MatMul,

as depicted in Fig. 4.12. As an atomic operation, I use a 4 × 2 unrolled MatMul as

in PULP-NN (i.e., the product of 4 sets of weights with two sets of inputs). Indeed, it

has been demonstrated that 4×2 unrolling maximizes data reuse in a RISC-V register

file with 32 registers. Since 4×2 unrolling requires two sets of inputs, I allocate two

im2col/indirect buffers in each core (see Fig. 4.11). Each unrolled MatMuls is further
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vectorized using the pv.sdotsp.b instruction of the XpulpV2 ISA, which computes the

dot product of 4 contiguously stored 8-bit inputs in parallel.

4) Normalization and Quantization: I “fuse” the quantization and normalization

pointwise operations, essential for quantized inference [100], together with the new con-

volution kernels. In contrast, using separate kernels for these operations would result in

additional data movement and worsen performance.

5) Parallelization: I split the convolution workload on multiple cores over the time

dimension, i.e., each core computes the output features of all channels for an assigned

range of time steps. I select time-wise over channel-wise parallelization since it allows

cores to produce outputs of their assigned time-steps without exchanging partial data

with other cores and to store results on a separate, contiguous memory area. The

workload subdivision among cores is shown on the right of Fig. 4.12.

4.3.1.2 1D Convolutional Kernels

The three convolution kernels implemented in this library differ mainly in the data

gathering phase, as shown in Figure 4.11.

1) No-im2col Kernel: As explained in Section 4.3.1.1-1, due to the sequential nature

of 1D data and the TC layout, data gathering can be bypassed when d = 1. Removing

this buffering phase positively affects both memory usage and performance. On the other

hand, for kernels with d > 1, performing the MatMul loop without data gathering would

require interleaving the weight vectors with zeros to eliminate the contribution of input

time-steps that have to be skipped. The resulting memory occupation increase and per-

formance loss make the No-im2col approach feasible only for non-dilated convolutions,

where, however, it is optimal for both memory and performance.

To efficiently handle dilation rates higher than 1, data gathering becomes necessary.

2) Im2col kernel: One approach is to use an im2col buffer [33] (bottom-center of Fig-

ure 4.11). This support buffer is a linear array in which all inputs required to produce a

given convolution output are copied contiguously. When the convolution stride is smaller

than K, data will be replicated in multiple im2col buffers, causing a memory overhead.

However, the linear im2col output yields maximal exploitation of the hardware facili-

ties to optimize the MatMul performance (e.g., SIMD operations, single cycle pointer

increment, etc.). 3) Indirect kernel: To minimize the memory footprint of convolution,

the im2col buffer can be replaced with an indirect buffer for data gathering. Instead of

copying all convolution inputs in contiguous memory, this buffer only stores the pointers

to the first input relative to each time-step involved in the convolution (bottom-right
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Figure 4.13: Modeling of the three kernels versus various layer parameters.

of Fig. 4.11). Indirect convolution reduces by a factor Cin the memory overhead for

data gathering (that it becomes negligible compared to buffer memory) but requires an

additional loop to cycle through the buffer’s addresses in the MatMul section, negatively

impacting performance. Note that this is the first edge-oriented backend to include both

im2col and indirect convolution kernels.

4.3.1.3 Kernel modeling and selection

In this section, I show how this library is plugged inside DORY. To do so, I mod-

ified the baseline optimizer so that it finds appropriate tiling solutions and selects the

optimal 1D convolution implementation for a given layer and tiling via an additional

kernel selection step. Therefore, I computed a detailed model of each kernel’s execution

cycle based on the target platform’s compiled assembly code. Based on the models,

the optimizer first determines the best tiling scheme for each of the three alternative

implementations using the Constraint Programming (CP) solver of [100] and it then

computes the absolute execution cycles to choose among the no-im2col, im2col and in-

direct kernel implementations. As an example, to model the performance of the im2col

kernel, the total number of convolutions performed by each core are denoted as as
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Core Iter = T
2Ncores

, where T is the total number of time-steps in the input sequence

and the factor 2 comes from the fact that all cores manage 2 time-steps simultaneously.

I also call MM Iter = Cout
4 the number of iterations on the output channel dimension

performed within each convolution, where the factor 4 comes from the 4x2 MatMul loop

that simultaneously generates 4 Cout elements (Sec. 4.3.1.1).

I then compute the execution cycles for the two main phases (data gathering and

MatMul) and for the entire kernel as:

Gather Cyc = max (2×K × α, 2×K × Cin × β) (4.4)

MM Cyc = (γ + δ × Cin × K/4) (4.5)

Cyc = Core Iter× (ϵ+Gather Cyc +MM Iter×MM Cyc). (4.6)

where α, β, γ, δ, ϵ are hardware-dependent constants corresponding to the cost in

execution cycles for load/store, pointer updates, and arithmetic operations.

The first equation derives from using asynchronous DMA transfers for data gath-

ering. It computes the maximum between the DMA control overhead (first term, de-

pendent on the 2 × K DMA invocations needed to build the two im2col buffers) and

the cycles required for the actual transfer (second term, dependent on the size of the

actual transmitted data). The MM Cyc equation computes the cycles of the MatMul

loop as a function of the layer parameters, where the division by 4 comes from the use

of SIMD operations processing four 8-bit elements per instruction. Here, the constants

also account for batch normalization and quantization.

Models for the other two convolution kernels are similar, with different amounts of

cycles for the different phases based on data position.

Figure 4.13 shows all kernels’ modeled vs. real performance for different parameter

sweeps. Although there is an offset between real execution cycles and predicted ones,

due to stalls and memory contentions, this gap is almost constant over all the parameters

and kernels, hence not changing the ranking between different kernels’ for a given set of

parameters.

Table 4.5 shows the performance achieved plugging these kernels inside DORY. The

table compares the results obtained with the new cycle models with those obtained with

other objective functions for the same tiling optimizer, namely the tiles’ pure memory

occupation and the simplified model based on previously described heuristics. These

new models achieve 1.3×/3.6× speed-up for complete layers with different geometries.

This is due to an accurate assessment of the execution time of border tiles, for which the

computation loop might be under-utilized depending on the amount of data remaining to
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Table 4.5: Performance of the TCN kernel library using different optimization criteria
for tiling parameters and kernel selection.

layer
(Cin × T × Cout)

MACs/cycle
model heuristic memory best kernel

64× 256× 64,
d = 1, K = 3 15.98 15.47 12.50 no-im2col

256× 16× 256,
d = 2, K = 3 14.92 14.92 4.14 im2col

1024× 16× 1024,
d = 2, K = 3 13.31 8.94 10.42 indirect

be computed. Further, I want to highlight that the three kernel variants are helpful for

different cases. The column best kernel shows the kernel selected by the tiling optimizer

as the most efficient.

4.3.2 Experimental Results and Discussion

I tested this library on GAP-8 [27], the platform described in Sec. 2.3.2. Since

1D dedicated libraries are not present, I compare this work with two state-of-the-art

CNN backends for the same hardware target (PULP-NN [25] and GWT NN-Tool, on

the GAP SDK v3.6 [101]). I also compare it with the Cube-AI toolchain (v5.1.2) [71]

executed on the STM32H7 and the STM32L4 MCUs. All experiments refer to int8

quantized layers. Entire networks are trained in a quantization-aware manner, with neg-

ligible accuracy loss compared to float versions. I set GAP8, STM32H7, and STM32L4

frequencies at 100 MHz, 480 MHz, and 80 MHz, with a corresponding power consump-

tion of 51 mW, 234 mW, and 10 mW, respectively. As a result, I report GMAC/s,

GMAC/s/W, and MACs/cycle as comparison metrics. Note that while the first two

are platform-dependent and thus most significant for backends on the same hardware

(i.e., the introduced toolkit, PULP-NN, and GWT NN-Tool), the latter is platform-

independent, therefore not linked to the frequency or power consumption of the specific

platforms.

4.3.2.1 Kernels Comparison

Fig. 4.14 and Fig. 4.15 show a detailed analysis of the three 1D convolution imple-

mentations for a 64 × 256 × 32 layer (i.e., Cin = 64, T = 256, Cout = 32) with K = 3,

i.e., a small enough layer that entirely fits the L1 memory of GAP8. Fig. 4.14 reports

the execution cycles for the data gathering and MatMul loop phases and the additional

cycles due to stalls and memory contentions, whereas Fig. 4.15 breaks down the memory

occupation. The graphs report the results for both d = 1 and d = 2.
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Figure 4.14: Execution cycles of the three 1D convolution kernels on a 64× 256× 32
layer. The three kernels achieve 15.1, 13.7, and 12.0 MACs/cycle, respectively. With
d = 2, the No-im2col performance lowers to 9.7 MACs/cycle.

For d = 1, the No-im2col kernel obtains both the minimum number of cycles and

the minor memory occupation, as previously said, since it does not have the memory

overhead of the im2col nor the performance degradation of the indirect kernel. However,

for d > 1, the same kernel has significant overheads in operations and memory due to

the added zeros in the weight buffer. For d = 2, I show 62% more operations and an

additional 5 KB of memory, making the No-Im2col kernel the worst of the three. These

overheads increase with larger d.

The Im2col kernel uses fewer instructions in the MatMul loop than the Indirect

one while spending more time creating its gather buffer. In this example, the trade-

off results in an overall lower number of cycles for Im2col. However, note that the

gathering overhead is much higher for layers with a larger Cin (see Eq. 4.4). Therefore,

the ranking among the two depends on the number of channels. Further, the Indirect

kernel benefits from a nearly null additional memory, often improving the performance

when considering the effect of tiling on large layers as can be seen for end-to-end network

execution (Section 4.3.2.3).

4.3.2.2 Comparison with State-of-the-art NN backends

Figure 4.16 shows a complete comparison between the DORY+TCN library and

the other backends. The figure reports the performance (in MAC/cycle) for layers with

dilation d ∈ (1, 2, 4, 16). For each value of d, the box plots aggregate the results of

multiple layers with different shapes. Specifically, I show T ∈ (16, 64), K ∈ (3, 5, 7), and

Cin = Cout ∈ (32, 64, 128, 256).
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Figure 4.15: Memory occupation of the kernels of Fig. 4.14.

Figure 4.16: Comparison with state-of-the-art CNN backends for edge devices.

This newly introduced solution consistently outperforms the state-of-the-art across

different layer shapes and dilation values. In particular, I show dramatically higher

performance than GWT NN-Tool, i.e., 9.7× on average. This improvement is due to

the CHW format used in its convolutions, which converts to a strongly sub-optimal CT

layout for 1D kernels (see Sec. 4.3.1.1 for details). Compared to PULP-NN, I slightly

improved the performance for d = 1 (1.2×), thanks to eliminating unnecessary im2col

buffers and optimizing the internal MatMul loop execution for 1D data. The benefit

increases significantly for larger dilation factors (e.g., 28.9× for d = 16) since, as men-

tioned, PULP-NN kernels do not support this fundamental 1D-convolution parameter,

which has to be reproduced interleaving weights with 0s. With respect to Cube-AI,

a speed-up between 34.7× (for d = 1) to 354× (for d = 16) is obtained. The higher

speed-up is achieved for higher d, given the same reasoning for PULP-NN. Comparing
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both of them during single-core execution, the DORY-TCN toolkit still demonstrates

4.7×, 7.0×, 13.0×, and 47.6× higher MACs/cycle. Considering the energy efficiency in

GMAC/s/W, the improvement over PULP-NN and GWT NN-Tool is proportional to

the speed-up, given that the execution platform is the same. Compared to Cube-AI, in-

stead, considering the best energy configuration for both STM32H7 and GAP8, I obtain

33.1×, 50.0×, 92.3× and 338.4× higher efficiency on average for d = 1, 2, 4, 16. Notice

that d = 1 corresponds to a standard 1D CNN layer; hence, the first set of box plots

show that DORY, together with this new library, is outperforming the state-of-the-art

not just on dilated TCNs, but also on classical 1D-CNNs.

4.3.2.3 Complete use cases

In this section, I employ DORY together with the proposed kernel library to deploy

three state-of-the-art neural networks, shown in Table 4.6, i.e., TEMPONet [34] for

gesture recognition, and two ResTCNs from [11], for sound generation and language

modeling, respectively. While the number of layers of the three networks is similar (9,

8, and 10), the number of filters per layer, hence the number of parameters and MACs,

is increasingly high. Specifically, TEMPONet has a modular structure that shrinks the

time dimension while increasing the number of channels up to 128 [34], while the other

two TCNs maintain a constant T (16 and 50) with respectively 150 and 450 channels

per layer.

I want to highlight two main aspects of these experiments. First, integrating the ker-

nel selection step leads to up to 4.0× speed-up compared to always using a single kernel

implementation. While mapping all the layers of TEMPONet to the Im2col kernel leads

to a near-optimal implementation, the same strategy applied to the language-modeling

TCN yields 4× lower performance than a per-layer selection. Similarly, considering the

Indirect kernel solely results in 1.3× lower performance on TEMPONet. Therefore,

choosing the appropriate kernel for each layer is key to maximizing performance. In

general, for layers with d = 1, No-im2col reaches the highest performance, while Im2col

and Indirect are optimal for layers with d > 1 with a low/high number of channels,

respectively.
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After, I also compare the best performance obtained with state-of-the-art full-stack

tools, including their backend and, when available, their tiling mechanism. A minimum

speed-up of 2.9× compared to the DORY+PULP-NN stack for the three networks is

achieved. However, 2 out of 3 cannot be implemented using this tool given the high

memory overhead of the Im2col support buffer, which is always necessary for the PULP-

NN backend. On the other hand, directly storing the whole network in the slow GAP-8

L2 memory (512KB) leads to a slowdown of more than 4×. When I compare this new

toolkit to Cube-AI and GWT NN-Tool on all the networks, I observe speed-ups of 7.6×
to 103×, with at least 20.3× lower energy. In terms of absolute latency numbers, using

GAP8 at 100 MHz, I obtained 13.6ms per inference for TEMPONet, and 23.45 / 168.5ms

for sound/language processing, respectively.
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4.4 A Microcontroller is All You Need: Enabling Trans-

former Execution on Low-Power IoT Endnodes

I will conclude the fourth Chapter of my thesis with the introduction of a second

kernel library for attention based networks, given the spreading of this new topology in

many applications also related to edge computing. I will start with re-introducing the

fundamental equation of attention, as reported in the Background section:

Attention(Q,K,V)
.
= AV

.
= SoftMax

over keys

(
QKT

√
P

)
V (4.7)

4.4.1 Self-Attention Kernels

Fig. 4.17 shows the Multi-Head Self-Attention operator, the core operator of Trans-

former networks as described in [40]. Four Linear and two Matmul layers constitute

the layer, followed by memory marshaling operations such as transposition, reshape,

and concatenation. Even when these kernels are individually optimized using state-of-

the-art libraries [25, 33], they result in low data reuse and non-optimal parallelization

scaling. Therefore, this section presents a new set of tailored kernels for each internal

operation to address these issues. In each sub-section, I describe the optimization of one

different layer separately.

4.4.2 Linear Layers

Fig. 4.18 depicts two distinct implementations for the three input Linear layers, i.e.,

layers that can be reduced to a matrix-matrix multiplication. Implementation 1 , which

I will call Weight-Reuse Linear (WRL), is used to project the V tensor from X, while

2 , called Input-Reuse Linear (IRL), is used for Q and K. These kernels differ in i) loop

ordering and ii) data layouts.

The WRL kernel produces output data in the HPS layout to remove the data

reshaping operator (see Fig. 4.17). I also order the loop as H → P → S → E, from

outermost to innermost. Indeed, when targeting multi-core platforms such as GAP8,

I parallelize this kernel on the H dimension, thus splitting the outermost loop across

cores.

On the other hand, the IRL’s required layout is HSP , and thus I force the loop nest

to H → S → P → E, from outermost to innermost. In this kernel, at every iteration of

the S loop, a single input time sample (1× E) is multiplied by a weight-head (E × P ).

The parallelization is identical to the WRL case, i.e., on the H dimension.
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Figure 4.17: Multi-Head Attention module.

The last Linear layer, which projects the output tensor of the matrix multiplication

to the final output, uses the S → E → H × P loop order, parallelizing on E.

4.4.3 Matrix Multiplications

Also, in the case of matrix multiplications, I optimally order the loop executions

and parallelize over the outer dimensions to improve performance. Fig. 4.19 reports

two different implementations for the two matrix multiplications in the Self-Attention

kernel. The Softmax-Matmul 3 merges the matrix multiplication with the Softmax

operator; it uses the S → H → S loop order; P is the dimension over which the

reduction is performed. After completing each iteration of the H loop, the Softmax is

applied to the data produced (e.g., the first one, S0H0). The output data of this matrix-

multiplication is stored in SHS data layout to allow the second Matmul 4 to ingest data

sequentially and use load/store specialized operations. This implies reading input data

for the Softmax-Matmul layer in non-sequential order but still with a regular stride, thus

not impairing the performance. For instance, a set of weights, H0 (dimensions, P × S),

is multiplied with the corresponding activation buffer, H0S0 (dimensions, 1×P ). Then,

the set of weights H1 is multiplied with the input H1S0, which is stored S input buffers

after the first one (with a stride of S × P ). After all head positions relative to sequence

S0 are multiplied with the K matrix, the cycle is repeated for each Si of Q input.
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Figure 4.18: Linear layer data flow for HPS and HSP out data layouts. Output
matrices are filled from left to right, top to bottom.

Figure 4.19: Matrix multiplication designed to work with multiple heads with different
data layouts.
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1 Inputs: I, W; Outputs: Q, K, V

2 C = H / CORES

3 Hstart = min(C * COREID, H); Hend = min(Hstart + C, H)

4 LH: for (h = Hstart; h < Hend; h++)

5 LP: for (p = 0; p < P/2; p++)

6 LS: for (s = 0; s < S/4; s++)

7 S0...7 = {0};

8 LE: for (e = 0; e < E/4; e++)

9 A1 = I(4s); A2 = I(4s + E);

10 A3 = I(4s + 2E); A4 = I(4s + 3E);

11 B1 = W(hpE + 2pE); B2 = I(hpE + (2p+1)E);

12 S0 += sdot4(A1,B1); S1 += sdot4(A1,B2);

13 S2 += sdot4(A2,B1); S3 += sdot4(A2,B2);

14 S4 += sdot4(A3,B1); S5 += sdot4(A3,B2);

15 S6 += sdot4(A4,B1); S7 += sdot4(A4,B2);

16 O(h,2p,4s) = quant(S0);

17 O(h,2p,4s+1) = quant(S1);

18 O(h,2p,4s+2) = quant(S2);

19 O(h,2p,4s+3) = quant(S3);

20 O(h,2p+1,4s) = quant(S4);

21 O(h,2p+1,4s+1) = quant(S5);

22 O(h,2p+1,4s+2) = quant(S6);

23 O(h,2p+1,4s+3) = quant(S7);

Listing 4.3: Example of kernel pseudocode of sub-layer 1 .

Matmul 4 produces the final tensor, which is then fed to the output projection

Linear layer. Given the design of the previous layers, 1 , and 3 , its implementation

is straightforward. The loop execution order is S → H → P , with P as innermost

dimension. The reduction dimension is the innermost S of the M1 matrix.

4.4.4 Kernel execution loops

The general rules that I employed for kernel optimizations are 3:

1. Keep the parallelization (when available on the target platform) as much as pos-

sible on the H dimension.

2. Exploit output stationarity.

3. Produce the output tensors sequentially (i.e., element i + 1 in the innermost di-

mension is always generated immediately after the i-th element).

The first guideline is particularly convenient when a low number of cores is available,

given the typically low number of heads in networks (e.g., eight heads in the original

transformer [40]). Furthermore, the heads dimension is present in all the kernels4. The

4The Linear output layer represents an exception, as I parallelize on E to maintain output stationarity.
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second guideline saves memory by avoiding the storage of many intermediate int32 ac-

cumulators for the partial outputs. This is particularly important for memory-starved

MCUs, as described for DORY. Besides the memory saving, output stationarity en-

ables optimal exploitation of the dot-product Single Instruction Multiple Data (SIMD)

instructions, as demonstrated in [25]. Finally, producing output tensors sequentially

prevents undesired additional operations in the innermost loop to compute storage lo-

cations.

Listing 4.3 reports an example of the pseudocode of layer 1 with the RV32IMCXpulpV2

ISA and GAP8 target. In the innermost loop, I exploit the sdot4 operator to perform

4 Multiply-and-Accumulate (MAC) operations in a single instruction. Further, inspired

by [25], I again perform 8 sdot4 operations in the same loop iteration as for the TCN

kernels, thus eliminating Read-After-Write (RAW) hazards and performing just 6 load

operations (4 activations buffers and 2 weights buffers), better exploiting the data reuse

in the register file. Incrementing the number of produced output values in a single iter-

ation, e.g., to 16, would cause an increase in the number of utilized registers to 24 (16

for outputs, 4 for inputs, 4 for weights), causing additional load and store operations to

spill variables from the register file to the stack to make room for operands. Conversely,

reducing the number of registers employed causes a reduction in the MAC/load ratio

and impairs the performance.

4.4.5 Quantization

Since commercial off-the-shelf Microcontroller Units (MCUs) feature memory in the

order of hundreds of kilobytes up to one megabyte, quantization of both weights and

activations is typically used to reduce the memory footprint of trained networks [102].

Besides saving precious memory space on these tightly constrained devices, quantization

to 8 bits allows specialized microcontrollers to leverage SIMD instructions, which leads

to significant speed-up compared to floating-point computations. To quantize the Self-

Attention layers and allow for deployment onto commercial MCUs using the new kernels

and the baseline kernels, I used the NEMO toolchain [98]. The NEMO toolchain is used

to perform post-training quantization on the floating-point model to an 8 bits integer

model after training. I also added dedicated quantized operators (e.g., Softmax) from

I-BERT [103] to quantize the Self-Attention layers fully.

4.4.6 TinyRadar Transformer

As a benchmark, I use the TinyRadar network and its corresponding dataset [104] as

a use case to demonstrate both the feasibility and the advantages of porting Transformers
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Figure 4.20: Overall architecture of the proposed network. The front end comprises
three blocks of pointwise convolution, depthwise convolution, and pooling, followed by
a Linear layer. Each of the six encoder blocks (in purple) consists of layer norm layers
(LN), a Multi-Head Attention layer (MH), and Linear layers (FF).

on edge using the proposed kernels. TinyRadarNN has a CNN stage, a TCN stage, and

a dense layer stage [104]. The TinyRadar dataset consists of a total of over 10000

recordings of 11 hand gestures by 26 people made with a short-range radar. In the

original paper, the data is arranged in Spatio-temporal windows that contain samples of

the radar reflection amplitude sampled after different amounts of time-of-flight, called

range points, on the columns, with consecutive distance samples concatenated along the

rows. The working principle of the network architecture is based on splitting spatial and

temporal modeling of the gesture recognition problem.

I preserved this structure but replaced the TCN stage, which models the long-term

temporal dependencies, with a more advanced 6-layer transformer encoder architecture.

The proposed architecture is shown in Figure 4.20. A sequence of 5 × 32 inputs is fed

to the Transformer backend. The 6 layers which constitute the backend are identical to

the ones of [41], with S = 5, E = 32, P = 32, and H = 8. Finally, the output of the

encoder is fed to a dense layer which is used as a classifier, returning a prediction for

each time step.

Besides the changes in architecture, I down-sample the inputs by employing 1 sensor

and 246 range points instead of 2 sensors and 492 range points to reduce the total number

of operations without impairing accuracy.

4.4.7 Experimental Results

I will report the results of this new attention library on a Multi-Head Self-Attention

layer with H = 16, P = 64, E = 64, and S = 32. As benchmarking platforms, I always
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Figure 4.21: Performance description of baselines and proposed kernels on the three
different platforms. The x scales are different for each platform given the extremely
different upper limits.

use GAP8, STM32H7, and STM32L4. I set the operating frequencies of the GAP8,

STM32H7, and STM32L4 at 100 MHz, 480 MHz, and 80 MHz, with a corresponding

average power consumption of 51 mW, 234 mW, and 10 mW, respectively. I choose these

three operating points as they are the most energy-efficient ones according to [105].

4.4.7.1 Kernel performance

Column ‘My Work’ of Table 4.7 details the performance of the library on top of

the three MCUs. The layer analyzed with H = 16, P = 64, E = 64, and S = 32

has 0.48 MMAC and 262k parameters and thus fits the on-chip memory of all three

platforms. Overall, the library allows Attention layers to achieve performance compara-

ble to the best performing convolutional layers with both Instruction Set Architectures

(ISAs), reaching 11.29 MAC/cycle and 0.61 MAC/cycle on GAP8 and STM32H7, re-

spectively, compared to 12.86 MAC/cycle and 0.71 MAC/cycle for convolutions [105].

The benchmark layer runs on the three platforms in 929 kcycles, 59.4 Mcycles, 17.2

Mcycles, respectively, with a latency of 9.29 ms (GAP8), 35.77 ms (STM32H7), and

741.93 ms (STM32L4).

4.4.7.2 Comparison with the state-of-the-art

I also compare the deployment of a transformer architecture with state-of-the-art

CNN libraries, CMSIS-NN [33], and PULP-NN [25]. In particular, I exploit these li-

braries’ optimized Linear layer kernels as a base function for the matrix multiplications
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and projection layers, adding extra external loops, the SoftMax operator, and the mem-

ory marshaling operators.
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Figure 4.22: Parallelization of the attention layer with 1, 2, 4, and 8 cores on GAP8.

Fig. 4.21 depicts a detailed study on performance improvement of every single part

of the Attention layer. On the STM32L4, GAP8, and STM32H7, I obtain a speedup

of 1.8×, 2.1×, and 3.3×, respectively. However, the different sublayers demonstrate

different speeds-up on the three platforms. Starting from GAP8, the three different

components, Linear layers, matrix multiplications, and Softmax, demonstrate a speedup

of 1.7×, 2.0×, and 4.0×, respectively. These speedups are due to better data reuse and

the removal of reshaping layers. Furthermore, with the parallelization scheme on heads,

with each core taking care of a portion of the heads of the Multi-Head Attention, the

SoftMax execution can achieve a speedup of up to 8×. On the other hand, parallelizing

on S requires synchronization of all the cores after the computation of a single paral-

lelized sequence S of data. Fig. 4.22 details further the speedups on GAP8 of this library

compared to the PULP-NN baseline. While the baseline only achieves 4.73× speedup

with 8 cores compared to one, I can reach 7.16×, with an improvement of 1.51×.

On the STM32 platforms, the speedup is solely concentrated in Linear and ma-

trix multiplication layers. Remarkably, despite using the same ISA, a dramatically

higher speedup of 3.3× compared to 1.8× can be observed between the STM32H7 to

the STM32L4. This difference is mostly given by exploiting the dual-issue pipeline and

the cache refill on the H7. The kernels significantly boost data locality and reuse, al-

lowing for better cache utilization than the CMSIS-NN baseline. To confirm this fact,

disabling the caches reduces the relative speedup of the attention kernels compared to

the baseline from 3.3× to 2.4×.

4.4.7.3 TinyRadar Transformer performance

Finally, I briefly discuss the proposed TinyRadar Transformer architecture. I report

all accuracy values post-quantization at int8 precision. The transformer-based network

architecture achieves an accuracy of 77.15% on the TinyRadar dataset, outperforming
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Table 4.8: Performance of the proposed transformer architecture at fr = 100MHz
on GAP8 platform. Abbreviations: At.: Attention. FF: Linear layers in Transformer
backend.

PULP-NN + Reshape Our Work
CNN Att. FF CNN Att. FF

MACS [#] 1.87M 1.06M 185k 1.87M 1.06M 185k
Cycles 717.4k 261.6k 94.5k 717.4k 112.5k 94.5k
Lat. [ms] 7.17 2.62 0.95 7.17 1.12 0.95
E. [mJ] 0.37 0.13 0.05 0.37 0.06 0.05

the original architecture by 3.5% and a modified Temporal Convolutional Neural Net-

work (TCN) architecture by ∼5%.

Note that this is achieved with a small network since the TinyRadar Transformer

contains 263k parameters, which fits the L2 on-chip memory of GAP8. Tab. 4.8 reports

the network’s performance running on GAP8 at 100 MHz. The network achieves as low

as 9.24 ms latency and 0.47 mJ, 9.6×, and 6.3× lower than the original TinyRadarNN.

Specifically, using the new attention library together with DORY for tiling, I improve

the performance of the Attention part by 2.32×, with a 14% direct reduction of the

overall cycles of the network.



Chapter 5

Biosignal analysis with deep

neural networks on the edge

I present in this chapter two main applications of the ”technological” tools exposed

in the previous two chapters: the first is the heart-rate tracking based on DNN and the

second one is the application of transformers to sEMG-based gesture recognition.

5.1 Q-PPG: Energy-Efficient PPG-based Heart Rate Mon-

itoring on Wearable Devices

In this section, I will describe the application of the NAS and deployment algorithms

to heart rate tracking. In particular, I will show a Temporal Convolutional Network

which is optimized with both the NASes described to minimize the memory and amount

of operations weighted for the data type of tensors.

5.1.1 Q-PPG Exploration Flow

The design space exploration achieved through NASes offers various MAE and com-

putational cost trade-offs. The latter is measured in terms of trainable parameters or

operations per inference. The inputs of the flow I will present are a training dataset

containing PPG and inertial data associated with the corresponding HR label and a

so-called seed TCN. This “template” network is the one from which all output models

are generated through PIT and the channel-wise precision NAS. I successively applied

them in 2 phases:

116
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Figure 5.1: Proposed Q-PPG design space exploration flow.

1. Architecture Optimization: in this phase, I leverage PIT to trade off computational

cost and performance on the template TCN, searching for the optimal number of

filters for each layer.

2. Precision Optimization: in the second phase, starting from some of the points

found by PIT, I enrich the Pareto curve by applying different types of quantiza-

tion [81] to the weights and activations of the TCNs.

To reach state-of-the-art accuracy, I also apply a low-cost post-processing step to the

final TCNs. A high-level diagram of the entire flow is shown in Figure 5.1. Since its final

output is a set of quantized TCNs, I name this methodology Quantized-PPG (Q-PPG).

Notably, the lowermost part of the picture shows that the Q-PPG exploration has

to be performed only once for each seed model. Then, the user can pick one point

from the Pareto space if different hardware is involved. Specifically, the target platform

usually constrains the maximum memory available. Then, the most accurate Q-PPG

model that meets those constraints is selected and deployed. Therefore, generating an

entire family of models rather than a single one makes this methodology efficient and

flexible, enabling the deployment of optimized HR tracking solutions not only on a single

platform but also on other similar wearable-class systems.
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5.1.1.1 Input Data and Seed Network

The Q-PPG exploration phase and the training of the final TCNs use the same input

dataset, which is composed of raw sensor data gathered from the PPG sensor and a tri-

axial accelerometer. Training samples are partitioned in sliding windows of length T on

the four signals. Therefore, the TCNs take a 2-dimensional array of size (T, 4) as input.

The target output for training is the ground truth HR estimate, expressed as a scalar

real number in BPM. The task to be solved by the NN is indeed a regression problem,

i.e., the objective of the TCNs is to approximate the HR ground truth value. I use the

LogCosh loss function in all training runs to measure the error between the real and

predicted HR during training. Note that I verified that the LogCosh outperforms both

RMSE and MAE [106] as a loss function, favoring the convergence near the minimum,

thanks to its smoother behavior around that point.

The other fundamental input for the design exploration is the seed network. All

Q-PPG outputs are obtained starting from the seed, varying the number of filters (i.e.,

the structure) or the tensor precision to trade off computational cost and HR tracking

performance. In particular, the Architecture Optimization phase of Q-PPG tries to

reduce/simplify the seed while maintaining the MAE as low as possible. Therefore, for

the flow to cover a rather ample design space, the starting point should be a relatively

large and accurate TCN. Specifically, in this work, I used the same seed network used

in PIT, i.e., an adapted version of TEMPONet [34]. Compared to the original version,

the structure of TEMPONet widens the space explored by reducing the dilation and

increasing the number of channels.

Therefore, I first modified the network for compatibility: the number of input chan-

nels of the first layer is adjusted to 4 to match the number of features of the input

dataset. The last FC layer is modified to change the number of units to 1, as required

when performing a scalar regression task. Lastly, the dilation parameters of all convo-

lutional layers in TEMPONet have been set to d = 1, while the filter size K has been

increased to match the original receptive field. As said, I did these modifications to

improve the search space, which encopasses many combinations of K, d, and channels.

5.1.1.2 Architecture Optimization

This section describes how to use the different NAS tools to generate different TCN

architectures for HR tracking in the accuracy vs. complexity space. At the top of

Figure 5.1, I show the cascade of two different Neural Architecture Search (NAS) tools.

The first is called MorphNet [16] for the number of channels exploration, and the second
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is PIT. I use PIT to optimize only the d parameter in this exploration, while I do not

optimize d.

A summary of the functionality of the two tools used is shown in Figure 5.2. As

previously explained, before starting the search, the layers of the seed network are aug-

mented with the different sets of dedicated masks (αi and βi in the figure), each of which

multiplies a subset of the layer’s weights. βi masks are applied only to convolutions to

tune dilation, while αi masks control the number of channels.
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Figure 5.2: High-level scheme of the functionality of the two NAS algorithms used
for architecture optimization. Pooling and other layers are not shown for simplicity.

As shown in Figure 5.2 masks are forced to small values during training by adding

to the normal loss function Ltask (i.e., LogCosh for HR tracking) the additional reg-

ularization term Lcost explained in Sec. 2.2. The different Pareto points obtained in

the complexity versus HR tracking error are derived by tuning the constant λ, which

regulates the relative importance of the two loss terms.

Instead of solely using PiT, I first used Morphnet to tune the channels. As shown

in Figure 5.2, MorphNet [16] indeed masks all weights relative to the same convolution

output channel with one αi. In contrast, I use PIT [107] masks to only tune d. All

weights corresponding to the same time-step (and to all output channels) are multiplied

by one βi, with the effect of inserting “holes” in the convolution filters. To clarify the

masking process, all weights multiplied with α1 and β1 are coloured in red in Figure 5.2a

and 5.2b respectively. As shown, α1 is multiplied with all the weights of filter W1 (i.e.,

the filter that comprises weights used to derive output channel C1). In contrast, β1

is multiplied with the 1-indexed columns of all filters, assuming these are stored in

channel-major order. I suggest readers refer to Chapter 3 for the complete discussion of

these tools.
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Search Protocol I select MorphNet and PIT for the architecture optimization be-

cause both the number of channels and the dilation are key parameters that influence

the accuracy and complexity of TCNs [11]. In the experiments for this task, I found

empirically that running MorphNet first, followed by PIT, yields much better results

than the opposite ordering. This phenomenon happens because MorphNet operates in

a broader and more fine-grained search space since the possible channel combinations

are way more than the regular dilation values in a typical convolutional layer.

Given this observation, I used the following scheduling of algorithms. First, I apply

MorphNet to the seed network, with different regularization strengths (from λ = 10−6

to λ = 10−3). This results in a first Pareto frontier composed of TCNs with a different

number of channels and dilation fixed at 1. Then, I selected some key points from this

frontier: specifically, I took the two extremes of the curve (i.e., the TCN achieving the

minimum HR tracking error on the validation set and the one with the lowest cost), plus

two intermediate solutions to span the space homogeneously. In the second step, taking

these 4 networks as seeds for PIT, I repeated the training with different regularization

strengths (from λ = 10−9 to λ = 5 ·10−3). Consequently, the output of the MorphNet +

PIT chain includes 4 (in general, n) sets of TCNs, which are then combined to obtain the

final Pareto front. Each NAS execution is preceded by a warm-up phase and followed by

a fine-tuning, where only the weights of the seed/optimized TCN are trained to improve

the overall accuracy.

5.1.1.3 Precision Optimization

Starting from the architectures generated by the two cascaded NAS tools, I further

expand the solutions space by exploring the per-layer arithmetic precision of the TCNs.

The quantization technique I use is the same adopted in Sec. 4.2, which was shown to

maintain high accuracy even with sub-byte precision while also being hardware friendly.

Different from other techniques such as weight clustering [102], this method replaces all

floating point multiply-and-accumulate (MAC) operations required for inference with

integer MACs. With integer operations, the inference results in a more efficient execution

and enables the deployment of the resulting models on hardware without a Floating Point

Unit (FPU). The method implements a linear quantizer, which transforms each floating

point tensor t (of either weights or activations), with values in the range [αt, βt) into a

N -bit integer tensor t̂ as:

t̂ = round

(
t− αt

εt

)
(5.1)

where εt = (βt−αt)/(2
N − 1) is the smallest value that can be represented in the quan-

tized tensor. The entire inference is then performed using only integer data. Specifically,
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the accumulation of partial outputs is performed with int32 data so that no overflows

occur.

Note that every quantization algorithm can be applied to a NN either post-training [2]

or using quantization-aware training (QAT) [80, 81].

In Q-PPG, I use QAT, by means of EdMIPS [80], a tool that allows to simultane-

ously i) perform QAT and ii) search for the optimal trade-off between each layer’s data

format and the network’s final error. The basic principle of QAT is simulating the effect

of quantization (so-called fake quantization) during the forward pass of each training

iteration while maintaining floating point updates during back-propagation. Figure 5.3

illustrates the functionality of EdMIPS, which relies on a gradient-based optimization

method very similar to the one used by the two NASes described in Section 5.1.1.2. Note

that I decided to use EdMIPS and not the channel-wise precision search NAS since the

latter is more complicated and leads to a much bigger design space. On the other hand,

to demonstrate the applicability of the tools to real-life problems, using EdMIPS already

shows a big improvement and an extended trade-off between accuracy and performance.
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Figure 5.3: EdMIPS flow for arithmetic precision optimization.

Using EdMIPS, all convolutional and FC layers in the network are replaced by meta-

layers, identical in terms of the executed operation, but whose weights are obtained as

combinations of fake-quantized tensors with different precision. For instance, the 1D-

convolution equation is changed to:

ym
t =

K−1∑
i=0

Cin−1∑
l=0

xl
t s−d i · Ŵ

l,m
i (5.2)

where:

Ŵ =

P−1∑
p=0

Wqp · γp (5.3)
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and P is the number of different precision formats considered. Wqp is the tensor of fake-

quantized weights using the p-th precision, and γp is a trainable coefficient associated

to it. For instance, if I consider int2, int4, and int8 formats, then Ŵ = Wqint2 ·
γint2 + Wqint4 · γint4 + Wqint8 · γint8. All fake-quantized tensors are obtained from

a single, shared set of floating point weights Wfp2. A similar transformation is also

applied to the outputs of the layer to search for the optimal quantization format for

activations. Specifically, the output of the meta-layer is obtained by combining fake-

quantized activations as follows:

y =
P−1∑
p=0

ŷp · δp. (5.4)

As for all NAS approaches described, γ and δ coefficients are then trained together with

the network weights, adding a secondary loss Lcost that takes into account the cost of

each data format. The training algorithm then assigns a more significant coefficient to

the fake-quantized tensor, offering the best trade-off between cost and performance.

Search Protocol Within Q-PPG, I apply EdMIPS with the following strategy. First,

I perform a uniform quantization, i.e., using the same bit-width for all tensors (P = 1),

to the entire set of TCNs obtained in the architecture optimization phase. I then repeat

the QAT with different formats, namely int2, int4, and int8, which are those supported

by the backend TCN inference library available for the target hardware [2]. Next, to

explore all the possible trafe-odds, I use the tool to search for the best bit-width for each

tensor, exploring so-called mixed-precision networks [80].

5.1.1.4 Post-processing

The last component of the complete chain of transformation applied is a post-

processing step used at runtime to the output of the optimized TCNs. This step is

orthogonal and independent of the design space exploration described above. It is moti-

vated by the fact that data-driven models such as TCNs, while very accurate on average,

may sometimes incur significant and unpredictable errors, primarily when the processed

inputs differ significantly from those seen in the training phase. Specifically, the human

heart rate dynamics impose an upper bound on the reasonable variation of the estimate

over time in normal conditions. Therefore, when performing continuous HR tracking

(e.g., every 2s in the experiments described in Section 5.1.2), a single TCN prediction

that differs significantly from all its predecessors is likely due to an error of the model.
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Figure 5.4: HR tracking obtained with the best performing Q-PPG output TCNs
before and after post-processing on the subject n.3 of the Dalia dataset.

Based on these considerations, the used post-processing applies a simple filtering,

where the latest TCN prediction HRn are compared with the average of the previous

N=10, En,N = E[HRn−1, ...,HRn−N ]. If the difference between these two values is

larger than a threshold Pth, the estimate is clipped to HRn = En,N ± Pth.

5.1.1.5 Fine-Tuning

In one of the experiments, I also considered partially personalized per-subject models

instead of population ones. Specifically, after training the models with data of subjects

not included in the test-set, I apply a further fine-tuning step with a lower learning

rate, using the initial 25% of the data relative to the subject under test. The MAE is

then computed on the remaining 75% of the data. I applied this technique to match

state-of-the-art results and show the improvements on top of them.

5.1.2 Results

In this section, I present experimental results to demonstrate the effectiveness of the

proposed methodology for building accurate yet efficient HR tracking solutions based on

TCNs. Specifically, Section 5.1.2.1 describes the training protocol. Section 5.1.2.2 shows

the results of the architecture optimization phase of the flow, which is a set of TCNs with

different error and complexity characteristics but still using a floating point data format.

These networks are then compared with the state-of-the-art in Section 5.1.2.3, since all

existing algorithms tested on PPG-Dalia use float data. Next, Section 5.1.2.4 shows how

the error and complexity results change after the precision optimization phase. Lastly,

Section 5.1.2.5 reports the memory footprint, energy consumption, and latency obtained
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deploying some of the final Q-PPG outputs on the platform described in Section 2.3.

The proposed flow and all TCN training codes are implemented in Python 3.6. To deploy

TCNs on a STM general purpose MCU, I use the open-source Cmix-NN inference library

for ARM processors presented in [2], which supports mixed-precision layers with int2,

int4 and int8 formats for weights and activations.

5.1.2.1 The PPG-Dalia Dataset

As a dataset, I used the previously introduced PPG dataset for motion compensation

and heart rate estimation in Daily-Life Activities (PPG-Dalia) [36]. I validate all models

following the cross-validation protocol proposed in [36], denoted as Leave-One-Session-

Out (LOSO) cross-validation, where the 15 subjects are organized in four randomly

picked data folds. Three folds are used as the training set, while the remaining one

is subdivided to form the test set, composed of a single subject and the validation

set. Fifteen training iterations are then performed, each with a different test subject,

ensuring that its input data are never used to train the model tested on it.

I also compare Q-PPG solutions against both classic and DL methods that have been

tested on the same dataset, taking their results directly from the original papers. When

analyzing MCU deployments, I consider a real-time constraint of 2s per inference, equal

to the time shift between two consecutive samples in the dataset, following previous

work [36, 108].

5.1.2.2 Architecture Optimization Results

Figure 5.5 reports the first obtained results thanks to the architecture optimization

phase. Specifically, it shows (in green) the Pareto frontiers defined by the different TCN

variants discovered by Q-PPG, changing the regularization strength of the two NAS

algorithms. Results are reported as MAE versus the number of trainable parameters

and MAE versus the number of operations. They include the effect of the runtime post-

processing described in Section 5.1.1.4. Note that these models are still not quantized;

therefore, all the tensors are in floating-point format.

Besides the outputs of the complete flow, four other results are reported for com-

parison. The black diamond and triangle correspond respectively to the original TEM-

PONet, with the dilation of convolutional layers set as in [34], and to the TEMPONet

variant with all dilations set to 1, which corresponds to the input seed of Q-PPG. Com-

paring these two points with the green curve clearly shows that: i) using a hand-tuned

TCN initially designed for another task, such as TEMPONet, would be suboptimal, and
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Figure 5.5: Architecture optimization results in the MAE versus n. of parameters
and MAE versus Millions of Operations (MOPs) planes. The curve labeled “MN-PIT”
corresponds to the sequence of MorhpNet (MN) and PIT used in the proposed Q-PPG
flow.

ii) the two NAS algorithms can simultaneously improve the HR tracking performance

of the seed, while also dramatically reducing its complexity.

The other curves reported in Figure 5.5 show the results of the isolated application

of the two NAS algorithms. The blue points refer to the application of MorphNet (MN)

to TEMPONet with hand-tuned dilation. Orange points, instead, correspond to the

application of PIT alone, using the TEMPONet variant with d = 1 as seed. Comparing

these curves with the one with points obtained after applying both NASes shows that

it is almost always superior to apply both than to apply only one. In fact, the global

Pareto frontier (gray dashed line) is almost always overlapped with the output of the two

NASes search. For instance, MorphNet alone can explore a vast space of solutions by

tuning the number of channels in each layer but is forced to use sub-optimal hand-tuned

dilation values.
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Overall, the automatic design space exploration technique proposed in this thesis can

span more than two orders of magnitude, both in terms of TCN parameters (3.5k-269k)

and OPs (0.1M-17.5M), despite starting from a single seed TCN. The most accurate

model obtained achieves an MAE of just 4.36 BPM while requiring around 269k pa-

rameters and 17.5M OPs. On the other hand, by only using Morphnet, the best MAE

obtained is 4.88 BPM ( +0.52 BPM), with a similar number of parameters (230k) and

operations (12M). Noteworthy, increasing the number of parameters from 3.5k up to 30k

leads to improving the MAE from 6.5 BPM to 4.55 BPM. This huge improvement indi-

cates that the NAS-based flow finds near-optimal models with relatively few parameters,

increasing the accuracy for each new parameter added.

5.1.2.3 State-of-the-art comparison

Figure 5.6 compares the searched models (green) with state-of-the-art algorithms,

including both classical and deep learning solutions (blue and red points, respectively), in

the MAE versus the number of operations space. For Q-PPG, I report the entire Pareto

frontier of TCN architectures, i.e., the same points plotted in the lowermost graph of

Figure 5.5. The comparison is made with the state-of-the-art considering floating point

models. The details of the cross-validated MAE results for each of the 15 PPG-Dalia

subjects are reported in Table 5.1. For works proposing multiple models (ours and

DeepPPG [36]), the table reports the results of the most accurate one. Q-PPG results

are reported both with and without post-processing.



Biosignal analysis with deep neural networks on the edge 127

T
a
b
le

5
.1
:
C
om

p
ar
is
o
n
w
it
h
st
a
te
-o
f-
th
e-
a
rt

P
P
G
-b
a
se
d
H
R

m
o
n
it
o
ri
n
g
a
lg
o
ri
th
m
s.

S
1

S
2

S
3

S
4

S
5

S
6

S
7

S
8

S
9

S
10

S
11

S
12

S
1
3

S
1
4

S
1
5

M
ea
n

C
la
ss
ic
a
l
M

o
d
e
ls

S
ch
ac
k
20

17
[1
09

]
33

.1
27

.8
18

.5
28

.8
12

.6
8.
7

20
.6
5
21

.8
22

.3
12

.6
21

.1
22

.8
2
7
.7

1
2
.1

1
6
.4

2
0
.5

S
p
aM

aP
lu
s
[1
10

]
8.
86

9.
67

6.
40

14
.1
0
24

.0
6
11

.3
4
6.
31

11
.2
5
16

.0
4
6.
17

15
.1
5
12

.0
3
8
.5
0

7
.7
6

8
.2
9

1
1
.0
6

T
A
P
IR

[1
08

]
4.
50

4.
50

3.
20

6.
00

5.
00

3.
40

2.
80

6.
30

8.
00

2.
90

5.
10

4.
70

3
.1
0

5
.0
0

4
.1
0

4
.5
7

C
u
rT

oS
S
[1
11

]
5.
40

4.
30

3.
00

8.
00

2
.2
0
2
.8
0
3.
30

8.
50

12
.6
0
3.
60

3.
60

6.
10

3
.0
0

5
.5
0

3
.7
0

5
.0
4

D
e
e
p

L
e
a
rn

in
g
M

o
d
e
ls

D
ee
p
P
P
G

[3
6]

7.
73

6.
74

4.
03

5.
90

18
.5
1
12

.8
8
3.
91

10
.8
7
8.
79

4.
03

9.
22

9.
35

4
.2
9

4
.3
7

4
.1
7

7
.6
5

N
A
S
-P

P
G

[1
12

]
5.
46

5.
01

3.
74

6.
48

12
.6
8
10

.5
2
3.
31

8.
07

7.
91

3.
29

7.
05

6.
76

3
.8
4

4
.8
5

3
.5
7

6
.0
2

O
u
rW

or
k
,
B
es
t
M
A
E

4.
29

3.
62

2.
44

5.
73

10
.3
3
5.
26

2
.0
0
7.
09

8.
60

3.
09

4.
99

6.
25

1
.9
2
3
.0
2

3
.5
5

4
.8
1

+
P
os
t-
P
ro
ce
ss
in
g

3.
78

3.
36

2
.3
3
4.
84

9.
95

4.
38

2.
20

5.
88

7.
59

2
.7
4
4.
55

5.
20

2
.1
4

2
.9
9
3
.4
7

4
.3
6

+
F
in
e-
T
u
n
in
g

3
.2
5
2
.5
5
2.
66

4
.2
1
5.
41

4.
11

2.
06

5
.0
7
7
.1
5
3.
04

3
.0
7
3
.3
9
2
.1
3

3
.1
3

2
.9
6

3
.6
1



Biosignal analysis with deep neural networks on the edge 128

M
A

E
 [

B
P

M
]

Complexity [OPs]

SpaMAPlus

CurToSS

DeepPPG

TAPIR

Schack2017

NAS-PPG

DeepPPGDeepPPG

Figure 5.6: Comparison with state-of-the-art algorithms in the MAE versus number
of operations space.

As shown, Q-PPG significantly outperforms all previous solutions based on deep

learning. Compared to DeepPPG, the first approach introducing DL for HR, even with

the simplest model, I achieved better performance (6.07 vs. 7.65 BPM) and a striking

7572× reduction in complexity. Compared to the recent NAS-PPG, the same Q-PPG

model obtains comparable MAE (6.07 vs. 6.02 BPM) with 88.4× fewer operations.

Moreover, the best Q-PPG model obtains an MAE that outperforms all the previous

state-of-the-art methods for this dataset, including TAPIR [108], although at the cost

of higher complexity, achieving an average error of just 4.36 (vs. 4.57) BPM. TAPIR

is not dominated in the Pareto sense due to its low theoretical complexity. However,

it is essential to note that the hand-tuning of the parameters strongly influences this

method. Indeed, TAPIR performs poorly with slight parameter modifications and needs

different parameter tuning for different datasets as for other classical methods.

Looking at Table 5.1, it is evident that the best TCN performance is strongly im-

paired by subject 5. This is because this subject’s record contains very high HR val-

ues, rarely encountered in training data, which are badly predicted by data-driven ap-

proaches. Applying the fine-tuning step described, the MAE of the best Q-PPG model

further reduces to just 3.61 BPM, given that the MAE of Subject 5 decreases from

9.95 to 5.41 BPM. Overall, fine-tuning improves the performance of other 10 out of 14

subjects.
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5.1.2.4 Precision Optimization

Figure 5.7 shows how the MAE versus model size results change when applying

different types of quantization to Q-PPG models, enlarging the exploration space. Note

that the x-axis of the curve now reports the model size in bytes rather than the number

of parameters, and the dark green curve corresponds to the one in the topmost graph of

Figure 5.5. The graph reports all the results obtained with uniform and mixed-precision

quantization.
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Figure 5.7: MAE versus memory occupation of Q-PPG TCNs quantized with different
data formats.

A first important observation is that uniform int8 quantization incurs minimal MAE

degradation, as shown by the similar shapes of the dark green and blue curves, despite

reducing a factor of 4 in model size. Furthermore, both sub-byte uniform quantization

(int4 and int2) and mixed precision have solutions that fall on the global Pareto frontier,

demonstrating that all formats are practical in different regions of the design space.

Thanks to quantization, the range of model sizes obtained reaches 3 orders of magnitude,

from around 1MB (most giant float TCN) to less than 1kB (smallest int2-quantized

TCN), with MAE values ranging from 4.36 to ≈20 BPM.

The figure also reports, in the form of vertical dashed lines, the constraints imposed

by the Flash memory available in 3 different commercial MCUs. The rightmost line

corresponds to the target platform employed (the STM32WB, with 1MB of Flash),

whereas the other two correspond, from right to left, to a MKV4 MCU from NXP,

based on a Cortex-M4 with 128kB of Flash [113] and to the STM32L031F4, equipped
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with a Cortex-M0+ and 16kB of Flash [114]. Typically, an MCU installed on a wearable

device has to store the code and data for multiple applications in Flash. Since the specific

application set varies from product to product, I assumed that 50% of the total Flash

could be devoted to storing the TCN. While the actual constraint may differ in practice,

this is just an example to demonstrate a valid principle in general. Once the constraint

is defined, picking the best Q-PPG model for given hardware reduces to finding the most

accurate Pareto point which respects the constraint. In particular, on the STM32WB I

fit the most accurate quantized model overall, which requires ≈412 kB of memory, and

achieves an MAE of 4.41 BPM.

5.1.2.5 Deployment Results

In this section, I discuss the results obtained deploying three representative TCNs

obtained with Q-PPG on the wearable device described in Sec. 2.3.1. Specifically, I

deployed the smallest networks with less than 8 BPM and 5 BPM of MAE, (Q-PPG-S

and Q-PP-M, respectively), as well as the most accurate of all quantized networks (Q-

PPG-L). All deployments have been performed using the Cmix-NN layers library [2],

which has been adapted to support 1D convolutions with dilation.

The memory occupation, latency, and energy consumption of the three networks for

a single inference are reported in Table 5.2, which also shows the type of quantization

used by each of them. As expected, smaller models are associated with a larger MAE.

However, Q-PPG-M achieves better latency and energy results with respect to Q-PPG-S.

This is because Q-PPG-M also includes int8 layers, which have higher performance than

int4 in Cmix-NN, since the latter require more complex packing/unpacking operations

to match the bit-width of Cortex-M vector ALUs. Interestingly, Q-PPG-M trades-off

just 0.23 BPM of MAE for a 36.2× (34.2×) memory (energy) reduction compared to

Q-PPG-L.

Table 5.2: Deployment of different Q-PPG networks on the STM32WB55 using Cmix-
NN layers [2].

Model Memory [B] Latency Energy MAE

Q-PPG-S (int4) 1866 71.6 ms 1.79 mJ 7.73 BPM
Q-PPG-M (mixed) 11388 55.7 ms 1.39 mJ 4.64 BPM
Q-PPG-L (int8) 411997 1.90 s 47.65 mJ 4.41 BPM

To compute the power consumption of the entire wearable platform, I also charac-

terized the two sensors (PPG and accelerometer) and the MCU during data gathering,

data communication, and inference, as shown in Table 5.3. This is useful to understand

how much different networks can impact the total energy consumption of the application
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Table 5.3: Energy consumption of the three main components of the system during
in phases.

MAX30101 [mW] LSM6DSM [mW] STM32WB [mW]

Inference 5.5 [18.0%] 0.03 [0.1%] 25.0 [81.9%]
Data Comm. 5.5 [28.6%] 0.03 [0.2%] 13.7 [71.2%]
Data Gath. 5.5 [99.3%] 0.03 [0.5%] 0.008 [0.2%]

STM32WB

11 mJ

2.22 mJ
0.06 mJ

0.06 mJ
0.06 mJ

11 mJ

11 mJ

1.83 mJ

48.0 mJ

MAX30101 LSM6DSM

Q-PPG-S Q-PPG-M Q-PPG-L

Figure 5.8: Break-down of the energy consumed in the 2s between two successive HR
estimations, including data communication, algorithm execution, and waiting time for
new data.

running on the edge. The STM32WB stays in Stop mode (0.008mW power) between the

end of the computation and the moment in which the next window of data is ready to

be acquired (gathering phase). After that, it goes in Idle mode (13.7mW power) during

the data communication phase, enabling only the DMA and the SPI/I2C peripherals.

Lastly, it goes in Active mode (25.0mW power) only to perform inference. Note that

during the data gathering phase, the power consumption is strongly dominated by the

MAX30101 power. However, I do not focus on power-saving techniques for the system’s

sensing parts but only on the minimization of the signal analysis part.

Figure 5.8 reports the energy breakdown of the system in a 2s window (the interval

between two HR predictions) for the three networks of Table 5.2 chosen for deployment.

SPI/I2C data acquisition and DMA transfers from peripherals to main memory require

15.4ms for both the PPG signal and the acceleration (considering a sampling rate of

32Hz), leading to stable energy consumption of 11 mJ and 0.06 mJ, respectively. Con-

versely, the execution time for inference ranges from 71.6 ms to 1.9 s, always meeting the

real-time constraint of 2s. In particular, by using the Q-PPG-L network as a predictor,

I obtained an energy consumption of 48.0 mJ, which is 81.3% of the total consumption

of the system. On the other hand, trading off a bit of performance for a lighter network,

using the Q-PPG-M network, the energy consumption for inference falls to just 1.83 mJ,

which is only 14.1% of the total.
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5.2 Bioformers: Embedding Transformers for Ultra-Low

Power sEMG-based Gesture Recognition

In this section, I will describe a second application of DNNs to bio signals. In details,

I will show the application of attention kernels deployed with DORY on GAP8 to the

Bioformer, an architecture designed for gesture recognition using surface EMG data.

This paragraph deeply describes Bioformer, a Vision Transformer (ViT) [41] in-

spired architecture, thought to significantly reduces the computation complexity for

sEMG-based gesture recognition while reaching an accuracy comparable with the state-

of-the-art. Simultaneously, I also show a new pre-training protocol to feed more data

to the transformer for gesture recognition, inspired by the pre-training of recent ViT

architectures.

5.2.1 Bioformer: Network Topology

The network analyzed comprises three modules. First, the input signal is projected

onto a space of dimensions N × 64 using a 1D-convolutional layer. I use padding = 0

and stride equal to the filter dimension to aggregate non-overlapping windows of the

input signal. Similarly to what is done in ViT for images, the idea is to create a

series of N tokens of dimension 64 that encode the input information. This 1D layer

creates 1D temporal patches, similar to the image patches of ViT. I tested [1, 5, 10,

20, 30] for the filter dimension. Note that the higher the dimension, the smaller the

number N of produced tokens (and therefore, the lower the complexity of the following

attention blocks), but the higher the information fused in a single layer. Compared

to standard transformers [40], tuning the dimension of this first layer increases the

architecture’s flexibility, allowing for a trade-off between the total number of operations

and the accuracy.

After this small block, the output is processed by the self-attention section. In the

rest of the section, I focus on two variants of the Bioformer architecture, both of which

exhibit good accuracy on sEMG-based gesture recognition. The parameters of the two

networks are all identical except for the number of heads and the number of layers

(depth). The first network comprises one attention layer with eight heads, while the

second consists of two attention layers with two heads each. These two parameters have

been chosen after performing a grid search on depth ∈ {1, 2, 3, 4} and heads ∈ {1, 2,
4, 8}. I chose the architectures with the best trade-off of accuracy vs. parameters. The

hidden space has dimension 128, while each head has a size P of 32. Similarly to [41], a

”class token” is concatenated after the QKV projection step, adding one sample to the
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Figure 5.9: In the upper part, the basic MHSA layer used inside the architectures. In
the lower part, the two Bioformers architectures that I propose as benchmarks.

sequence length ((N +1)× 64). Noteworthy, these layers are much smaller compared to

the state-of-the-art TEMPONet [34], which is constituted by a total of 9 convolutional

layers and three fully connected layers. This dissimilarity demonstrates the attention

layers’ higher symbolic power than classical convolutions in gesture recognition. The

final step takes the output ”class token” and applies a linear layer with nine neurons per

gesture. The SoftMax operator provides the probability for each gesture. Opposite to

sequence-to-sequence transformers, where the output takes into account all the output

tokens, the class token can be seen as the one that pays attention to the relevant elements

in the sequence for the classification.

The lower section of Fig. 5.9 summarizes these two network architectures.

5.2.2 Bioformer: Training

Regardless of the employed dataset, the standard training for sEMG gesture recog-

nition is subject-specific, given that the movements and muscle contractions associated

with different gestures can differ significantly from one subject to another [34, 39]. On

the other hand, it is known that performing a pre-training step on data similar to the

ones used for the final training is highly beneficial for DL models, and in particular,

for Transformers [12]. For instance, many state-of-the-art image recognition networks
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do not perform single-stage training but go through pre-training on the extended Im-

agenet dataset before fine-tuning the target dataset. The Imagenet pre-training allows

the network to start the ”real” training from a set of good weights and a non-random ac-

curacy. Similar pre-training + fine-tuning protocols are key elements of most successful

transformer models, e.g., in NLP [12, 13].

Based on these assumptions, this work introduces a new two-step training procedure

for sEMG-based gesture recognition. Compared to the standard approach, I first per-

form an inter-subject pre-training, in which data relative to all subjects available in the

training dataset is employed. Then, I proceed with subject-specific fine-tuning, common

to all state-of-the-art approaches. Despite the task being strictly subject-dependent, one

can intuitively imagine that the sEMG signal features useful for gesture classification

should be similar for all patients. Indeed, using this protocol, I observe that feeding

more data is beneficial for accuracy. With this training, I demonstrate higher accuracy

on state-of-the-art networks and the new transformer. To clarify better this proposed

protocol, I report below the training procedure that I use for subject 1 of the 10-subject

Ninapro DB6 training dataset. First, I train the network for 100 epochs with data from

patients 2-10, excluding subject 1, on which I want to test the final model. In this

step, the model adjusts the weights to extract general features associated with different

hand gestures. Then, I perform 20 epochs of fine-tuning using only the training data

of subject 1. During this fine-tuning, the recording sessions of the patients are sepa-

rated between train and test set, following the classical sequential training protocol used

by other state-of-the-art approaches for this task, which mimics a real scenario, using

sessions 1-5 for training and 6-10 for testing.

For the parameters during the pre-training step, I use Adam optimizer with a linear

warmup of the learning rate from 1e-7 to 5e-4; for the fine-tuning stage, a fixed learning

rate of 1e-4 is used, with a reduction of 10× after 10 epochs.

5.2.3 Experimental Setup & Dataset

To validate this new architecture, I employ the public sEMG-based hand gesture

recognition dataset called Non-Invasive Adaptive hand Prosthetics Database 6 (NinaPro

DB6) [115], which has been explicitly realized to investigate the degradation of sEMG-

based hand gesture recognition accuracy over time. The dataset includes 10 non-amputee

subjects (3 females, 7 males, average age 27± 6 years) who have been asked to undergo

10 gathering sessions. The 10 sessions are distributed over 5 days, one in the morning,

one in the afternoon, each including 12 repetitions of the gestures for each patient. The

gestures considered include the rest position and seven grasps, covering hand movements



Biosignal analysis with deep neural networks on the edge 135

6 7 8 9 10
Testing Sessions [#]

58%
60%
62%
64%
66%
68%
70%
72%

Ac
cu

ra
cy

 [
%

]

Bioformer (h=2,d=2) Pre-Training
Bioformer (h=8,d=1) Pre-Training
TEMPONet Pre-Training

Bioformer (h=2,d=2)
Bioformer (h=8,d=1)
TEMPONet

Figure 5.10: Performance variation on the different testing sessions.

typically done during daily activities. Each grasp repetition lasts approximately 6s,

followed by 2s of rest. The array of sensors is composed of 14 Delsys Trigno sEMG

Wireless electrodes placed on the high half of the forearm, simulating the amputation of

the lower half of the forearm. Each sensor gathers the data at a sampling rate of 2 kHz.

The dataset is divided into windows of 150 ms (i.e., 300 samples) with a slide between

them of 15 ms. Network training is performed on steady gestures, which is done by

removing contraction transients: this means that the first and last 1.5 s of each motion

is discarded.

For training and validating the model using floating-point (fp32) arithmetic, I em-

ployed Python3.7 together with Pytorch1.8.1. I then perform a few epochs of quanti-

zation aware training (QAT) to shift from fp32 to integer (int8) arithmetic. I follow

the steps described in the previous Sec. 4.4. Finally, I deployed the resulting quantized

models on the GAP8 MCU, using the optimized kernels described in Sec. 4.4.

5.2.4 Experimental Results

In this section, I first demonstrate the performance of the Bioformer on the Ninapro

DB6. Then, I perform an ablation study to demonstrate i) the pre-training impact on

the Bioformer (h = 8, d = 1) and ii) the influence of the filter dimension of the initial

convolutional layer on the complexity and on the accuracy of the different architectures.

Finally, I discuss the deployment results of the different architectures.
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5.2.4.1 Ninapro DB6 benchmark

Fig. 5.10 reports the accuracy of two Bioformers and of the state-of-the-art TEM-

PONet [34]. Each point corresponds to one of the five testing sessions, and the reported

accuracy is the average across patients. Higher session numbers correspond to tests far-

ther in time from the training period. The two Bioformers are composed of a different

number of heads and layers. Compared to the reference TCN, the Bioformers achieve

slightly lower accuracy both with and without pre-training. Bioformers without pre-

training achieve a 2.7%-3.9% lower accuracy on average. However, the accuracy differ-

ence w.r.t. TEMPONet decreases for sessions that are farther in time from the training

and, therefore, more dissimilar. In particular, the h=8, d=1 Bioformer outperforms

TEMPONet on testing session 10 (+ 0.48%). This result suggests that Transformers,

thanks to the capability of extracting meaningful features, are more prone to well gener-

alize on more dissimilar data, a key factor for a task where the data can shift over time.

Also, note that the application of pre-training is beneficial both for the proposed Bio-

formers and for TEMPONet. However, the accuracy difference between the two types of

models decreases, confirming the superior capability of Transformer-based architectures

to benefit from large datasets during training. In the different sessions, I observe an

average gain of 3.39%, 2.48%, and 1.80% for Bioformer (h=8, d=1), Bioformer (h=2,

d=2), and TEMPONet, respectively.

Overall, the best architecture (i.e., the one with 8 heads) achieves an average 65.73%

accuracy, which is 0.73% better than the previous state-of-the-art TEMPONet, and

1.07% lower than the new pre-trained TEMPONet.

5.2.4.2 Ablation Study: pre-training & Patch Dimension

In this paragraph, I detail i) the benefit of applying the new training approach and

ii) the impact of the filter dimension of the initial 1D convolutional layer in Bioformers.

Fig. 5.11 details the performance change between standard and two-step training for

each subject. Note that the most significant advantages are obtained for subjects with

lower accuracy before pre-training. On subjects whose starting accuracy is lower than

60%, the average accuracy improvement is 6.33%, while on the other five subjects, it is

just 0.45%, leading to an overall average gain of 3.39%. Solely, Subj.6’s accuracy gets

worse with the new proposed training. This degradation could be caused by the lower

learning rate used in the subject-specific fine-tuning that does not allow the network to

converge to the global minimum. This result demonstrates that even tiny transformers

can be beneficial, given their optimal deployment on the hardware and the possible high

accuracy that could be reached thanks to the extensive dataset used for pre-training.
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Figure 5.11: Accuracy per subject with intra- and inter-patient training data.
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Figure 5.12: Performance using [1,30] filter dimensions for the front-end convolutional
layer. Increasing the filter dimension reduces both the number of parameters and the
number of operations.

In Fig. 5.12, I show the impact of the filter dimension of the first convolutional

layer. Remember that a more comprehensive filter implies a smaller input signal for the

attention block. Each solid line represents a Bioformer on which I applied the two-step

training (pre-training and fine-tuning), whereas the dashed lines correspond to networks

trained with the standard procedure. For most models, a filter dimension equal to 10

results in the best accuracy, despite its lower complexity compared to 1 and 5 (the

resulting input sequence length is 30 instead of 60 and 300 for filter sizes 5 and 11,

1When a filter size of 1 is applied, the 1D-convolutional layer becomes a fully-connected embedding
layer.
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Figure 5.13: Accuracy vs parameters.
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Figure 5.14: Accuracy vs MAC operations.

respectively). Furthermore, despite the resulting lower accuracy, increasing the filter

dimension beyond 10 can be beneficial from the deployment point of view, given the

reduction in the algorithm’s complexity, whose number of operations depends almost

linearly on the sequence length. For instance, changing dimension from 10 to 20 on the

Bioformer with 8 heads and a depth of 1 only causes a drop of 1.70% of accuracy while

reducing the total number of operations by a factor 1.93× and the energy by 2×.

5.2.4.3 Deployment on GAP8

Fig. 5.14 and Fig. 5.13 show the Bioformer architectures and TEMPONet in the

N. of Operations versus accuracy and N. of parameters vs. accuracy planes. While

the pre-trained TEMPONet reaches the highest accuracy, all other Pareto points are

populated by Bioformers. The different points plotted for the same Bioformer refer
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Table 5.4: Performance of the quantized Pareto architectures on the GAP8 MCU.
Bio1 corresponds to Bioformer (h=8, d=1), Bio2 to Bioformer (h=2, d=2).
Abbreviations: Lat.: latency, E.: energy, Q.Acc.: quantized accuracy.

Network Memory MMAC Lat.[ms] E.[mJ] Q. Acc.

MCU: GAP8, 100 MHz @ 1V, 51 mW

Bio1, wind=30 110.8 kB 1.2 1.03 0.052 61.09%
Bio1, wind=20 102.1 kB 1.7 1.37 0.070 63.14%
Bio1, wind=10 94.2 kB 3.3 2.72 0.139 64.69%
Bio2, wind=30 92.2 kB 1.0 1.55 0.079 60.19%
Bio2, wind=10 78.3 kB 2.5 4.82 0.246 62.43%

TEMPONet [34] 461 kB 16.0 21.82 1.11 61.00%

to different filter sizes of the initial 1D Convolutional layer. In the complexity versus

accuracy space, I identified two key architectures of Bioformers. The most accurate

model (h=8, d=1, filter = 10) outperforms the state-of-the-art TEMPONet and is only

1.07% less accurate than the pre-trained TEMPONet, but shows an impressive 4.9×
operations reduction. Instead, the lightest Bioformer (h=2, d=2, filter = 10) on the

Pareto frontier reduces the required number of operations of an additional factor 3.3×
(16.17× lower than TEMPONet), at the cost of a further 4.47% accuracy drop.

The results of deploying some of these Pareto architectures on GAP8 are shown in

Table 5.4. Note that the accuracy of these models, as reported in Table 5.4, is the one

obtained after the quantization-aware fine-tuning.

After quantization, the most accurate model yet achieves 64.69% accuracy, consum-

ing an impressively lower 8.0× energy compared to TEMPONet (always considering the

same 51 mW of power consumption reported for GAP8 at 100 MHz). This model can

also fit a smaller MCU since it only requires 94.2 kB.

The Bioformer with the lowest latency further reduces the energy compared to TEM-

PONet by 17.3×, with an accuracy reduction of only 3.60% and a comparable memory

footprint (110.8 kB). Considering this last model, a 150 ms window classified every 15

ms costs 52 µJ and has a latency of 1.02 ms, while for the remaining time, the GAP8

SoC only collects data. In this step, I can consider idling the 8-core cluster using its

embedded hardware synchronization unit [116] and therefore reduce the power consump-

tion to only the 10 mW of the FC, yielding an average power consumption over time of

as low as 12.81 mW.



Chapter 6

Conclusions

This thesis showed a complete flow for a generic application, from optimizing the

topology to deploying the network on MCUs. In the last chapter, this flow is applied to

two bio-inspired tasks, showing how I improved the state-of-the-art performance thanks

to the tools presented.

In Chapter 3, I showed a new NAS algorithm, Pruning in Time (PIT). This NAS

is optimized for TCNs and can explore a vast, fine-grained search space of architectures

with low GPU memory requirements. PIT is the first DMaksingNAS tool that explicitly

targets the 1D convolutional networks, targetting both the receptive field and the dilation

of all network layers. My thesis demonstrates that PIT can find improved versions of

state-of-the-art TCNs, with a memory compression of up to 8.03× (90.8×) and a latency

and energy reduction of up to 5.45× (19.6×) without (with a reasonable) accuracy drop

on four different benchmarks regarding classification or regression of time-series. After,

I introduced a second algorithm, which in turn targets the optimization of the data

format of each tensor inside the network. Noteworthy, these two tools can be combined

or applied individually. Compared to the existing state-of-the-art algorithm, this tool

is particularly innovative in the granularity of precision assigned. The number of bits is

not assigned at the granularity of the layer. Instead, every single filter from a layer can

assume a different number of bits. To improve both these NASes and generic Dmasking

NASes that targets edge deployment, I finally depict a new formulation of the loss that

lets them find optimal trade-offs between accuracy and inference complexity under fixed

memory constraints.

In Chapter 4, I described DORY, a new tool to deploy the optimized DNN architec-

tures on low-power MCUs. DORY, Deployment Oriented to memoRY, unburdens the

programmer from the manual optimizations of neural networks on end nodes. DORY

obtains near-optimal tiling in DNNs layers on architectures with three and two memory

140
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levels by combining constraint programming with a set of target-aware heuristics that

exploit the target architecture’s potential performance, even under stringent memory

constraints. I showed its applicability by deploying different neural networks on GAP8,

an MCU characterized by a three-level memory and a general-purpose accelerator. I

demonstrate 12.6× higher energy efficiency and 7.1× higher performance compared to

the industry-standard STM32H743 and up to 26.6% end-to-end inference improvement

compared to the proprietary tool from GWT. These results show that part of the Deep

Learning Memory Wall, i.e., the limited amount of on-chip memory, can be overcome

using optimal multi-level tiling to drive a software-based caching scheme. For instance,

in the Results, I showed that GAP8 could execute real-world networks designed for

smartphone inference at real-time frame rates with less than 1 MB of on-chip memory.

On top of it, in the other two sections of the chapter, I showed two optimized kernels

that can be plugged inside DORY for deploying TCNs and Transformers. The first is

a library for TCNs to optimize their performance on smart edge nodes. I have shown

that by using multiple 1D kernels simultaneously and picking the most efficient per

layer of a neural network, I can speed up the execution compared to the state-of-the-art

by 3× to 103×. The second library has been made to support for the first time the

porting of Transformers from the cloud down to low-power edge devices. I designed a

set of optimized yet general kernels, which exploit ARM and RISC-V ISA to improve

attention layers’ performance. Furthermore, I also show the application of Transform-

ers in a TinyML application, improving the State-of-the-Art (SoA) performance on the

TinyRadar dataset by 3.5%, while improving latency and energy by 9.6×, and 6.3× over

the performance and energy of the previous SoA network, which is fully dominated.

Finally, I showed two applications that exploit these tools in Chapter 5. In the first

work described, I applied neural architecture search to improve the topology and the

data format of a network for HR tracking using the PPG signal. I introduced Q-PPG,

a new set of quantized deep learning models derived from applying the NAS algorithms

exposed in cascade. Q-PPG spans 3 orders of magnitude in memory occupation, with

MAEs ranging from a state-of-the-art 4.36 BPM to ≈ 20 BPM, on the PPGDalia dataset.

All models are derived from a single seed network through the application of the algo-

rithms in cascade to shrink the model and improve its performance progressively. I

also deployed some of the models on the STM32WB55 device, demonstrating that they

achieve real-time HR tracking with state-of-the-art accuracy while contributing to 14.1%

of the system’s total energy consumption when considering sensing and communication.

The second application is gesture recognition through sEMG signals. For this task,

I demonstrate that tiny Transformers can achieve state-of-the-art performance while

strongly reducing the complexity and the memory footprint required for deployment on

edge nodes. On Ninapro DB6, the most accurate Bioformer obtains 65.73% accuracy,
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better than the previous state-of-the-art accuracy (65.00% of TEMPONet [34]). De-

ployed on GAP8 with the tools and library introduced in Chapter 4, it consumes just

0.139 mJ with a latency of 2.72 ms.
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[194] Pierre Ferrez and José del R. Millán. Error-related EEG potentials in brain-

computer interfaces. PhD thesis, STI, Lausanne, 2007.

[195] Dennis J. McFarland, Lynn M. McCane, Stephen V. David, and Jonathan R.

Wolpaw. Spatial filter selection for EEG-based communication. Electroen-

cephalography and Clinical Neurophysiology, 103(3):386–394, 1997. ISSN 0013-

4694. doi: http://dx.doi.org/10.1016/S0013-4694(97)00022-2. URL http://www.

sciencedirect.com/science/article/pii/S0013469497000222.

[196] Monitoring error-related potentials. http://bnci-horizon-2020.eu/database/

data-sets, 2022.

[197] GAP8 SDK. https://greenwaves-technologies.com/setting-up-sdk/, 2022.

[198] BCI Competition IV-2a (Four class motor imagery). http://

bnci-horizon-2020.eu/database/data-sets, 2022.

[199] BNCI Horizon 2020. http://bnci-horizon-2020.eu/, 2022.

[200] R. Chavarriaga and J. d. R. Millán. Learning from EEG error-related potentials

in noninvasive brain-computer interfaces. IEEE Transactions on Neural Systems

and Rehabilitation Engineering, 18(4):381–388, Aug 2010. ISSN 1534-4320. doi:

10.1109/TNSRE.2010.2053387.
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