Learning with Non-Convex Truncated Losses by SGD

Yi Xu'#, Shenghuo Zhu?, Sen Yang?, Chi Zhang?, Rong Jin?, Tianbao Yang'*
1. Department of Computer Science, The University of Iowa, Iowa City, IA 52246
2. Machine Intelligence Technology, Alibaba Group, Bellevue, WA 98004
*Correspondence to: yi-xu@uiowa.edu, tianbao-yang @uiowa.edu

Abstract

Learning with a convex loss function has been
a dominating paradigm for many years. It re-
mains an interesting question how non-convex
loss functions help improve the generalization
of learning with broad applicability. In this pa-
per, we study a family of objective functions
formed by truncating traditional loss functions,
which is applicable to both shallow learning
and deep learning. Truncating loss functions
has potential to be less vulnerable and more ro-
bust to large noise in observations that could be
adversarial. More importantly, it is a generic
technique without assuming the knowledge of
noise distribution. To justify non-convex learn-
ing with truncated losses, we establish ex-
cess risk bounds of empirical risk minimiza-
tion based on truncated losses for heavy-tailed
output, and statistical error of an approximate
stationary point found by stochastic gradient
descent (SGD) method. Our experiments for
shallow and deep learning for regression with
outliers, corrupted data and heavy-tailed noise
further justify the proposed method.

1 INTRODUCTION

A fundamental problem in machine learning can be de-
scribed as follows. Let Z = (X,Y) ~ D denote a
random data following an unknown distribution of D,
where X € X C R? denotes a random input and
Y € Y C R denotes its corresponding output. Let
H = {h : X — Y} denote a hypothesis class and
£(-,Y) denote a loss function. Given a set of training
data {(x;,v:;),i = 1,...,n}, the problem is to find a hy-
pothesis h,, € H close to a hypothesis that minimizes
the expected risk P(h) := Ez[¢(h(X),Y)]. A classical

approach is empirical risk minimization (ERM):

1 n

h, = arg }Lrél?r_tl {Pn(h) = ;E(h(xl)wl))} . (D
For large-scale problems with large n, an iterative
stochastic algorithm (e.g., the stochastic gradient descent
(SGD) method) can be easily employed to find an ap-
proximate solution to the above problem [8]. A central
question in statistical learning theory is to characterize
how close is the empirical risk minimizer h,, or its ap-
proximate solution to the optimal hypothesis h, € H that
minimizes P(h). In machine learning community, one is
usually concerned with the excess risk P(hy,) — P(h.).
In statistics community, one usually assumes a statisti-
cal model between Y and X, e.g., Y = h,.(X) + ¢,
where h, € #H, and ¢ is a zero-mean random noise,
and studies the statistical error ||h,, — h.|| measured in
some norm. There are extensive results of excess risk
bounds for ERM with general loss functions and sta-
tistical error bounds of ERM with a square loss func-
tion [3, 9, 35, 46, 25, 27, 37, 49]. However, most of
them need to assume the data (X,Y") and noise ¢ have
normal behavior or formally sub-Gaussian tails. When
distribution of data or noise deviates from sub-Gaussian,
minimizing the standard convex loss functions ! might
yield poor performance [10].

Previous works for handling this issue either suffer from
requiring strong knowledge of deviation or has high com-
putational costs (see Related Work). In practice, it is
rarely the case that the knowledge of data abnormal-
ity is given a-prior. Thus, the methods assuming this
knowledge are not applicable. In this paper, we con-
sider a generic method by minimizing non-convex trun-
cated losses. The intuition is that if a particular data
point (X, Y;, €;) deviates from normal behavior, the loss
£(h(X;),Y;) could be very large and therefore can be
truncated to mitigate its effect on misleading the learn-

'the convexity of £ with respect to the prediction h(x;).



ing process. In particular, we consider a family of non-
convex truncated function ¢(¢) with a varied truncation
level, and minimize the following ERM problem with
truncated loss:

hy = arg min {Pn(h) = %Z ¢(f(h(xi),yz‘)))} :

There are several noticeable merits of this method: (i)
the truncation can be used with any standard convex loss
functions (e.g., square loss, absolute loss); (ii) the prob-
lem is still of a finite-sum form which enables one to
employ simple SGD to find an approximate solution;
(iii) it does not depend on knowledge of abnormality.
Although minimizing truncated losses has been consid-
ered and adopted by practitioners [4], several fundamen-
tal questions have not been well addressed: (i) what is
the excess risk round of &, under abnormality of data;
(i1) how to quantitively understand the benefit of trunca-
tion; (iv) if an iterative stochastic algorithm (e.g., SGD)
is used to find an approximate solution to (2), what op-
timization and statistical guarantees can be provided on
the obtained approximate solution. In this work, we pro-
vide partial answers to these questions. In particular, our
contributions are summarized below:

e We establish an excess risk bound in the order of
O(1/+/n) for hy, - the empirical minimizer of the non-
convex learning problem (2), when the output Y has
a heavy-tailed distribution with bounded second-order
moments. This result is applicable to learning with
Lipschitz loss functions #(z,y) (e.g., absolute loss)
and the square loss function, linear models and non-
linear deep models.

e We establish a statistical error bound of an approxi-
mate stationary point found by SGD that depends on
the noise distribution, when the square loss /¢ is used
in (2) for learning a linear model. We quantitatively
analyze the benefit of truncation. In particular, our
analysis shows that within a certain range of trunca-
tion levels, larger truncation could yield smaller statis-
tical error. More importantly, truncation can tolerate
much higher noise for enjoying consistency than with-
out truncation.

e We consider the convergence of SGD for minimiz-
ing truncated Lipschitz losses without smoothness as-
sumption. We show that SGD can still converge to
points that are close to e-stationary points with an it-
eration complexity of O(1/e*), which is the same as
SGD for minimizing smooth functions.

2 RELATED WORK

Recent advances have sparked increasing interests in
non-convex learning (NCL) (i.e., learning with non-
convex objective functions and/or constraints). Below
we will focus on review of non-convex learning for tack-
ling data abnormality, in particular corruptions in Y and
X, heavy-tailed noise ¢.

Numerous studies have considered corruptions in the
output Y [42, 5, 6, 43, 15]. A well-studied corrup-
tion model is to assume thaty = Xw, +¢ + b €
R", where X = (x1,...,%,) , € = (€1,--+,6n)"
are sub-Gaussian noises, and b = (bl,...,bn)T
is a sparse vector with non-zero components cor-
responding to corrupted outputs. Recently, [5, 6]
have studied minimizing a non-convex problem for re-
covering w, for sub-Gaussian inputs x;. For ex-
ample, the method proposed in [5] based on itera-
tive hard-thresholding is motivated by solving a non-
convex problem miny |bj,<k, [|[X'W —y — b[3 =
minj,<k. [(I — Px)(y — b)[|3, where Px =
X(XXT)=1XT, where k, is a assumed sparsity level of
b. Consistency of the learned model was proved in [5].

Several corruption models of input X have been consid-
ered [31, 36]. For example, Loh & Wainwright [31] con-
sidered three different corruption models, i.e., additive
noise, multiplicative noise, and missing values. They
proposed to minimize a non-convex quadratic objective
based on estimates of XX T € R**? and XX "w, using
the knowledge of noise distribution. The statistical error
of the global optimum to the non-convex problem was
established and it was also shown that projected gradi-
ent descent will converge in polynomial time to a small
neighborhood of global minimizers.

The methods mentioned above could achieve superior
performance when the corruption of data indeed follows
the assumed model. However, in practice it is usually not
clear how data is corrupted. A weaker assumption is to
consider that the distribution of X or Y or ¢ is heavy-
tailed with bounded moments. Several approaches with
excess risk guarantee have been developed based on two
popular mean estimators for heavy-tailed data, namely
Catoni’s mean estimator [12, 2] and median-of-means es-
timator [41, 1]. Brownless et. al. [10] learn a hypothesis
based on minimizing Catoni’s mean estimator /i(h), i.e.,

min fi(h), 3)

st 37 0((Uh(x:). ) — fu(h)) /o) = 0,

where a > 0 is a parameter and ¢(-) = sign(x)log(1 +
|#| + 22/2). They established O(1/y/n) excess risk
bound. However, their method is computationally expen-



sive. In particular, it needs to find a scalar fi(h) that sat-
isfies the equality in (3) given a h € H, then to search for
h that minimizes /i(h). Although SGD could be used for
the root finding problem (3), the minimization of fi(h)
does not have a nice structure to allow for an efficient
solver. Some studies have provided efficient algorithms
based on different estimators for learning with heavy-
tailed data [21, 22]. But their results are only applica-
ble in restrictive settings (e.g., for smooth and strongly
convex losses), which preclude learning with non-convex
objectives (e.g., deep learning).

Audibert and Catoni [2] proposed a method for learn-
ing a linear model based on solving a non-convex min-
max problem and proved an excess risk bound of O(1/n)
for heavy-tailed data with a bounded fourth-order mo-
ment for noise and a bounded fourth-order moment for
input. They proposed a polynomial time algorithm based
heuristics to solve the non-convex min-max problem.
However, it is unclear whether the approximate solu-
tion found by the heuristics-based approach satisfy the
claimed excess risk bound. There also exists a bulk of
studies focusing on understanding the excess risk bound
of (regularized) ERM under certain conditions for un-
bounded loss (e.g., small ball condition, Bernstein con-
dition, v-central condition, etc.) or in restricted settings
(e.g., linear least-squares regression) [2, 14, 39, 30, 26,
40, 29, 28, 20, 17].

Different from these aforementioned studies, this paper
focus on understanding the model learned by minimizing
truncated losses without prescribing strong assumptions
on data corruption. We note that this work is not the first
one considering truncating the loss functions. In robust
statistics, M-estimators based on non-convex truncated
losses have been studied (e.g., Tukey’s biweight [34],
Cauchy loss [7]). However, conventional analysis of
these estimators is usually restricted to asymptotic con-
sistency of global minimizers of learning linear mod-
els [13]. In contrast, we provide excess risk bounds for
learning general non-linear models as well, which is ap-
plicable to deep learning. The truncation function was
also exploited in recent studies through different ways
from ERM [10, 2]. However, their formulations are dif-
ficult to be solved, which even preclude simple SGD
solvers. In contrast, SGD can be still used for solving
our NCL formulation with truncated losses. To justify
this approach, we also analyze the statistical error of a
model learned by SGD. It is notable a recent work [50]
studied ¢;-regression with heavy-tailed distribution and
established an excess risk bound of ERM with a trun-
cated loss. They focused on the statistical property of
ERM and didn’t design an efficient optimization algo-
rithm such as SGD for solving their formulation. By
contrast, our excess risk bound is applicable to general

models, and we employ SGD to solve our formulation
with theoretical guarantees.

Finally, we note that statistical error was also analyzed
for high-dimensional robust M-estimator in [32]. Their
analysis focus on understanding the sufficient conditions
for robust linear regression such that the statistical error
can be established for local stationary points. However,
it is still unclear how truncation helps improve perfor-
mance of learning without truncation, given that [2] has
established the statistical error of linear least-squares re-
gression without truncation. In contrast, our results are
complementary, which not only establish the excess risk
bounds for learning non-linear models, but also exhibit
that truncation can tolerate much larger noise than with-
out truncation (e.g., it allows noise increase as the num-
ber of samples but still maintains consistency)

3 NCL WITH TRUNCATED LOSSES

In this section, we first present some preliminaries in sub-
section 3.1. We present the excess risk bounds of NCL
with truncated losses in subsection 3.2. In subsection 3.3,
we consider a restricted setting for analyzing the statisti-
cal error of an approximate solution found by SGD. Fi-
nally, we consider the optimization properties of SGD
for solving (2).

3.1 Preliminaries and Notations

For simplicity of presentation, we define F = {f : Z —
L(h(X),Y),h € H} and minpey P(h) is equivalent to
the following problem:

. = argmin (P(f) == Ezusl/ (D)} @

Let T" be a (pseudo) metric space and D be a distance
metric. An increasing sequence of (A,,) of partitions of
T is said to be admissible if for all n = 0,...,#A, <
22", Forany t € T, let A,(t) be the unique element of
A,, that contains ¢. Denote by A(A, D) the diameter of
the set A C 7 under the metric D. Define

v3(T, D) = inf sup 2" BA(A,(t), D),
S(TD) =gl ip S22/ A A0, D)

where the infimum is taken over all admissible se-
quences.

We will consider several distance metrics for the class
‘F‘ FOI‘ f)g € ]:’ let dm(fag)7 de(faQ)? and dS(fmg) be



defined as follows:

de(f,9) = (E[f(Z) = 9(2)]*)"?,

4.(1,0) = |- S (F(Z) — 9(2))?
i=1
Let N (F,¢,d) be e-covering number of the class F un-
der the distance metric d, i.e., the minimal cardinal-
ity N of any set {f1,...,fn} C F such that for all
f € F there exists f; € {f1,...,fn} withd(f, f;) <
e. Let A(F,d.) be diameter of the class F' under
the distance metric d.. It is notable that yg(F,D) <

[ log N(F, e, D) de [45).

Throughout the paper, we will focus on regression tasks
and use the following statistical model between Y and X
to demonstrate our results:

Y = ho(X)+e )

where £ € R is random noise independent of X, whose
distribution is not necessarily sub-Gaussian. It is no-
table that the above model also capture some corrup-
tion models in X. For example, if h.(x) = w, x, then
with an additive corruption model X = x + x,, we have
Y =w]X+w]X, +e=w]X + 2 Infact, the
theoretical results in Subsection 3.2 does not hinge on
the statistical model in (5). The results can be applied to
many other settings such as clustering problem in [10].

We consider the following definition of a truncation func-
tion.

Definition 1. A function ¢, : Ry — R is a truncation
function parameterized by o > 0 if (i) ¢o(+) is smooth,
i.e., there exists a constant L > 0 and for any x1,zs €
Ry, [$a(®1) = dal@2) — ¢4 (22) (21 — x2)| < (21 —
x2)%; (ii) o (x) = Lif v = 0 and ¢ (z) = 0 ifx =
ooy (iii) ¢, (x) is a monotonically decreasing function,
e, ¢ (x1) > ¢ (x2) if 11 < xa; (iv) there exists a
universal constant M > 0 such that | ¢ (x) —x| < M(;”z,
and for any ay < ap, we have ¢, (x) < ¢, ().

According to the definition, we can see that ¢/, (z) < 0,
which implies the non-convexity of ¢,,. The parameter v
determines the truncation level, i.e., the larger the « the
smaller the truncation. From (iv) of the definition, we
can see that when a = oo, we have ¢, (r) = z meaning
no truncation. Below, we will give some examples of
truncation function.

Example 1. (b&l) (r) = alog(l + £). Applying this
truncation to a square loss yields Cauchy loss for regres-
sion [7]. We can verify that it is a truncation function and

[pa(x) — 2| < % (see Appendix).

Example 2. P (r) = alog(l + £ + %) This
truncation has been considered by [10] for computing a
mean estimator under heavy-tailed distribution of data.
One could consider a more general function ¢&m) (z) =
alog(1+ 37", Dﬁ—;,) See Appendix for verification of
this function.

Example 3. The following function can be shown to be
a truncation function (see Appendix):

oh () = % [1-(1-2%)°] ifo<z<a,
g otherwise.

We plot the curves of the three truncation functions with
varying « in Figure 1.

3.2 Excess Risk Bounds of NCL with Truncated
Losses

This section concerns the excess risk bounds of NCL
with truncated losses. Define:

]/C\: arg?g}}_ {Pn(¢a(f)) = % Z(ba(f(zz))} :
i=1
(6)

Our analysis and results in this section are based on the
following assumption.

Assumption 1. There exists a constant o > 0 such that
E[f(Z)?] < o® forany f € F.

Remark. Please notice that the random function f(Z)
is not necessarily bounded, but it is reasonable to have a
bounded mean and variance so that its second order mo-
ment is bounded. This assumption also made in many
previous works [10, 22, 11, 14]. Next section will use
a relaxed assumption for learning a linear model. Be-
low, we will use the statistical model (5) to demonstrate
the above assumption could hold under heavy-tailed dis-
tribution of Y. It is worth mentioning that there is no
convexity assumption on function f in this subsection.

Theorem 2. Under Assumption 1 and ¢ () is
a truncation function, for any o > 0 and
for all 6 € (0,1), with a probability at least

1 — § we have P(f) — P(f*) < % +

CB(F,a)log (%) (72(5;6) + ’“(];’d’"')), where C'is a
universal constant, M is a constant appearing in Defini-
tion 1, B(F,a) € (0,1] is a non-decreasing function of
o

To understand the above result, we first present a corol-
lary and an example below.
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Figure 1: Visualization of different truncation losses with different .

Corollary 3. Under the same condition in Theorem 2,
and £(z,y) is a Lipschitz continuous function w.r.t the
first argument and maxxcx pnen |R(X) — B (X)] is
bounded. By setting o > Q(\/n), forall § € (0,1), with
a probability at least 1 — § we have P(,]?) — P(f*) <
o) <log(1/6)[w(}?de)+w(J'?dm)/\/ﬂ).

n

Remark. Please note that o grows with the increasing
of n, meaning that the truncation becomes “smaller” as
n increases. The truncation is indeed “small” since in-
tuitively we only need to truncate a small part of sam-
ples having a heavy-tailed noise but without changing the
original function too much.

Let us consider the statistical model (5) as a special ex-
ample. To learn a predictive function, we can use an ab-
solute loss function £(z,y) = |z — y|. By assuming that
SUP e xex R(X) < oo and E[Y?] < o2 (please note
that the distribution of Y or € could be heavy-tailed),
then we have E[f(Z)?] < 2E[h(X)?] + 202 and the
conditions in Corollary 3 hold. As a result, the empir-
ical minimizer f of (6) with o > Q(y/n) has an excess
risk bound of O(1/+/m). Other loss functions that are
Lipchitz continuous for a regression problem include e-
insensitive loss [44], piecewise-linear loss [24], and hu-
ber loss [23]. In comparison, Brownless et al. [10] have
derived a similar order of excess risk bound for Lips-
chitz continuous losses. However, their solution is based
on solving a difficult problem (3), while our solution is
empirical minimizer of the truncated losses.

It is notable that the result in Theorem 2 is restricted
to Lipschitz continuous loss functions, which precludes
some non-Lipschitz continuous loss functions for heavy-
tailed data. One example is the square loss for regression
{(z,y) = (z — y)?. The reason for this restriction is that
the analysis for Theorem 2 hinges on the covering num-
ber of F under the metric d,,,. Next, we present a result
that relies on metrics d, and dg, which could imply an
O(1/+/n) excess risk bound of 7 for square loss.

Theorem 4. Under the same condition in Theorem 2, for
any 0 € (0,1), let U5 satisfy Pr(~2(F,ds) > Ts) < 6/8.

With a probability at least 1 — 36, we have P(f) —
P(f*) < CB(F.a)max(Ts, A(F,d.))y/ 2580

2Mo?,
[0}

Remark: It is not difficult to see that the above result

only uses distance metrics d. and ds of F, which makes

it possible to derive an O(1/1/n) excess risk bound of f

for least-squares regression without the Lipschitz contin-

uous assumption.

In particular, let us consider the regression model (5)
and assume that E[Y?] < o2 (heavy-tailed) and
suppey xex MX) < oo. Let £(h(X),Y) = (h(X) —
Y)?. Then E[f(Z)?] < 80% + 8sup,epy xex M(X)* £
cf}%. By setting

[ R52
F5 = 2\/5\/A2(H7 dm) + E[YQ} + %72(7{7 dm)7

it was shown [10] that Pr(y2(F,ds) > I's) < 6/8 and
I's > A(F,d.). By assuming supj,c4 xex h(X) < oo,
then A%(H,d,,) v2(H,d,,) are bounded. As a result,
Theorem 4 implies an excess risk bound of O(1//n) for
truncating the square loss to learn fwith a > +/n.

For comparison, we compare this result with that by Au-
dibert and Catoni [2], which focuses on learning a lin-
ear model with a square loss function. They obtained an
O(d/n) bound of regular ERM based on square losses
for sufficiently large n, and also obtained O(1/n) bound
for a non-convex min-max estimator. In contrast, our ex-
cess risk bound is worse but our bound is not pertained
to linear model and square loss and is applicable to non-
linear models and non-square losses, and therefore has
broader applicability (e.g., deep learning). In addition,
our formulation could enjoy faster solver, e.g., SGD. For
linear models using a square loss function, in next section
we will establish a stronger result than that by Audibert
and Catoni [2].

Finally, we mention how the truncation level parameter
« enters into the excess risk bounds in Theorems 2, 4.



In particular, let us compare learning with truncation and
without truncation. Indeed, 5(F,«) is related to Lip-
chitz constant of ¢ (f) in terms of f. Without trunca-
tion v = 00, the first term in both bounds dominates and
B(F,a) = 1. With truncation (e.g., @ < 00), the first
term could be scaled down by 3(F, ), making it possi-
ble to lower the overall bound. Notice that a smaller «
gives a smaller 3(F, «) < 1, thus reducing the first term.
It implies that within a certain truncation level (i.e., not
very small « such that the first term in the excess risk
bound dominates), a larger truncation (i.e., a smaller o)
could yield a smaller excess risk bound. However, it
is difficult to quantify 8(F, ) due to that the analysis is
based on a uniform bound for any f € F. To address
this issue, we will present a different analysis below to
demonstrate the benefits of truncation.

3.3 A Statistical Error of SGD for NCL with
Truncated Losses

One shortcoming of excess risk bound analysis in last
section is that it is restricted to the empirical minimiz-
ers f, which might not be obtained in practice due to
the problem (6) is non-convex. It is well-known that
non-convex problems could have bad local minimum
or stationary points, and commonly used solvers (e.g.,
SGD) may stuck at local minimum and even stationary
points [18, 51, 48]. In this section, we provide a direct
analysis of SGD for solving (6) to show that truncation
has a clear advantage for reducing statistical error. It
should be noted that it will be difficult to analyze SGD
for a general problem (6). Instead, we consider a sta-
tistical model y; = w/x; +¢;, (i = 1,...,n), and
minimizing truncated square losses:

Z%( wix; — yi)2)7 )

The update of SGD for minimizing (7) is

min F(
wcRd

1
Wit1 = Wi — Vg < (WfTXz, yit)2> » (8)

where 7; is a random sampled index. Considering €; is
independent of x;, then w, is the global minimizer of
miny, cge B[2 (W x; — y;)?)]. We first show that SGD
can find an approximate stationary point of F,, (w) with
O(1/€*) iteration complexity.
Proposition 1. Assume ¢, is a truncation function
satisfying that there exists a constant xk > 0 such
that |x2¢”( 2/2)| < K for any z, |xi|l2 < R and
BV, (3w %5 = 1)) — VEa(wo)] < o for
allt = 1,.... Then SGD finds an approximate station-
ary point wg satisfying Er[||VFo(wg)||?] < € with
a complexity of T = O(c? /e*), where R is a uniform
random variable supported on {1,...,T}.

Remark: The condition |22¢! (22/2)| < k can be sat-
isfied by the three examples presented before. The vari-
ance condition can be verified. Indeed, we can prove wy
reside in a bounded ball meaning this condition holds. In
order to focus on our theme, we omit detailed discussion
here.

Next, we present a result showing the statistical error of
an approximate stationary solution found by SGD that
depends on the distribution of ¢ for o < oo. For ease of
understanding, we present a result for a particular trun-
cation function. The result can be generalized to other
truncation functions such that [#2¢” (x2/2)| < & as done
in [32].

Theorem 5. Suppose SGD returns an approximate sta-
tionary point W, such that |wo, — wil|2 < r and
IVE,(Wo)|l < e ¢ and ¢ are universal constants.
Assume x; follows a sub-Gaussian distribution with pa-
rameter U?E and covariance matrix ¥,, whose minimal
eigen-value \pin(X5) > 0, 9o () = alog(l + z/a),
n > Q(dlogd) and the noise ¢; follows a distribution
such that

(Pr( :
mzn )

- 20

> T2 /4)'/? + exp(—c'T?/(203r7)))
)

Jor T < +/2a/2, then with high probability 1 —
cexp(—c'log d) we have

[adlogd  dlogdT?
IIWa—W*||2§O< aalosd 28 +e>
n n '

(10)

Remark: The proof of above theorem builds on some
results established in [32]. Please note that the above
result can be applied to stationary points found by other
algorithms than SGD. As SGD is emplyoed in this pa-
per, we only state the results for SGD in above theo-
rem. Below, we discuss new insights brought by the
above results to justify the truncation. In particular, we
focus on how truncation helps reduce the statistical error,
which is missing in most robust statistics literature such
as [32, 38].

First, it is notable that the noise €; could be heavy-tailed.
The condition (9) imposes a lower bound for « due to the
constraint 7' < v/2a /2 (i.e., truncation could not be arbi-
trarily large). An appropriate value should depend on the
distribution of noise. Within a certain truncation level,
the statistical error bound in (10) implies that smaller o
may yield a smaller error.

Second, we show that the above result of an approx-
imate stationary point to minimizing truncated square



losses can achieve a similar order of statistical error as
linear least-squares regression without truncation estab-
lished by Audibert and Catoni [2] under similar assump-
tions. In particular, under the assumptions that E[¢}] < o
and a boundedness assumption of inputs, they achieved
F(w) — F(w.) < O(d/n), where F is expected
square loss, w is the optimal empirical solution to min-
imizing square losses. Under an eigen-value condition
Amin(Zz) > 0 as in above theorem it implies that | w —
w.|l2 < O(y/d/n). In contrast, assuming E[¢}] < o,

2
we have Pr(e? > T?%/4) < % < 40?/T? by Markov
inequality. Therefore by choosing a large enough « (e.g.,
a = O(max(1/Amin(Zz),10g(1/ Amin(X2)))), we can
make (9) holds by setting 7 = v/2cr/2. Then the statisti-
cal error bound of w,, becomes O(+/d log d/n), which is
comparable to w. We note that mismatch of the log d fac-
tor is caused by different assumptions on the inputs. Nev-
ertheless, O(y/dlogd/n) is the minimax optimal rate

when ¢; follows a Gaussian distribution [5].

Lastly, we show that the result in Theorem 5 is stronger
than previous results on heavy-tailed noise (including
Audibert and Catoni’s results), especially with large
noise. In particular, we could let E[e¥] (where k € 2N 1)
grows as n. For example, assume that E[e¥] = n°. Let
us set a = n with 3 < 1 and T = /2 /2. By Markov
inequality, we have Pr(e? > T2/4) < O(%) <
O(n°=Pk/2) Assuming that ¢ < Bk/2 and n is large
enough, the inequality in (9) could hold. As a result,
the statistical error becomes O(y/dlog d/n'=#), which
still implies consistency of a stationary solution to min-
imizing the truncated losses. In contrast, most previous

results on heavy-tailed noise assume E[F] is bounded by
a constant [10, 22, 11, 14, 2].

3.4 Optimization Issues For Minimizing Truncated
Losses

Finally, we discuss the complexity of SGD for find-
ing stationary points of averaged truncated losses be-
yond the setting of square loss and linear model as in
last section. We assume the hypothesis is character-
ized by w and denote the loss function by ¢(w;x,y)
and the objective function in (2) becomes F,(w) =
1/n>""  ¢a(b(w;x;,v;)). Note that F,(w) is non-
convex due to that ¢, is non-convex. We consider two
cases depending on whether ¢(w; x, y) is a convex func-
tion or not.

The complexity of SGD has been extensively studied
in literature, especially when F,,(w) is smooth. When
¢(w; x,y) is a non-convex function of w (e.g., for learn-
ing deep neural networks), if it is a smooth and Lips-
chitz continuous function of w, then by the smoothness
of ¢ (-) we can show that F,,(w) is a smooth function

with Lipschitz continuous gradient. Hence it can find a
e-stationary point satisfying E[||V F,,(w)]||?] < €? with a
complexity of O(1/¢*) [19].

If /(w;x,y) is non-smooth and non-convex, character-
izing the complexity of SGD becomes difficult, though
it was shown that SGD can still converge to station-
ary points for a broad family of non-smooth non-convex
functions [16]. Nevertheless, if ¢(w;x,y) is a non-
smooth convex function, e.g., for learning a linear model
with absolute loss, e-insensitive loss, piecewise linear
loss, we can still characterize the complexity of SGD
even without smoothness of the loss function. It is no-
table that gradient of non-smooth non-convex function
may not be defined at some points. However, we can de-
fine sub-differentiable of a non-smooth non-convex func-
tion g(w). Let Og(w) denote the sub-differentiable of
g(w), which consists of a set of points v satisfying:

g(u) > g(w) —|—VT(11 —w)+o(]Jlu—w|),asu— w.

For a convex function ¢(w) and a smooth trun-
cation function ¢,(¢), we have Jd¢,(L(w)) =
@L (L(w))0l(w). With this, we can define 0F,(w) =
1/nY, 0¢a(f(wTx; —y;)). A point w is said to be sta-
tionary point of F, (w) if dist(0, 0F,(w)) = 0, where
dist denotes the distance from a point to a set. For our
problem, we can establish the following convergence re-
sult of SGD for minimizing F, (w) with Lipschitz con-
tinuous convex losses.

Proposition 2. Assume {(w;x,y) is convex and satisfies
l0¢(w T x; —v:)|| < G, then SGD for minimizing F,(w)
can find a point w,, that is close to a point W, such that
E[|wWa — Wall3] < €2, and E[dist(0,0F,(W4))?] < €
with a complexity O(1/€*).

Remark: The result implies even for non-smooth loss
functions, SGD for learning with truncated losses can
converge to a point that is close to an approximate sta-
tionary point. The idea for proving this result is that we
prove F,(w) is a weakly convex function and then the
result of SGD for minimizing weakly convex function is
applicable [16].

4 EXPERIMENTS

We provide some empirical results to demonstrate the ef-
fectiveness of the proposed approach for learning both
linear and deep models. We use SGD to find approxi-
mate solutions of ERM with truncation and without trun-
cation. A standard regularization term \||w||? is also
added to ERM. The values of A and « are selected by
cross-validation. Two loss functions will be considered,
namely absolute loss and square loss. The truncation

o

function is ¢¢ ’. Other truncation functions offer simi-



square, student t square, Pareto

o x10*Square, corrupted input square, corrupted output

—+-w/0 truncation
—=w/ truncation

——w/0 truncation
30 |—==w/ truncation

—+-w/0 truncation 900 L|=+W/o truncation
5 ||[===w/ truncation —=w/ truncation

LU 20 L w
1%} n3
=15 = =
35
10 2
30
5 25 !
o 20
(] 01 02 03 04 05 0.2 03 0.4 05
s 8 8

absolute, student t absolute, Pareto

—-w/0 truncation| ——w/0 truncation
30}|—=-w/ truncation 607w/ truncation

L 20 L
4] 0 45
=15 =
40
10 35
5 30
o1 02 03 04 05 02 03 04 0

8 ]

5

% 2000 %
400
= 1500 =
300
1000
500/ 200
0
10 20 30 40 50
B

0
10 20 30 40 50 10 20 30 40 50

3
absolute, corrupted output

700
—-w/o truncation|
600}[~=W/ truncation

500

absolute, cbrrupted input

00
—-w/0 truncation
—=—w/ truncation

3000
2500

100

Figure 2: Comparisons of Testing Error for w/ and w/o truncation with varying noise level.
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Figure 3: Comparisons of Testing Error for w/ and w/o truncation with varying noise level (without regularizer).

lar trend as reported results. In the presentation of ex-
perimetal results, the results of our algorithm are marked
as “w/ truncation” and the results of the baseline are
marked as “w/o truncation”.

Table 1: Statistics of Datasets

data | Pred.Date | Pred. Period | 7uain Test | Thest

P1 24, Apr 02-08, May | 588956 | 410 | 2689
P2 01, May 09-15, May | 586761 | 405 | 2523
P3 | 08,May | 1622, May | 576386 | 397 | 2561
P4 15, May 23-29, May | 564145 | 398 | 2775

Synthetic data. We conduct experiments on synthetic
data first because it allows us to add different corrup-
tions with varying noise level. We consider a linear re-
gression model y; = W*Txi + &4, and two loss func-
tions, i.e., square loss and absolute loss. We generate a
random data matrix X € R™sn X4 with ng,, = 1000

and d = 1000. The entries of X and w, are gener-
ated independently with a standard Gaussian and a uni-
form distribution U0, 1], respectively. Then we add sev-
eral types of noise into the statistical model for gener-
ating outputs. (a) student-t noise where the noise ¢
follows a Student’s ¢-distribution with degrees of free-
dom 1/8 € {2,5,10,15,30}. (b) Pareto noise whre
the noise ¢ follows a Pareto distribution with tail param-
eter of 1/5 € {2.01,3.01,4.01,5.01,6.01}, and then
following by [10], it is appropriately recentered in or-
der to have zero mean. (c) Corrupted output: fol-
lowing by [6], a randomly generated sparse vector b is
added to Gaussian noise ¢ for generating y. The non-
zero entries of b follow a uniform distribution U[—/3, ]
with 8 € {10,20,30,40,50}. The sparsity is set to
be 80%. (d) Corrupted input: following by [33], x
is corrupted by z = x + x¢ where x¢ is independent
of x and follows a uniform distribution U[—23, 8] with



Table 2: Comparison of Testing Error On Real Datasets

Model Data Absolute loss (MAE) Square loss (MSE)
w/o truncation  w/ truncation | w/o truncation w/ truncation
linear model house 6.8931 5.1561 66.4300 23.8871
P1 15.196 14.113 1482 1167
deep model P2 17.766 16.797 2210 1806
(item-SKU level data) P3 22.104 18.642 2375 2049
P4 20.648 14.176 2323 1032
P1 76.459 74.190 11726 9515
deep model P2 87.276 81.292 38618 15247
(suppllier level data) P3 121.95 99.161 28396 17571
P4 137.06 82.542 33106 11913
absolute loss square loss

B € {10,20,30,40,50}. Note that these corruptions
have been considered in previous works and /3 controls
noise level in the corruption. A testing dataset with the
sample sizes of ney = 1000 is generated following the
true model y = w] x for evaluation. We report the stan-
dard testing mean-square-error (MSE) for both our al-
gorithm (the lines marked as “w/ truncation”) and the
baseline (the lines marked as “w/o truncation”) in dif-
ferent noise levels averaged over 5 random trials in Fig-
ure 2. We also perform the experiments without regular-
izer (A = 0) and include the results in Figure 3. The re-
sults clearly show that the performance of learning with
truncation by SGD are better than learning without trun-
cation.

Real data. We use a real dataset housing from libsvm
website? with sample size n = 506 to train a linear
model. We randomly select n,;, = 253 as for training
and cross-validation and the remaining as testing. We
also investigate a real-world application of learning deep
neural networks in e-commerce, and demonstrate that
our theoretical results can be effectively applied to learn-
ing a deep non-linear model. The task is to forecast the
weekly sales (e.g., future two weeks) of certain products.
In online retailing, accurate forecasting is crucial since
it helps the platform to design the promotion activities as
well as online sellers to optimize the inventory strategies.
A dataset of four continuous weeks in May 2017 is used
for the experimental demonstration (denoted by Pl~
P4). A total of 324 features including previous sales,
consumer preference, and other useful information are
collected. The statistics of each weekly data are included
in Table 1 for reference. The DNN model has 5 layers,
and ReLu is used as the activation function. In each hid-
den layer, the number of units is 80, and both input and
output layers contain 50 units. For models learned with
absolute losses, mean-absolute-error (MAE) is used to
measure the performance, while for model learned with
square losses, MSE is used. The results are shown in Ta-

“https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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Figure 4: Q-Q plots on housing data

ble 2, which again demonstrate that the performance of
learning with truncation has a significant improvement
over that without truncation transformation for both lin-
ear and non-linear models. We also provide the Q-Q
plots of the prediction error to show that the considered
data do exhibit heavy-tailed nature. Q-Q plot is a graph-
ical method for comparing two probability distributions
by plotting their quantiles against each other [47]. If the
two distributions are similar, the points in the Q-Q plot
will approximately lie on the red line. These results are
presented in Figure 4, showing the heavy-tailed nature of
the house data.

S CONCLUSIONS

In this paper, we have considered non-convex learning
with truncated losses from various perspectives and jus-
tified the benefit of truncation in the presence of large
noise in data. For future work, we will consider ana-
lyze the statistical error of stationary points for other
losses and develop stochastic algorithms for solving the
involved problem with better time complexity.
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