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Abstract 

In the management of TV drama, there will be sev- 
eral kinds of requests such as 'Show the image and 
sound which are correspond to this scene in the sce- 
nario document' or 'I want to see the scenes where 
someone is speaking'. In order to answer to such kinds 
of requests, the synchronization between images, sound 
and scenario document have to be carried out. In 
this paper, a synchronization method between multi- 
ple media using DP matching is proposed. In order to 
cany out inter-media synchronization, in the proposed 
method, several numbers of patterns of common con- 
cepts, which are not depend on the kinds of the media, 
are eztracted from each media and the synchronization 
between these patterns is cam'ed out using DP match- 
ing. The results of simulation ezperiments reveal the 
effectiveness of the proposed method. 

1 Introduction 

Several kinds of studies on color image analysis such 
as automatic keyword extraction, automatic classifi- 
cation of color images and automatic video indexing 
have been carried out [1][2] [3][4] [5][6] [7] . However, 
the recognition of color images by computers is not 
sufficient to  understand all required objects or infor- 
mation. 

Meanwhile, in some applications of multimedia 
field, T V  images can give a lot of useful information. 
The T V  drama is composed of image, sound and sce- 
nario document. Therefore, higher level recognition 
which can not be achieved by the image analysis will 
be carried out by integrating image analysis, sound 
analysis and document analysis. 

In the management of T V  drama, there will be sev- 
eral kinds of requests such as 'Show the image and 
sound which are correspond to this scene in the sce- 
nario document' or 'I want to  see the scenes where 

someone is speaking'. In order to  answer to  such 
kinds of requests, the synchronization between images, 
sound and scenario document have t o  be carried out 

[81[91[101. 
In this paper, a synchronization method between 

multiple media using D P  matching is proposed. In 
order to  carry out inter-media synchronization, in the 
proposed method, several numbers of patterns of com- 
mon concepts, which are not depend on the kinds of 
the media, are extracted from each media and the syn- 
chronization between these patterns is carried out us- 
ing D P  matching. 

In section 2, the inter-media synchronization 
method using D P  matching is proposed. In section 
3, in order to  reveal the effectiveness of the pro- 
posed method, the results of simulation experiments 
are shown. 

2 Inter-Media Synchronization using 
DP Matching 

The scenario document contains information such 
as locations, names of speakers and the words of the 
speakers. Therefore, if the synchronization between 
image, sound and scenario document can be carried 
out, semantic retrieval of T V  drama can be carried 
out using such kinds of information. However, the 
synchronization between image, sound and scenario 
document is usually difficult because the scenario doc- 
ument does not have the information of time explicitly. 

In order t o  overcome this problem, in this paper, 
inter-media synchronization method based on the D P  
matching is proposed. 

In order to  carry out inter-media synchronization, 
in the proposed method, a t  first, several numbers of 
patterns of common concepts, such as pattern of scene 
change which represents the discontinuity of scenes, 
pattern of voice which represents the existence of voice 
and so on are extracted from multiple media such 



as image, sound and scenario document as shown in 
Fig.1. 

The patterns are not depend on the kinds of the me- 
dia, and the synchronization between these patterns is 
carried out based on the D P  matching Algorithm. 

In the following subsections, the extraction of the 
patterns of the common concepts and the synchroniza- 
tion algorithm are discussed. 

2.1 Extraction of  Patterns of Common 
Concepts 

In order t o  carry out inter-media synchronization, 
in the proposed method, a t  first, several numbers of 
patterns of common concepts, which are not depend 
on the kinds of the media, are extracted from multiple 
media such as image, sound and scenario document. 

As the patterns of common concepts, we can uti- 
lize the pattern of scene change which represents the 
discontinuity of scenes, the pattern of voice which rep- 
resents the existence of voice and so on. 

Here, the extraction of the pattern of scene change 
from image and scenario document, and the extrac- 
tion of the pattern of voice from sound and scenario 
document are discussed. 

Pattern of Voice from Sound 
The pattern of voice is extracted from sound me- 

dia by extracting the loudness of the sound(Fig.2(a)). 
The sound of T V  drama is usually well conditioned. 
Therefore, the voice of T V  drama is usually clearly 
heard. If the loudness of sound is enough large, the 
region in the sound is regarded to be the region where 
voice exists as shown in Fig.S(a). 

Pattern of Voice from Scenario Document 
The pattern of voice is also extracted from sce- 

nario document using the number of characters in the 
words(Fig.2(b)). In the scenario document, the length 
of the voice is estimated by (the number of characters 
in the words) x (average time to speak one charac- 
ter). The length of the pause between the words is 
estimated by ((entire length of the drama) - (length 
to  speak entire words))/(the number of words). 

Pattern of Scene Change from Image 
In order to  reduce the size of image sequence, the 

extraction of scene change is widely carried out. In 
the proposed method, the pattern of scene change is 
utilized as one of the patterns which are utilized to 
carry out synchronization. 

The extraction of scene change is usually carried 
out by comparing the color distributions of images. If 
the color distribution of one image is enough different 

from that of the previous image, the image is regarded 
to be a scene change. 

To evaluate the difference between two color distri- 
butions, the X2 defined as below is calculated for each 
image. 

(Hz(;) - Hl(i)I2 
x2 = Ifl ( i )  

i = O  

Here, Hl( i )  and H2(i) are the color histograms of 
images, and n is the number of steps of the color 
histograms. (In the following experiments, a t  first, 
the RGB of the image was converted to  HVC color 
space[ll]. Then, the color histogram was made from 

H.1 
Usually, if the X2 is enough large, the image is 

regarded to be the scene change. In the proposed 
method, the pattern of the x2 is utilized as a pattern 
of scene change extracted from the image(Fig.3(a)). 

Pattern of Scene Change from Scenario Doc- 
ument 

The pattern of scene change is also extracted from 
scenario document. In order to  extract the pattern 
of scene change from scenario document, the number 
of characters in the words is utilized(Fig.3(b)). At 
first, the number of characters of entire words in each 
scene is extracted from the scenario document. To 
estimate the length of each scene, the entire length of 
the drama is distributed in proportion to the number 
of characters of entire words in each scene. 

In this way, several numbers of patterns of com- 
mon concepts, which can be extracted from a t  least 2 
media, are extracted from each media. 

2.2 Algorithm of Synchronization 

The synchronization between the patterns of com- 
mon concepts is carried out using D P  matching. The 
D P  matching algorithm carries out pattern matching 
between 2 patterns by nonlinearly expanding and con- 
tracting the patterns. The distance(D) between two 
patterns is defined as follows. 

D = x ( f o r  corresponding a; and b j )  d(ai, bj) ' "ijlxwij (2) 

Here, d(ai, bj) is the distance between the patterns ai 
and bj, and wij is the weight of the distance. The 
correspondence whose distance D becomes minimal is 
chosen as a correspondence between two patterns. In 
the following experiment, as a weight wij, city block 
distance is utilized and as the distance between two 
patterns ai and bj, the absolute of the difference of 
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References two patterns is utilized (d(ai, bj) = abs(ai - b j ) )  The 
distance D can be calculated in a high speed utilizing 
dynamic programming algorithm. 

3 Experiments 

To show the effectiveness of the proposed method, 
experiments were carried out using T V  drama. In the 
experiments, the synchronization of image, sound and 
scenario document was carried out using two patterns 
of common concepts; pattern of scene change and pat- 
tern of voice. 

The experimental result of the synchronization is 
shown in Fig.4. The T V  drama used in the experi- 
ment contains 4 scenes described in the scenario doc- 
ument. In this experiment, the synchronization be- 
tween scene change patterns was perfect. In other 
words, the image could be decomposed into 4 logical 
scenes described in the scenario document. 

If the synchronization between image, sound and 
scenario document is carried out, the image can be 
retrieved using the key words described in the sce- 
nario document. For example, the names of speakers 
are described in the scenario document. Therefore, 
we can retrieve images which contain specified person 
using the results of synchronization. The results of 
the retrieval of a specified person is shown in Fig.5. 
Fig.5 shows the images which contain a specified per- 
son whose name is Yumi. The correctness of the syn- 
chronization between the sound and the words in the 
scenario document was about 70%. 

4 Conclusion 

In this paper, inter-media synchronization method 
using D P  matching was proposed. In order to  
carry out inter-media synchronization, in the proposed 
method, several numbers of patterns of common con- 
cepts are extracted and the synchronization between 
the patterns is carried out using D P  matching. 

To show the effectiveness of the proposed method, 
experiments were carried out using T V  drama. The 
results of the experiments revealed that  the proposed 
method could successfully carry out synchronization 
between image, sound and scenario document. I t  was 
also shown that  the proposed method could success- 
fully carry out the extraction of the specified person. 

I t  remains as a future work to develop a T V  drama 
database which can answer to  various requests from 
users based on the inter-media synchronization. 
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