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ABSTRACT 
A non-detennlnlstlc Image feature detectlon scheme Is 
presented for lnteractlve scene analysls. The lmage 
feature I s  Identlfled with an attractor generated by a 
class of self-simllar mappings. The mapplng parameter 
Is estimated through complexlty analysis of non-llnear 
diffusion neld exclted by observed Imagery. 

INTRODUCTORY REMARKS 

Various declsfon support systems cooperathely gener- 
ate envlronment descrlptlon a s  the basls of schernatlc 
lnstructlon 161, 171, [el. Following computation model of 
cognltlon process 1101. 1121. the Instructlon schematics 
can be represented by a system of proposltlons dcflned 
on symbols deeply rooted In encountered envlronment. 
As the referents of proposltlons. the obJects should be 
coded In terms of generlc features. In artlculatlng not- 
yet-ldentlfled scene, on the other hand. the obJect 
should be coded In terms of ohservables. For denofa- 
tlvely preassigned obJectr. geometric models are avall- 
able a s  feature representations: 3D contours a s  loca- 
tlon lnvarlants (41 and 2D grammar a s  phrase-structure 
Invatlants (5). However, morphological varlatlons of 
object result In the Cbdel's trap 171: h e  geometric model 
must be a prlori adjusted to not-yet-encountered ob- 
jects by a n  all-seelng-deslgner (Flg.1). In this paper, a 
non-determlnlstlc scheme Is Introduced for object de- 
scrlptlon. Thls scheme successively regenerates ob- 
served pattern via the coordination of Image complexlty. 

NON-DETERMINISTIC OBJECT MODEL 

Mathematlcally, this Cbdel's trap L a paraphrase of the 
undecldablllty theorem 131: For a n  arbitrary fled algo- 
rfthm n. there exists a n  observable and fndkalable pat- 
tern A that is undecfdable by n. Desplte the intrlnslc 
non-determlnkm, the detection scheme should be pro- 
grammable wlthln the framework of the formally closed 
systems: For a f ied set o j  observable-hdkatable pat- 
terns (At. t1.2.3 ... N), there exkts  a n  algorithm n jor 

whkh arbitrary At. 1.2.3 ,... N, are decfdable. To overcome 
thls undecldabllity-programmablllly contradlctlon, the 
detection scheme Invokes a non-detennlnlstlc descrlp- 
tlon a s  an a p r i d  object model. The baslc Idea of non- 
determlnlstlc modeling Is to descrlbe the objects In 
terms of the lnvarlant sets In Jolnt lconlc-symbollc fea- 
ture space (Flg.2). In thls description, the Image feature 
Is represented a s  a fractal attractor non-determlnlstl- 
cally generated by a class of self-slmllar mapplngs 121. 
The Introduction of Impllclt representation Implles that 
the contour patterns of not-yet-Identifled objects are 
antlclpatlvely visualized prior to the completion of ob- 
ject modeling. In understanding an unstrurtured envi- 
ronment, the attractor model I s  combined with the own- 
ership descrlptlon [ l  1] and the attractor of the moilon 
[ll to generate a n  Integrated a posterbrf object descrlp- 
Uon. 

Flg.2. Non-Determlnlstlc ObJect Model 



PAlTERN REGENERAlTON PROCESS 

Let A be an observation of a n  object contour via a dy- 
namic version of the zero-cross scheme formulated by 
the following 

Edge Extraction Process: 
A = { )*EX 1 ~ A U I  = 0 and IVul> O), ( l a )  

where Z and v denote the Image field and the gray lwel 
distribution in Z. respectively. The response and resolu- 
tion of observation A to object image v are simultane- 
ously controlled by the positive parameter a. When ob- 
served contour A is smooth, the pattern location, desig- 
nated by 8. is computed by the following 

where @8] and W denote Dirac's delta distribution and a 
properly chosen gain matrix [I]. The inltial value of the 
location estimate OO=O(TO) is chosen a s  the minimal 

point of the diffusion field cp. For arbitrary p O .  the detec- 
tion scheme (2) subjected to smooth and convex pattern 

yields unique minimal point 00. 

Consider a dissipative structure a generated on irre- 
versible thermodynamic system (2a) under the excita- 
tion of complicated pattern A. In this system, the energy 
flow % is evoked between the excitation x[A] and the 

heat sink (Flg.3). The control parameter y in detectlon 
scheme (2) is adJusted so a s  to coordinate the complex- 
ity associated with fractal attractor a and observable A. 

Flg.3. Irreversible Thermodynamic System 

Let 8 be the 2D distribution of the following 

Null Entropy Generation Points: 
8 = {Oc Z I Vlncpq@ = 0). (3) 

By definition, the distribution 8 L a finitely extended 
version of the location 8 for generalized pattern A. The 
discrete distribution 8 Is  specified in terms of the local 
minimum points without a prlot-f information concern- 
ing not-yet-identifled objects. Thus. we have the struc- 
tural measure 8 for a posterfort complexity evaluation of 
the observation A. 

For regenerating the observation A, the discrete distri- 
bution 8 is disintegrated via the following 

Field Interaction Scheme: 

for ~Stcr+l.  In Eq. (4b). &[A] denotes the following 

Equi-Field Set: 
==[A]= { SEX I IA@,l > 0, (A%( > 0, I'$T-cPT~ = 0 1. (5) 

Noting that B,[A] converges to a self-similar approxima- 

tion of A. define 

As a dissipative structure in non-Hnear diffusion system 
(4). the invariant pattern a regenerates the observation 
A. Deflne 

for arbitrary regeneration a and observation A. This 
P(alA) satisfies the following 

Properties of Conditional Probabilities: 
0 5 P(aA) 5 P(A1A) 5 1. (8a) 

P(w,W = I P ( o p ) ,  ainai=(d, (8b) 

P(olvAt) = EP(4Al), AlnA,=O,.P(At)=P(A ). ( 8 ~ )  J 

Then, we have the measure P(alA) for a posterloti evalua- 
tion of the complexlty of pattern regeneration process 
(5). 

STRUCTURAL COMPLEXm ANALYSIS 

Despite the non-antlclpatlon, the discrete feature 8 
ylelds a cue to consistency evaluation of mapping candi- 



dates. Let a class of self similar mappings n={q. i=1.2. ...} 
be selected a s  a priori information. Then, the a posteri- 
ori consistency of the mapping ne ll with attractor A is 
evaluated through self correlation analysis for the range 
of the projection n(!Z(8]], where !Z(8]={&8 I n [ 0 ] ~ 8 }  de- 
notes the domain of the mapping n. 

Flrst. the consistency of the a priori class ll is analyzed 
through the detection of the following 

Invariant Sub-clam: 
0 3 0  0 0  0 n o =  {n e n  I I, c a e l , n  [I, ]=I, 1. (9) 

Next. the collage theorem for the Iterated Function 
Systems 121 is invoked to estimate the correlation 
between the discrete patterns 8 and fl8)=n[m(8]lna8], 
1.e.. the restriction of the range of projection into Itself. 
Then, the consistency of the mapping n is estimated 
based on the following 

Collage Error Evaluation: 

where h(*.*) and II*II denote the Hausdorff metric and size 
of the discrete pattern. In Eq. (10). C(81 and LIB] denote 
the cwerage factor and the contractivity factor, respec- 

0 tively. Hence, a best fit mapping n * ~  ll cn  is determined 
through a correlation computation on a finite pattern 8. 

PA'ITERN COMPLEXl'IY ANALYSIS 

The adjustable parameter y in pattern regeneration pro- 
cess (4) is controlled so a s  to coordinate the complexi- 
ties associated with the approximation a and the map- 
ping no. ?his implies that, for adjusting the regeneration 
process (4). explicit specincation of the mapping is not 
needed. The dissipative pattern a well approximates the 
attractor A based only on the estimate of the "program 
length" for mapping description. The complexity associ- 
ated with the non-deterministic regeneration process 
(4) is evaluated in terms of the probability of the dissi- 

pative pattern o conditioned by the observation A. By 

the estimation of the conditional probability P(a(A)= 

I@/ J X l ~ l d s  and by applying Bayesian calculus to 

I: 
the following 

Pifty-Fifty Criterion: 
MolA) = P(-Aln). 

we have a guideline for adjusting y in terms of the follow- 
ing 

Fixed Point Problem: 

In Eq. (12) the ratlo P(n)/P(A), designated by relative 
complurity. indicates the description reduction of iconic 
pattern A by the constraint of mappings n. The relatlve 
complexity P(n)/P(A) is evaluated using the computa- 
Uonal complexity p defined by the following 

Complexity Coordination Rule: 
p =  min(log21el-l,log21nl 1. (13) 

where l e l and I n l denote the length of error messages E 

and mapping K. In Eq. (13). the error message is coded 
for specifying the a-A disparity independent of the loca- 
tlon of 8 191. Equation (13) implies that both werflttlng 
mappings and too random deviations are rejected dur- 
ing regeneration. Thus, the computational complexity p 
provides the consistency evaluation of reasonable map- 
pings n on the initial condition a0 =8. Hence, the condi- 

tional probability P(ab) computed a s  the k e d  point aa- 
sociated with the computational complexity p, yields the 
target for the diffused pattern 9. In other words. the 
control parameter y is adjusted to reduce the error 

A 
where P(alA) denotes the solution to the flxed point 
problem (12) for a flxed relative complexity P(n)/P(A). 
This implicit control process is formulated in terms of 
the following 

Search Scheme: 

y c ~*pI1 - Il. (15a) 

Equation (14) successively updates the pronss p a m e -  
ter y and associated conditional probability estimate 
bP(olA) simultaneously. 

SlMULATiON STUDIES 

The pattern regeneration process Is verined through a 
(1 1) series of simulation studies. An example of slmulatlon 

results is shown in F1g.4. In this simulation. a fractal 
pattern. "FERN", is generated by Monte Carlo slmulatlon 



and Is regenerated through the proposed scheme. The 
observed fractal pattern A Is well-approximated by the Refe 
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Fig.4 Simulation Results 

CONCLUDING REMARKS 

A non-determlnlstlc detectlon scheme was presented 
for image features wlth self-similarity. In this scheme. 
the pattern to be detected Is regenerated a s  the dlssipa- 
tive structure on non-linear dlffuslon field. The self- 
slrnllar mapplng I s  identified through the computational 
analysls of the null entropy generation points. 




