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Abstract

In thas paper. we propose 3-D objects mapping for
3-D model using model and wmage based approach.
Our approach is the following: First, the model based
approach, we generate a 3-D floor model from a floor
plan by wsing groen feature pownis, and acquire sev-
eral disparity maps by using the model.  Secondly,
the image based approach, we acquire several dispar-
ity maps by using a stereo par of panoramic im-
ages.  Thirdly, we generate several 3-D models by
combining virtual disparity map and real disparity
map. Fourthly, we requster the several 3-D models,
and integrate the reqstered 3-D models into a single
3-D model. Finally, we extract 3-D objects from gen-
erated 3-D model at any positions, and we place them
in the 3-D model at another position. Our method
s useful for reducing the costs of processing for gen-
erating 3-D model and vmproving its quality.

1 Introduction

The process of reconstructing 3-D models from
2-D images has long been a principal problem
of the computer vision. and the process of ren-
dering such recovered structures are as subjects
which have recently increased interest in com-
puter graphics.  Recently, four particular areas
of research have provided results that are ap-
plicable to the problem of modeling and ren-
dering real scenes: Detemining Structure from
Multiple Views[l]. Stereo Correspondence[2][3][4].
Modeling from Range Images[5], and Image-Based
Rendering[6]. In particular. a great deal of effort
has been made on generation of models from images.
What seems to be lacking. however, is generation of
convenient, accurate, and photorealistic 3-D models,

Therefore, we have applied an approach that com-
bines model-based and image-based method.

Our approach consists of the following fave steps:
First. the model based approach, we generate a 3-D
floor model from a floor plan by using given feature
points. and acquire several omnidirectional disparity
maps by using the model at several positions on it,
and we call these disparity maps mrtual disparity
maps.
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Secondly. the image based approach. we acquire
several omnidirectional disparity maps by using a
stereo pair of panoramic images at the same posi-
tions as the model in the indoor scene, and we call
these disparity maps real disparity maps.

Thirdly. we generate a 3-D model from the dispar-
ity map acquired by combining the virtual disparity
map and the real disparity map acquired at each
position.

Fourthly. we register the several 3-D models. and
integrate the registered 3-D models into a single 3-D
model.

Finally, we extract 3-D objects from this 3-D
model and place them at any position in the 3-D
model using combinated disparity maps and virtual
disparity maps. We call these process 3-D objects
mappiryg.

2 Model and Image Based Approach

2.1 Model Based Approach

2.1.1 3-D Floor Model

A 3-D floor model is generated from a Hoor plan by
using given feature points. The feature points are
given corners of a floor in Fig.1(a) when the Fig.1(b)
is generated from Fig.1(a). Fig.1(a) is the floor plan
of our research lab.
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Figure 1: (a) Floor plan, (b) 3-D floor model

2.1.2 Virtual Disparity Maps

In this section. we explain how to acquire virtual
disparity maps from the 3-D floor maodel.

In case of a parallel stereo as shown in Fig.2. a
coordinates of 3-D point can be calenlated as:
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where (X.Y. Z) is a camera coordinates system,
(u,v) is a coordinates of left image, (u', ') is a co-
ordinates of right image. b is the baseline hetween
the parallel stereo. f is the focal length, and d is the
disparity.
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Figure 2: The parallel stereo model
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Figure 3: Acquisition of virtual disparity map
If we put a camera at the position as shown in Fig.3.
g

the distance L;. between the camera position and the
wall, is expressed as:

L" = scale x \/},J', — Ip, )“, + ( Zi — Zp, ]:
where scale is the actual length per a pixel. (x;.z;)
is a coordinates of the wall in the 3-D floor model.
(rp, . 2p, ) 1s a coordinates of the camera position in
the 3-D floor model.

A coordinates of the wall is given as:
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where #; (for i = 0.....27) is the direction of view
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point, and y; (for j = 0O....height) is the height of
the wall.

Therefore, virtual disparity maps are calculated
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Fig.4 shows the
map of Fig.1(h).

Figure 4: The omnidirectional virtnal disparity map
at the camera position #1

2.2 Image Based Approach

2.2.1 Generation of Panoramic Images

A omnidirectional panoramic image is generated
from mutiple rotated camera images. as shown in
Fig.5. these imnages are captured while panning cam-
era around 360 degree. We use the stereo camera is
mounted on the tripod. Fig.6 shows the stereo pair
of partial panoramic images at the camera position
#1 of Fig.3 in our research lab.

Generation of omnidirectional panoramic

Figure 5:
images

The stereo pair of panoramic images
at the camera position #£1(partial image):(a) Left
panoramic image. (b) Right panoramic image

Figure 6:

2.2.2 Real Disparity Maps

In order to acquire real disparity maps from the
stereo pair of omnidirectional panoramic images, we
use Pixel-to-Pixel Stereo[3]. This algorithm is used
to detect depth discontinuities from a stereo pair



of images, The algorithm matches individual pix-
els in corresponding scanline pairs while allowing
occluded pixel to remain unmatched. then propa-
gates the information between scanlines by means
of a fast postprocessor. This handles large untex-
tured region. nses a measure of pixel dissimilarity
that is insensitive to image sampling, and prunes
bad search nodes to increase the speed of dynamic
programiming.

Fig.7 shows the real disparity map acquired from
the stereo pair of partial panoramic images at the
camera position #1 of Fig.3.

Figure 7: The disparity map acquired by pixel-to-
pixel stereo algorithm at the camera position #1

2.3 Combination of Disparity maps

We combine real disparity maps and virtual dis-
parity maps for correcting real disparity maps. To
put it concretely. disparity maps for width x height
pixel resolution are calenlated, for u=0....,width-1
and e=0.....height-1. as:

|

where. at a coordinates of (w.v). rd{u.v) ex-
presses the value of the disparity in the real disparity
map. v_d(u.v) expresses the value of the disparity
in the virtual disparity map. c_d(u. v) expresses the
value of the disparity in the combined disparity map.

Fig.8 shows the combined disparity map at the
camera position #1 of Fig.3.
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Figure 8: The combined disparity map at the camera
position #1

In the same way. we can acquired the combined
disparity map at the camera position #2 of Fig.3.

3 Registration and Integration

3.1 Registration

Two 3-D models are acquired from the combined
disparity maps by applyving (1) and (4) at the cam-
era position #1 and #2. Registration is the pro-
cess that two 3-D models are brought into align-
ment. The purpose of registering the individual 3-D
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models is to place them in the floor plan. In our
work, the process of registration is over by putting
two 3-D models together, hecause the camera posi-
tion is known on the floor plan. In our research lab,
Fig.9(a) shows the 3-D model at the camera position
#1 and Fig.9(b) shows the 3-D model at the camera
position #2. Fig.9(c) shows the result of registering
3-D models acquired at the camera position #1 and

#2.
3.2 Integration

Integration is the process that registered 3-D
models are combined into a single 3-D model. To
put it concretely, our integration is the process that
two 3-D models are combined into a single 3-D model
by average between two 3-D models. Fig.9(d) shows
the integration of registered 3-D models.
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Figure 9: (a) Wireframe surface model at the cam-
era position #1. (h) Wireframe surface model at the
camera position #2, (¢) The result of registration.
(d) The result of integration

4 3-D Objects Mapping

Using combined disparity maps and virtual dis-
parity maps, we extract 3-D objects from the 3-D
model and place them at any position in the 3-D
model. To put it coneretely, as shown in Fig.10.
the process of 3-D objects mapping is the following
steps:

Stepl : As shown in Fig.10(a). we extract the
source image containing objects which are ex-
tracted from the ommuidrectional panoramaic
images.

Step2 : As shown in Fig.10(h). we extract the dis-
parity map containing objects which are ex-
tracted from the omnidrectional combined dis-
parity map.



Step3 : As shown in Fig.10(c). we extract the dis-
parity map containing objects which are ex-
tracted from the omnidrectional virtual dispar-
ity map.

Step4 : As shown in Fig.10(d). we acquire the dif-
ference disparity map between Fig.10(b) and
Fig.10(¢).

Step5 : As show in Fig.10(e). we acquire the 3-D
objects model from the difference disparity map
by applying (1) and (4). 3-D objects model is
made texture mapping using Fig.10(a).

Step(i : We l)l}ll'f‘ 3-D l’]lji'(‘|.\' Illt](ll'l at any [m!-'iliun
in the 3-D model.

5 Experimental Results

We generated 360 degree panoramic image by
combining 48 images which were taken at each 7.5
degree.  We acquired 2 stereo pairs of omnidi-
rectional panoramic images at 2 positions. Each
panoramaic image is 8137 x 240 pixel resolution.
Fig.11 shows the result of generating textured 3-D
model. Fig.12 shows the result of 3-D ohjects map-
ping in the 3-D model.

6 Summary

We have described about 3-D I]IIjI'I"N |1I:!p|li|1;_§ 1s-
ing model and image approach. Using the floor plan.
generated 3-D model from indoor scenes was more
convenient, more accurate, and more photorealistic
than the methods currently available,
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Figure 10: (a) Source image. (b) Combined dispar-
ity map. (c¢) Virtural disparity map, (d) Difference
disparity map. (e) Extracted 3-D objects model

(a) (b)

(c) (d)

Figure 11: The result of generating textured 3-D
model: (a) Top view, (b) Oblique view, (¢) Close up
viewl . (d) Close up view?2

(a) (h)

Figure 12: The result of 3-D objects mapping: (a)
The 3-D ohjects mapping (top view). (b) Close up
the model





