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Abstract

A tracking system with color and contour information is 
more efficient and robust than one with color or contour 
only. However, it is difficult to use both color and contour 
information. In this paper, we present an approach using 
the particle filter to fuse color and contour cues in track-
ing.  First, we combine color and contour information in 
a Kalman filter to generate the proposal distribution 
which is one of the key points to improve the performance 
of particle filter. Subsequently, the particle filter will be 
applied to give the final tracking result. Our algorithm 
framework is flexible and it allows us integrate more 
measurements. Experimental result shows that this ap-
proach is an efficient and robust method.  

1 Introduction 

Object tracking is a core component technique in de-
veloping applications such as surveillance, smart room, 
and driver assistance. One of the main objectives of object 
tracking is to understand the motion of objects, track their 
trajectories and then analyze behaviors. There are many 
existing algorithms for tracking, such as mean shift [9], 
Kalman filter [1,4], and particle filter [1,2,3,5]. Normally, 
a visual tracking system uses a particular cue such as color 
[9] and contour information [6,7]. It is easy to see that 
along the path of the object, there will be many fluctua-
tions in video capturing conditions, which will result in 
variations in object features such as color and contour 
shape. In this case, the performance of the tracking system 
will decrease if only one feature is used. A tracking system 
with both color and contour cues will have a number of 
advantages. Each feature may compensate for the weak-
nesses of the other. When the object color is changed, the 
performance can still be good because the contour feature 
may not be affected. On the other hand, in the case of a 
fast moving object when the contour is not reliable be-
cause of blurring at the object’s boundary, we can use 
color information to track the object. However, there are 
many challenging issues that have to be solved to fuse 
multiple cues in tracking. For example, in order to fuse 
color and contour information, the fusion system must be 
able to decide when and which cue is the most suitable 
and to what degree. 

Due to the many advantages of integrating features in 
tracking, there are some publications about multiple cues 
in tracking in recent years. Perez et al. (2004) introduced 
generic mechanisms for data fusion using a particle filter 
based on layer sampling [12]. This method searches se-
quentially in each direction rather than the entire space. So, 
it is efficient in the case that state space can be partitioned 
for searching. Chen (2003) proposed a method using a 

mixture of each distribution from the tracking modules to 
form a fused proposal in particle filter [10]. However, in 
many cases, it would be difficult to define the coefficient 
parameters for each component. Spengler and Schiele 
(2003) integrated multiple cues and propose self adapta-
tion of each cue during tracking [14]. G. Taylor and L. 
Kleeman (2003) used Kalman filter to fuse visual cues in 
their system [16]. 

In this paper, we propose a framework to fuse multiple 
cues using the particle filter. One of the key points to im-
prove the performance of the particle filter is to generate a 
good proposal distribution. This leads to the idea of com-
bining cues in the Kalman filter and using it as proposal 
distribution. After that we employ the particle filter to do 
the tracking. Here, we use color and contour features in 
the tracking system. Mean shift color tracking [9] and a 
simple search edge contour fitting will be applied to ob-
tain real observations for the Kalman filter.  

The proposed method here provides a mechanism for 
fusion of multiple cues in tracking. If the contour informa-
tion is not suitable for tracking, color information from 
mean shift tracking will be able to correct the predicted 
state in the Kalman filter. Then, the result of Kalman filter 
tracking will be a good proposal distribution for the parti-
cle filter. Conversely, if the color information is not good 
enough for tracking, the predicted state of the object in the 
Kalman filter will be corrected by contour observation via 
the greedy search algorithm. 

The rest of the paper is organized as follows. Section 2 
describes the tracking algorithm. Section 3 gives an over-
view of color and contour features. Finally, section 4 
provides implementation details and experimental results 
to demonstrate the efficiency and robustness of the 
method. 

2 Tracking Algorithm Framework 

2.1 Fusion multiple cues in the Kalman filter 

Our tracking algorithm uses the Kalman filter to derive 
the proposal distribution for the particle filter from the 
idea of P. Li  [7]. In 1960, Kalman (1960) published his 
famous paper describing a recursive solution to the dis-
crete data linear filtering problem. The Kalman filter is 
used with a linear Gaussian and Markov assumption. The 
model of a linear dynamic process for the Kalman filter is 
defined by 
xt = Ftxt-1 + wt,    wt ~ N(0, Qt) (1)
where the system transition matrix Ft models the evolution 
of the state vector xt. The measurement model 
zt = Htxt + vt,   vt ~ N(0, Rt) (2)
determines the measurement zt as a function of the state xt.
Ht is called the measurement sensitivity matrix. The sys-
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tem noise wt and the measurement noise vt are zero mean 
Gaussian sequences with given covariance matrixes Qt

and Rt, respectively. 
For fusing multiple cues, zt multiple measurements are 

extracted from image, so the dimensionsionality in zt de-
pends on the number of features used in the tracking 
system. The basic steps of the computational procedure 
for Kalman filter with multiple cues are as algorithm 1. 
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multiple measurements extracted from image. 

Algorithm 1. Fusion of multiple cues in the  
Kalman filter 

2.2 Fusion multiple cues in particle filter 

The particle filter has been developed to solve 
non-Gaussian and non-linear problems. The posterior 
density )|( :1 tt zxp  in the particle filter is approximated 
by a set of discrete samples with associated weights 
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The sampling technique using in the particle filter is im-
portant sampling method. In the second step, particles are 
resampled to form a uniform weight distribution. Finally, 
the filter outputs the estimates of the state, such as the 
mean and covariance [1, 2]. 

One problem with the particle filter is that if the 
proposal sampling function is not near with the posterior, 
there are only a few particles dominating the particle 
cloud and most of them will be removed because of low 
probability. As such, it is important to have a good 
proposal distribution. In this paper, we use the Kalman 
filter introduced in 2.1 to generate the sampling function. 
We also assume that multiple cues are independent, so the 
likelihood can be calculated by the formula  
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where K is number of cues. 

The steps of the computational procedure for the 
Kalman particle filer with multiple cues are set out in 
algorithm 2. 
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 For i = 1,...,N 

 Normalized the importance weights 
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Algorithm 2. Fusion of multiple cues in the  

Kalman particle filter 

3 Color and contour feature in Kalman 

particle filter 

3.1 Color likelihood 

We use the method proposed by Comaniciu [9] to 
compute color likelihood. Let us denote the color histo-
gram distribution of an candidate object by p(u), and the 
color histogram distribution of the template by q(u). The 
similarity function between the candidate object and the 
template is measured by the Bhattacharyya distance. First, 
we compute the Bhattacharyya coefficient. 

duuqupqp )()(],[ (4)

The distance between two distributions 

],[1 qpd , (5)

is called the Bhattacharyya distance. Color likelihood is 
computed as the Gaussian distribution  
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3.2 Contour likelihood 

MacCormick (2000) introduced a method to compute 
contour likelihood [11]. Contour observation is based on 
edge measurements. Edge-based measurements are per-
formed in 1D along normal lines to a hypothesized 
contour. In this paper, we use the ellipse hypothesized 
contour. Denoting the scalar positions in kth normal line by 

km

kk vv ,...,1  (mk is the number of detected edge points in 
the normal line kth), we have 
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where q01 is the probability of a missing edge point, q11

is the probability of a detected edge point and  is the 
mean of a number of detected points in a normal line. The 
contour likelihood function is 
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where K is the number of normal lines. 

3.3 Contour and color observation in Kalman 

filter

Comaniciu introduced mean shift color tracking in [9]. 
This method is a local minimum optimization tracking 
method. Each location xi in the candidate region of the 
tracking will be associated with a weight  
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where b(xi) is the color value at xi, uq̂  is the value at 
color u of the target model, and )ˆ(ˆ

0ypu  is the value at 
color u of the candidate model. pq ˆ,ˆ  are computed by  
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where  is the Kronecker delta function and k is the 
Epanecnikov kernel function. 

The new object location is computed by  
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The process is repeated until there is no change in the 
new location. We obtain the estimated location from mean 
shift tracking, and the major and minor ellipse radius 
estimated in the previous time as the color observation  in 
the Kalman filter. 

For contour observation in Kalman filter, we 
implemented a greedy algorithm to obtain ellipse fitting 
with edge points. The details of this are shown in 
algorithm 3. 

ryrxyxrFindContouyx ,,,ˆ,ˆ

while ((x,y) not change) 

 for each (xi, yi) is neighbor with (x,y)

 Compute number of edge points near with 

 ellipse (xi, yi, rx, ry)

     (x,y) = ellipse that have maximum number of edge 

 points near with it. 

End

),()ˆ,ˆ( yxyx

Algorithm 3. Finding ellipse contour observation in the 

Kalman filter 

4 Experimental results 

We tested our algorithm on two sequences of images. 
The first sequence is from 
http://vision.stanford.edu/~birch/headtracker/ and there 
are 500 frames in the sequence. In this sequence, the color 
of the girl’s head changes when moving. The results of 
tracking in this sequence is shown in figure 1 and 2 for the 
generic particle filter based color approach and our pro-
posed approach. In the second sequence, there are 41 
frames. In this sequence, when the ball moves fast, it is 
difficult to do edge detection of the ball. The result of 
tracking in this sequence is shown in figure 3 and 4 for the 
generic particle filter based contour approach and our ap-
proach.  

We use the constant velocity model for dynamic mov-
ing equation 

xt = xt-1 + wt,    wt ~ N(0, Qt)
The state of object xt is a 4-dimensional vector that in-

cludes the center point and the major and minor radius of 
the ellipse to describe the object. The variance in color 
likelihood is 005.01

, the number of normal lines m = 
10, the length of normalized L = 12, parameters 3.0 ,
and the variance for contour likelihood is 22

.
It is easy to see that in the two sequences when features 

change, the generic particle filter cannot track the object, 
but our approach still has a good performance. 

5 Conclusion 

The article proposed a robust way to integrate multiple 
cues in particle filter. With this approach, we could add 
more features to improve tracking performance. Experi-
mental results have shown that this proposed approach is 
quite robust and flexible. 
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Frame 2 Frame 24 Frame 93 Frame 110

Figure 1. Head tracking with color observation with the generic particle filter 

Frame 2 Frame 24 Frame 93 Frame 110 

Figure 2. Head tracking with fusion color and contour with the Kalman particle filter 

Frame 2 Frame 11 Frame 14 Frame 38 

Figure 3. Ball tracking with contour observation in the generic particle filter 

Frame 2 Frame 11 Frame 14 Frame 38 

Figure 4. Ball tracking with fusion color and contour with the Kalman particle filter 
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