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Abstract

Evidence for the Higgs-like boson in the H→WW(∗)→ ℓνℓν channel is presented using

the complete 2012 and 2011 data samples collected with the ATLAS detector at the LHC.

The samples correspond, respectively, to an integrated luminosity of 20.7 fb−1 at a centre-
of-mass energy of 8 TeV and 4.6 fb−1 at 7 TeV. The analysis focuses on such a boson in
the Standard Model with a mass of mH = 125GeV, where an excess over the expected

number of background events is observed. The significance of the excess is 3.8 standard

deviations; the expected value is 3.7. The ratio of the observed and expected numbers of

events is consistent with unity, µ= 1.01± 0.31. The case where the signal is accompanied
by two or more jets is optimised for the vector boson fusion production process, and

the significance of the excess is 2.5 standard deviations; the expected value is 1.6. The

product of the Higgs boson cross section at 8 TeV and the branching ratio to WW(∗) is
measured to be 6.0± 1.6 pb; the expected value is 4.8± 0.7 pb.
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1 Introduction

In the Standard Model (SM) of particle physics, the Englert-Brout-Higgs mechanism of electroweak

symmetry breaking gives mass to all massive elementary particles and predicts the Higgs boson [1–3].

In the summer of 2012, the ATLAS and CMS experiments discovered a Higgs-like boson with a mass

of approximately mH = 126GeV [4, 5]. The current experimental focus is on the measurement of its

properties: the spin and the couplings to elementary bosons and fermions.

This note presents the evidence of the SM Higgs-like boson in the H→WW(∗)→ ℓνℓν channel

(ℓ= e, µ) using the complete data samples of 2012 and 2011 taken at
√
s= 8 and 7 TeV, respectively,

collected with the ATLAS detector at the LHC. The channel provides input to the overall production

rate and the couplings to weak bosons. The analysis techniques are based on an earlier study of the

eνµν final state with no accompanying jet or one accompanying jet (Njet ≤ 1) [6]. For the results
presented in this note, many aspects of the analysis were improved and optimised for a signal with a

mass of mH = 125GeV. This signal mass is assumed throughout the note, unless stated otherwise.

The analysis expands the scope of the production mode and the decay channels. The former is the

vector boson fusion (VBF) production of the signal accompanied by at least two jets (Njet ≥ 2) from
the quarks emitting the bosons. The latter are the eνeν and µνµν channels.

The note is organised as follows: Section 2 describes the data and the simulated samples. Sec-

tion 3 presents the analysis method, introducing the background sources and the key variables mT and

mℓℓ. Section 4 details the estimation of the backgrounds yields. Section 5 presents the systematic

uncertainties. The focus of the note is on the analysis of the 8 TeV data, but the analysis of the 7 TeV

data is briefly described in Section 6. Section 7 presents the evidence for the Higgs-like boson and the

associated measurements. Section 8 states the conclusions.

2 Data and simulated samples

The data samples used for this analysis were collected using the ATLAS detector, a multi-purpose

particle physics experiment with a forward-backward symmetric cylindrical geometry and near 4π

coverage in solid angle. The detector is described in detail elsewhere [7].

The data samples were triggered requiring at least a muon or an electron with pT >24GeV that

are loosely isolated. The lepton trigger efficiencies are measured using Z candidates as a function

of pT and pseudorapidity η. The efficiencies for the leptons used in this analysis, selected as de-

scribed in Section 3, are approximately 70% for muons with | η |< 1.05, 90% for muons in the range
1.05< | η |< 2.4, and 90% for the electrons.
In this analysis, the signal contributions considered include the dominant gluon-gluon fusion pro-

duction process (gg→H, denoted as ggF), the vector-boson fusion production process (qq′→qq′H,
denoted as VBF) and the Higgs-strahlung process (qq′→WH,ZH, denoted as VH). The tt̄H pro-
duction mechanism is negligible due to its smaller cross section. Only the H→WW(∗)→ ℓνℓν (with

ℓ= e, µ) channels are considered, which include the small contributions from leptonic τ decays. The

branching fraction for the decay as a function of mH is calculated using P4 [8,9] with H

used to calculate the total width [10].

The ggF signal cross section is computed up to next-to-next-to-leading order (NNLO) in QCD [11–

16] Next-to-leading order (NLO) electroweak (EW) corrections are also applied [17, 18], as well as

QCD soft-gluon resummations up to next-to-next-to-leading log (NNLL) [19]. These calculations

are detailed in Refs. [20–22], and assume factorisation between the QCD and EW corrections. The

VBF signal cross section is computed with approximate NNLO QCD corrections [23] and full NLO
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Table 1: Monte Carlo generators used to model the signal and background processes in which all of

the W and Z decay channels are included in the corresponding product of the cross section (σ) and

branching fraction (B) at
√
s= 8TeV. Masses are given in units of GeV. Details are given in the text.

Signal MC generator σ · B (pb)

ggF P [30]+P8 [31] 0.44

VBF P+P8 0.035

VH P8 0.13

Background MC generator σ · B (pb)

qq̄, gq→WW P+P6 [32] 5.7

qq̄, gq→WW+2 j Sherpa [33] with no O(αs) terms 0.039

gg→WW GG2WW 3.1.2 [34, 35]+H [36] 0.16

tt̄ MC@NLO [37]+H 240

Single top: tW, tb MC@NLO+H 28

Single top: tqb AcerMC [38]+P6 88

Z/γ∗, inclusive A+H 16000

Z(∗)→ ℓℓ+ 2 j Sherpa processes up to O(αs) 1.2

Z(∗)Z(∗)→ 4ℓ P+P8 0.73

WZ/Wγ∗,mZ/γ∗>7 P+P8 0.83

Wγ∗,mγ∗ ≤ 7 MadGraph [39–41]+P6 11

Wγ A+H 370

QCD and EW corrections [24–26]. The cross sections of the associated VH production processes are

calculated up to NNLO QCD corrections [27, 28] and NLO EW corrections [29].

The Monte Carlo (MC) generators used to model signal and background processes are listed in

Table 1. The number quoted for the inclusive Drell-Yan process (DY), Z/γ∗, is for a range of the
invariant mass of the two lepton system that excludes the low-mass region, mℓℓ < 10GeV. Kinematic

criteria are also applied in the event generation of Wγ, where W→ ℓν, and Wγ∗, where W→ ℓν and

γ∗→ ℓℓ. For Wγ events, the photon must have pT > 8GeV and be separated from the charged lepton

by ∆R= ((∆η)2 + (∆φ)2)1/2 > 0.25. For Wγ∗, at least two leptons must have pT > 5GeV and | η |< 3
for ee+ µµ, and | η |< 5 for ττ. (The pT denotes the transverse momentum with respect to the beam
line.) Additionally, mℓℓ > 2me is required. (This note follows the convention that the invariant mass

of the dilepton system is denoted as mℓℓ for the dilepton system and similarly for composite systems;

the masses of elementary particles are denoted as me for electron, mZ for Z boson, etc.) Interference

between the Z(∗) and the γ∗ is included forWZ(∗) andWγ∗, and the boundary between the samples is at
mℓℓ = 7GeV. ForWZ

(∗) a filter requiring at least two charged leptons with pT > 5GeV and | η |< 2.8 is
also applied. The Z(∗)Z(∗)→4ℓ processes are generated with a mℓℓ > 4GeV selection. Leptonic decays
of W or Z are assumed with the exception of the VH processes, which include all W and Z decays.

The quoted cross sections include the branching ratios and are summed over lepton flavours except

for the top quark production for which the inclusive cross section is quoted.

For most processes, separate programs are used to generate the hard scattering process and to

model the parton showering (PS), hadronisation, and the underlying event (UE). P8 [31] or

P6 [32] are used for the latter three steps for the signal and some of the background processes.

When H [36] is used for the hadronisation and PS, the UE is modelled using J [42]. The

W+jets, Z/γ∗+jets and Wγ processes are described using the A+H generator with the
MLM matching scheme described in Ref. [43]. In addition, Sherpa [33] is used for both the hard-

scattering process and the parton shower modelling for VBF processes with no O(αs) terms, such as
qq→Zqq and non-resonant qq→W+W−qq.
The cross sections for the Wγ and Wγ∗ processes are normalised to the MCFM [44] NLO pre-

dictions. These normalisation factors (K-factors) are calculated to be 1.15 for Wγ and 2.01 for Wγ∗.
The K-factor for Wγ∗ is calculated for the phase space criteria 0.5<mℓℓ < 7GeV, pleadT > 25GeV,
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psublead
T

> 15GeV, and | ηℓ |< 2.5, where pleadT and psublead
T

refer to the transverse momenta of the lead-

ing and subleading leptons, respectively.

The parton distribution function (PDF) set from CT10 [45] is used for the P and MC@NLO

samples, and CTEQ6L1 [46] is used for the A, MadGraph, and P6/P8 samples. Ac-

ceptances and efficiencies are obtained from a full simulation [47] of the ATLAS detector using

G4 [48]. In two exceptional cases (qq̄, gq→WW and single top processes), fast simulation is
used to increase MC statistics. The simulation incorporates a model of the event pile-up conditions

in the collected data, including both the effects of multiple pp collisions in the same bunch crossing

(denoted as in-time pile-up) and in the nearby bunch crossings (denoted as out-of-time pile-up).

3 Event selection

The analysis in Ref. [49] selected H→WW(∗)→eνµν candidates with either no accompanying jet
or one accompanying jet (Njet ≤ 1). In the present analysis, the selection of these candidates is un-
changed. Additional decay channels are added by including the eνeν and µνµν final states, and sen-

sitivity to the VBF production mode is obtained by adding candidates with Njet ≥ 2. Finally, overall
sensitivity is gained by nearly a two-fold increase in statistics.

Basic data quality criteria are applied and a primary vertex is selected as described in Ref. [49].

Two leptons with opposite charge are required; the leading lepton is required to have pT > 25GeV and

the subleading lepton is required to have pT > 15GeV. For the eµ+ µe channel, contributions from

low-mass γ∗→ττ→eνµν are rejected with mℓℓ > 10GeV. Similiarly, for the ee+ µµ channel low-
mass γ∗→ ℓℓ is rejected with mℓℓ > 12GeV and Z→ ℓℓ with |mℓℓ −mZ |> 15GeV. (This note uses the
notation eµ+ µe and ee+ µµ for the decay channels, where the first symbol denotes the lepton with a

higher pT.) The requirements above will be referred to as the “pre-selection” in the rest of this note.

3.1 Leptons

Electron candidates are selected by applying a set of tight identification criteria using a combination of

tracking and calorimetric information. The fine lateral and longitudinal segmentation of the calorime-

ter and the transition radiation detection capability of the ATLAS detector have allowed the previous

levels of electron performance [50] to be retained in the increased pile-up environment of the 8 TeV

data. The electrons are required to be in the range of | η |< 2.47 excluding 1.37< | η |< 1.52, which
contains the transition region between barrel and endcap calorimeters. Muon candidates are identified

by matching tracks reconstructed in the inner detector and in the muon spectrometer [51]. The muons

are required to be in the range | η |< 2.5. At least one of the lepton candidates must match a trigger
object.

Track-based and calorimeter-based isolation criteria [49] are applied to both lepton candidates to

further suppress backgrounds fromW+ jets and multi-jet production.

3.2 Jets

Jets are reconstructed using the anti-kt algorithm with distance parameter R = 0.4 [52]. The jet energy

dependence on in-time pile-up is mitigated by applying two data-derived corrections: one based on

the product of the event pT density and the jet area [53], and another that depends on the number of

reconstructed primary vertices and the mean number of expected interactions, which primarily affects

jets in the forward region. The second correction also addresses the effects of out-of-time pile-up.

After the two corrections, energy- and η-dependant MC calibration (typically 40% and ranging from
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15% to 100% depending on the η) is applied to all jets. Finally, a residual correction from in situ

measurements (typically a few percent) is applied to refine the jet calibration [54].

The jets are required to have pT > 25GeV if | η |< 2.4 and pT > 30GeV for 2.4< | η |< 4.5. The
increased threshold in the forward region reduces the contribution from fake jets produced by pile-up.

For the Njet ≥ 2 analysis, jets with pT > 20GeV satisfying the JVF requirement, described below, are
used in the event selection. Details are discussed later in Section 3.4.

The jet vertex fraction (JVF) is used to reduce the contribution of fake jets from pile-up. It is

a ratio computed using charged-particle tracks matched to the jet: the ratio is the sum of the pT of

tracks matched to the jet that originate from the primary vertex divided by the sum pT of all tracks

matched to the jet. The requirement is | JVF |> 0.5 for jets with pT < 50GeV. Since it relies on tracking
information, JVF is only applied to jets with | η |< 2.4. The JVF performance is shown in Ref. [49].
The number of jets identified by a b-tagging algorithm (Nb-jet) are used for the Njet = 1 and ≥ 2

analyses. These are discussed later in Sections 3.4, 4.3, and 5.3.

3.3 Missing transverse momentum and hadronic recoil

Drell-Yan and multi-jet events are suppressed by requiring large missing transverse momentum [55].

The quantity Emiss
T
is the magnitude of Emiss

T
, the negative vectorial sum pT of the muons, electrons,

photons, jets, and clusters of calorimeter cells not associated with these objects. (In this note, Emiss
T

refers to its variants depending on context.) Different selection criteria based on Emiss
T
are used de-

pending on the decay channel and jet multiplicity. Variants of Emiss
T
are used to deal with the varying

pile-up conditions and background composition for the decay channel and jet multiplicity.

3.3.1 E
miss

T
selection

For candidates in the Njet ≤ 1 modes, a requirement is made on EmissT,rel [49], a relative quantity that is
the product of the magnitude of Emiss

T
and a projection factor s. The s is either sin |∆φclosest |, where

∆φclosest is the azimuthal angle between E
miss
T
and the closest high-pT charged lepton or jet in the

transverse plane in the same azimuthal hemisphere, or unity if no such object is present in the event.

Figure 1a shows the Emiss
T,rel
distribution after the pre-selection requirements but without the selection

on Emiss
T,rel
itself. The Njet = 0 and = 1 eµ+ µe channels are shown. Due to a large amount of DY

background with fake Emiss
T
in events with many pile-up interactions, especially for the 8 TeV data,

additional variables are used to further reduce the DY background. An alternative measurement of the

missing transverse momentum is obtained using inner detector tracks (pmiss
T
). Impact parameter and

track quality requirements are used to select tracks from the primary interaction. The resolution of

this track-based quantity is less sensitive to pile-up interactions than the calorimeter-based Emiss
T
. The

quantity pmiss
T
is modified to pmiss

T,rel
as was done for Emiss

T,rel
. Figure 1b shows the pmiss

T,rel
distribution after

the pre-selection and the requirement on Emiss
T,rel
(see Table 2). The Njet = 0 and = 1 ee+ µµ channels

are shown.

The Njet ≥ 2 analysis uses EmissT and Emiss
T,STVF

. Emiss
T,rel
is not used because the large number of jets

reduces the signal efficiency for this criterion. For the ee+ µµ channels an additional requirement is

made on Emiss
T,STVF

in which the soft calorimeter deposits unassociated with high-pT objects are scaled

by the soft term vertex fraction. This fraction is the ratio of the scalar sum pT of tracks from the

primary vertex unmatched to objects to the scalar sum pT of all tracks in the event also unmatched to

objects [56]. The combination of the high level of hadronic activity from the extra jets coming from

the hard interaction in addition to the high pile-up conditions makes Emiss
T,STVF

a better variable than
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Figure 1: Missing transverse momentum distributions for events after pre-selection for (a) Emiss
T,rel
for

Njet ≤ 1, (b) pmissT,rel for Njet ≤ 1, and (c) E
miss
T,STVF

for Njet ≥ 2 modes. The plot in (b) is made after the
requirement on Emiss

T,rel
and the one in (c) after the requirement on Emiss

T
. The plot in (d) shows the

frecoil distribution in ee+ µµ events passing the Njet = 0 selection after mℓℓ < 50GeV for simulated DY,

non-DY and signal processes. The shaded area (too small to be visible in these figures) represents

the uncertainty on the signal and background yields from statistical, experimental, and theoretical

sources. The signal is overlaid as a red curve in (a) and (b); in (c), the ggF signal is stacked at the

bottom while the VBF signal is overlaid as a thick black line. Selections are listed in Table 2. Details

are given in Section 3.3.

pmiss
T
for this particular case. Figure 1c shows the Emiss

T,STVF
distribution after the pre-selection and the

requirement on Emiss
T
(see Table 2). The Njet ≥ 2, ee+ µµ channels are shown.

3.3.2 Soft hadronic recoil in Drell-Yan events

The DY background is further reduced by requirements on frecoil, a measurement of the soft hadronic

recoil opposite the system of the leptons and any accompanying jet for Njet ≤ 1. This quantity is
defined for the Njet = 0 mode as the ratio of the recoil momentum and p

ℓℓ
T
, where pℓℓ

T
=pℓ1
T
+pℓ2
T
. For

the Njet = 1 mode, p
ℓℓ j

T
is used in place of pℓℓ

T
, where p

ℓℓ j

T
=pℓℓ
T
+p

j

T
. The recoil momentum is the
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Figure 2: Jet multiplicity for events in 8 TeV data. The plots are shown for the (a) eµ+ µe and (b)

ee+ µµ channels after pre-selection and Emiss
T,rel

> 25GeV and > 45GeV, respectively. The signal is too

small to be seen. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources.

vectorial sum pT of the low-pT jets in the φ quadrant opposite p
ℓℓ
T
for Njet = 0 and p

ℓℓ j

T
for Njet = 1.

Low-pT jets are defined as those with pT > 10GeV and below the previously mentioned nominal

thresholds. Each low-pT jet is weighted by its JVF value. The frecoil distribution of DY events is

distinct from that of non-DY processes, because of the different topology of DY and other events in

the dilepton sample. The dilepton system in DY events is balanced by soft hadronic activity, resulting

in large values of frecoil, whereas the dilepton system in WW, top, signal, and similar processes is

balanced by a combination of recoiling neutrinos and soft hadronic activity, which results in small

values of frecoil. Figure 1d shows the frecoil distributions for DY, non-DY and signal processes in

simulated events.

3.4 Analyses categorised in Njet

The signal selection strategy depends on the jet multiplicity (Njet) as do the rate and the composition

of the backgrounds. For Njet ≤ 1 the signal originates almost entirely from the ggF process and WW
events dominate the background composition. For Njet ≥ 2 the signal is mostly from the VBF process
and tt̄ events dominate the background. Figures 2a and 2b show the multiplicity distribution of jets in

the eµ+ µe and ee+ µµ channels for all events satisfying pre-selection described and the requirement

on Emiss
T,rel
(see Table 2). Table 2 summarises the selection described in this section.

For all jet multiplicities, a set of topological selections takes advantage of the configuration of

the two leptons. The leptons emerge in the same direction due to the spin correlations of H→WW(∗)
decay and the V − A structure of the W decay. The leptons’ invariant mass is required to be small,
mℓℓ < 50GeV for Njet ≤ 1 and mℓℓ < 60GeV for Njet ≥ 2, and their azimuthal gap is also required to be
small, |∆φℓℓ |< 1.8 radians. The distributions of mℓℓ and mT are used to extract the signal strength;
these variables are introduced later in Section 3.5.

The analysis is divided into Njet = 0, = 1, and ≥ 2. In the Njet = 0 analysis, the following criteria
improve the rejection of the DY background and multi-jet background. The missing transverse mo-

mentum is required to be large. For eµ+ µe, the selection is Emiss
T,rel

> 25GeV. For ee+ µµ, the selection

is tighter, Emiss
T,rel

> 45GeV and pmiss
T,rel

> 45GeV, because of the large DY background from Z/γ∗→ ℓℓ.
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Figure 3: Distribution of mℓℓ in 8 TeV data. The plots are shown for the eµ+ µe channel in (a) Njet = 0

and (b) Njet = 1 modes. The distributions are shown prior to splitting the samples into two mℓℓ re-

gions for the eµ+ µe channel as described in Table 2. The visible signal is stacked on top of the

background. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources.

The transverse momentum of the dilepton system is required to be large, pℓℓ
T
> 30GeV. For ee+ µµ

events, the hadronic recoil is required to be small, frecoil < 0.05. Finally, the azimuthal gap between

pℓℓ
T
and Emiss

T
(denoted MET in the subscript) is required not to be small in order to remove potentially

pathological events, |∆φℓℓ,MET |>π/2.
In the Njet = 1 analysis, the DY treatment is similar to that in Njet = 0 while additional selections

further suppress top and Z/γ∗→ττ backgrounds. For DY reduction, the Emiss
T,rel
and pmiss

T,rel
requirements

are the same as in Njet = 0, but the hadronic recoil threshold is higher, frecoil < 0.2. The top background

is suppressed by rejecting events with a heavy-flavour jet identified with a multi-variate b-tagging al-

gorithm [57] with 85% efficiency on simulated tt̄ events and light-flavour jet mis-tag rate of 11% [58].

The Z/γ∗→ττ background in eµ+ µe is suppressed using an invariant mass computed under the as-

sumption that the neutrinos are collinear with the leptons in the τ decay [59] and that they are the only

source of Emiss
T
, |mττ −mZ | ≥ 25GeV.

In the Njet ≥ 2 analysis, the event selection follows that in Njet = 1 with the following modifi-
cations. The DY is suppressed requiring Emiss

T
> 20GeV for eµ+ µe, and both Emiss

T
> 45GeV and

Emiss
T,STVF

> 35GeV for ee+ µµ. The VBF-specific selections use the kinematics of the two highest-pT
jets in the event (denoted as tag jets). Their rapidity gap is required to be large, |∆y j j |> 2.8, and
their invariant mass is required to be high, mjj > 500GeV. Activity in the rapidity gap between the

tag jets is restricted, to reduce the ggF contribution to this mode: events with a jet with pT > 20GeV

inside the rapidity gap are vetoed. The leptons are required to be within the rapidity gap. Finally, tt̄

background is further reduced by requiring a small total transverse momentum, ptot
T
< 45GeV, where

ptot
T
=pℓℓ
T
+p

j j

T
+Emiss

T
, where p

j j

T
is the vectorial sum of the transverse momenta of the tag jets.

3.5 Selection summary and signal discriminants mℓℓ and mT

The signal discriminantsmℓℓ andmT, which appear at the bottom of the table, are introduced to further

separate the signal from the background processes. The sample of events at the stage corresponding
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Figure 4: Distribution of the transverse mass, mT, for 8 TeV data. The plots are shown for the eµ+ µe

(left) and ee+ µµ (right) channels in Njet = 0 (top), Njet = 1 (middle), and Njet ≥ 2 modes (bottom). The
distributions are shown prior to splitting the samples into two mℓℓ regions for the eµ+ µe channel in

the Njet = 0 and = 1 modes, as described in Table 2. The visible signal is stacked at the top of the

background. For the Njet ≥ 2 mode, the signal is plotted separately for the ggF and VBF production
processes. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources.
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Table 2: Selection listing for 8 TeV data. The criteria specific to eµ+ µe and ee+ µµ are noted as such;

otherwise, they apply to both. Pre-selection applies to all Njet modes. The rapidity gap is the y range

spanned by the two leading jets. The mℓℓ split is at 30GeV. The modifications for the 7 TeV analysis

are given in Section 6 and are not listed here. Energies, masses, and momenta are in units of GeV.

Category Njet = 0 Njet = 1 Njet ≥ 2

Pre-selection

Two isolated leptons (ℓ= e, µ) with opposite charge

Leptons with plead
T

> 25 and psublead
T

> 15

eµ+ µe: mℓℓ > 10

ee+ µµ: mℓℓ > 12, |mℓℓ − mZ |> 15

Missing transverse

momentum and

hadronic recoil

eµ+ µe: Emiss
T,rel

> 25 eµ+ µe: Emiss
T,rel

> 25 eµ+ µe: Emiss
T

> 20

ee+ µµ: Emiss
T,rel

> 45 ee+ µµ: Emiss
T,rel

> 45 ee+ µµ: Emiss
T

> 45

ee+ µµ: pmiss
T,rel

> 45 ee+ µµ: pmiss
T,rel

> 45 ee+ µµ: Emiss
T,STVF

> 35

ee+ µµ: frecoil < 0.05 ee+ µµ: frecoil < 0.2 -

General selection

- Nb-jet = 0 Nb-jet = 0

|∆φℓℓ,MET |>π/2 - ptot
T
< 45

pℓℓ
T
> 30 eµ+ µe: Z/γ∗→ττ veto eµ+ µe: Z/γ∗→ ττ veto

VBF topology

- - m j j > 500

- - |∆y j j |> 2.8
- - No jets (pT > 20) in rapidity gap

- - Require both ℓ in rapidity gap

H→WW (∗)→ ℓνℓν

topology

mℓℓ < 50 mℓℓ < 50 mℓℓ < 60

|∆φℓℓ |< 1.8 |∆φℓℓ |< 1.8 |∆φℓℓ |< 1.8
eµ+ µe: split mℓℓ eµ+ µe: split mℓℓ -

Fit mT Fit mT Fit mT

to the selection on the variable of interest is discussed below.

The mℓℓ distribution for Njet ≤ 1 is shown in Fig. 3. The signal-to-background (S/B) ratio in
this distribution is varying, so the sample is further subdivided for signal extraction (Section 7.2) at

mℓℓ = 30GeV for Njet ≤ 1 in the eµ+ µe channels. The split is not made for the corresponding ee+ µµ
channels.

The transverse mass mT distribution is used to measure the signal strength. It is defined as

mT = ((E
ℓℓ
T
+ Emiss

T
)2 − |pℓℓ

T
+Emiss

T
|2)1/2 with Eℓℓ

T
= (|pℓℓ

T
|2 +m2

ℓℓ
)1/2. The statistical treatment is de-

scribed later in Section 7. Figure 4 shows the expected signal and the composition of the expected

background for the different Njet analyses and decay channels. The details of the normalisation of the

background events are discussed in the next section. The highest S/B is in a region of mT around

mH: 0.75mH <mT <mH for Njet ≤ 1 and mT < 1.2mH for Njet ≥ 2. To illustrate the relative size of the
signal, the expected S/B in the above-mentioned mT range is 0.14, 0.15, and 0.31 for Njet = 0, = 1, and

≥ 2, respectively, for the combined eµ+ µe+ ee+ µµ channels.

4 Background estimation

The processes producing two isolated high-pT leptons with high values of E
miss
T
areWW and top quark

production. In this note, top background refers to the combined tt̄ and single top (tW, tb, and tqb)

processes unless stated otherwise the latter is noted as t in the tables. These backgrounds, as well as

9



Z/γ∗→ττ background, are each normalised to the observed rate in a data control region (CR) defined

to be as pure as possible for the relevant background source. The processes Z/γ∗→ ℓℓ and Z/γ∗→ττ

are noted as Z/γ∗ in the tables and Z + jets in the figure legends. Table 3 summarises the treatment
of the backgrounds. An overview of the CR statistics is given in Table 4, and is discussed later in

Section 4.5.

The W+ jets background is estimated from data using corrections derived from simulation, as

described in Section 4.1.1. The shapes and normalisation of backgrounds from diboson processes

other than WW (Wγ(∗), WZ(∗), and Z(∗)Z(∗)) are estimated using simulation; these processes are noted
as VV in the tables. The simulation predictions for these backgrounds are cross-checked, together

with the W+ jets data-derived estimation, by requiring that the two lepton candidates have the same

charge. This validation region is to be distinguished from the CRs, which are used to normalise the

most significant backgrounds.

The DY background is relatively small in this analysis because it is suppressed by the Emiss
T
, pmiss
T
,

frecoil, and mℓℓ criteria described in Section 3. As shown in Table 2, the selection on E
miss
T
is much

tighter for the ee+ µµ channel than for the eµ+ µe channel because of the larger DY background

from Z/γ∗→ ℓℓ as compared to Z/γ∗→ττ→eνµν, respectively. For this reason, the use of the Z peak
as a CR is subject to large uncertainties from mismodelling of the Emiss

T
tails as a function of mℓℓ.

Therefore, a data-derived method is used to estimate the DY background for ee+ µµ, as described in

Section 4.1.2 . In the case of eµ+ µe, where the majority of the background comes from Z/γ∗→ττ, a

CR is used, and the details are described in Section 4.2. For Njet ≥ 2, processes with up to one QCD
vertex producing quark jets are non-negligible; they account for approximately 20% of the total DY

background for eµ+ µe and 6% for ee+ µµ.

The CRs and validation regions are defined by selections similar to those used for the signal region,

but with some criteria reversed or modified to obtain signal-depleted samples enriched in particular

backgrounds. The MC WW background in both the Njet = 0 and Njet = 1 analyses and the MC top

background in the Njet = 1 and Njet ≥ 2 analyses are normalised to the data yields in the corresponding
CRs, after subtracting contributions from processes other than the targeted one. The resulting esti-

mated event yield for that process is extrapolated from the CR to the signal region using the ratio of

event yields in the simulation. Using this ratio reduces the sensitivity of the background predictions

to systematic uncertainties, which are detailed in Section 5. In general, the eµ+ µe CRs with higher

statistics, and significantly higher purity than the corresponding ee+ µµ channels, are used as CRs for

the latter. The exception to this is the top Njet ≥ 2 CR where the DY contribution is negligible. Details
on the normalisation of the top and WW backgrounds are given in Sections 4.3 and 4.4.

The correlations introduced among the backgrounds by the presence of other processes in the CRs

are fully incorporated in the statistical procedure used to test the background-only hypothesis and

extract the signal strength (see Section 7). In the following, each background estimate is described

after any others on which it depends. For this reason, the largest background (WW) is described last.

4.1 Data-derived estimates ofW+ jets and Z/γ∗→ℓℓ

4.1.1 W+ jets estimation and the same-charge validation region

TheW+ jets background contribution is estimated using a CR in which one of the two leptons satisfies

the identification and isolation criteria described in Section 3, and the other lepton (denoted as anti-

identified) fails these criteria but satisfies a loosened selection. The dominant contribution to this

background comes from W+ jets events in which a jet produces an object which is reconstructed as a

lepton. The estimation of this background is unchanged from Ref. [49] except that the extrapolation
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Table 3: Background treatment listing. The estimation procedures for various background processes

are given in four categories: normalised using a control region (CR); data-derived estimate (Data);

normalised using the MC (MC); and normalised using the MC, but validated in a control region

(MC+VR). The “(eµ+ µe)” terms denote that for the ee+ µµ channel in the same Njet mode, the

eµ+ µe region is used instead, for reasons of purity and/or statistics. The “(merged)” terms indicate

that the fully combined eµ+ µe+ ee+ µµ control region is used for all channels.

Channel WW Top Z/γ∗→ ττ Z/γ∗→ ℓℓ W+ jets VV

Njet = 0

eµ+ µe CR CR CR MC Data MC+VR

ee+ µµ CR (eµ+ µe) CR (eµ+ µe) CR (eµ+ µe) Data Data MC+VR

Njet = 1

eµ+ µe CR CR CR MC Data MC+VR

ee+ µµ CR (eµ+ µe) CR (eµ+ µe) CR (eµ+ µe) Data Data MC+VR

Njet ≥ 2
eµ+ µe MC CR (merged) CR MC Data MC

ee+ µµ MC CR (merged) CR (eµ+ µe) Data Data MC

to the signal region from the CR is done as a function of the pT and η of the anti-identified lepton.

The previous estimation did not distinguish the η values.

The W+ jets background in the signal region is obtained by scaling the number of events in the

data CR by a fake factor. The fake factor is defined as the ratio of the number of fully identified lepton

candidates passing all selections to the number that are anti-identified. It is estimated as a function of

the anti-identified lepton pT and η using an inclusive dijet data sample.

The fake factor uncertainty is the main uncertainty on the W+ jets background estimation. It

is dominated by differences in jet composition between dijet and W+ jets samples as observed in

MC simulation. The total fake factor uncertainty is 45% (40%) for mis-identified electrons (muons).

Unlike the previous treatment [49] of this background, this systematic uncertainty is treated as un-

correlated between electrons and muons. This reduces the effective uncertainty on the total W+ jets

background, which yields approximately 30% across different Njet categories.

The processes producing the majority of same-charge dilepton events, namely, W+ jets, Wγ(∗),
WZ(∗), and Z(∗)Z(∗), are all backgrounds to H→WW(∗)→ ℓνℓν. The comparison of the predicted

and observed rate and kinematics of these events is used to validate the background predictions. As

an example, the mT and mℓℓ distributions of same-charge Njet = 0 events passing pre-selection and

the |∆φℓℓ,MET | and pℓℓT requirements are shown in Fig. 5. The total uncertainty on the background
prediction shown in these figures includes the systematic uncertainties on theW+ jets background and

the other non-WW diboson backgrounds. The uncertainty on the total non-WW diboson background

in the signal region is 16% and 22% for Njet = 0 and = 1, respectively.

The Wγ background arises from the photon converting into an electron-positron pair, while the

W decay provides the second muon or electron and the Emiss
T
signatures. The simulation of the Wγ

background is checked in a modified same-charge validation region in which the electron selection

criteria that remove photon conversions are reversed. In this region, a highWγ purity of approximately

80% is obtained. In the complete 8 TeV data sample, the numbers of observed events are 323 and 365

for the Njet = 0 and = 1 Wγ validation regions, which is to be compared to the expected values of

331± 12 (stat.) and 380± 16 (stat.) events, respectively.
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Figure 5: Distribution of (a) mT and (b) mℓℓ in the same-charge validation region in Njet = 0 after the

pℓℓ
T
selection. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources. Table 2 lists the selection order.

4.1.2 Z/γ∗→ ℓℓ

The Z/γ∗→ ℓℓ yield in the ee+ µµ channel is estimated using a data-derived method. For the Njet ≤ 1
modes, the distribution of the hadronic recoil variable frecoil (Section 3.3.2) is used to reduce and

estimate the DY, where the reduction is critical due to its relative magnitude. For the Njet ≥ 2 mode,
the distribution of Emiss

T
-mℓℓ is used to estimate DY. The lack of statistics as well as the added difficulty

due to the higher jet multiplicity make it more difficult to implement the frecoil method.

For the Njet ≤ 1 modes, the efficiencies of the frecoil selection for DY and non-DY processes are
measured in data: the DY-dominated ee+ µµ in the Z peak region and the non-DY-dominated eµ+ µe

in the region after the signal selections, respectively. Since the observed fraction of events passing

the frecoil selection in the ee+ µµ signal region corresponds to the weighted average of the efficien-

cies, the term corresponding to the DY component is the estimate of the relative fraction of the DY

contamination.

Systematic uncertainties are assessed for each assumption. The difference in the non-DY frecoil
efficiency between eµ+ µe and ee+ µµ channels is checked in simulation and validated in data by

using the low-pT objects in the recoil calculation, but computed in the region perpendicular to the p
ℓℓ
T

and p
ℓℓ j

T
direction for Njet = 0 and = 1, respectively. The difference in the DY frecoil efficiency between

the Z peak and the low mℓℓ regions in the ee+ µµ channel is checked in simulation and validated in

data in the Emiss
T,rel

< 30GeV region. The differences summed in quadrature are taken as a systematic

uncertainty on the extrapolated efficiency. The largest contribution is the 27% assigned for the DY

extrapolation from the Z peak region to the low-mℓℓ region. The total uncertainty on this background

is 60% and 80% in the Njet = 0 and = 1 modes, respectively.

The Njet ≥ 2 uses the EmissT -mℓℓ distribution using the events in the Z peak to extrapolate a near-by
region (mℓℓ < 50GeV, low E

miss
T
) to the signal region (mℓℓ < 50GeV, high E

miss
T
). A small correlation

of (3± 10 (stat.))% is found in simulation and the correction is applied. The modeling of the VBF
selections is evaluated separately using events with low values of Emiss

T
rich in Z/γ∗→ ℓℓ. The total

uncertainty on the background is 15%, which is dominated by experimental sources.
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Figure 6: Distributions of mT in (a) Njet = 1 and (b) Njet ≥ 2 top background control regions. The
distributions are normalised to the data. The right-most bin in (b) represents the overflow. The shaded

area represents the uncertainty on the signal and background yields from statistical, experimental, and

theoretical sources.

4.2 Z/γ∗→ττ control region

The DY background from taus is normalised to the data using a eµ+ µe CR that is defined by the back-

to-back configuration of the leptons, |∆φℓℓ |> 2.8, and the procedure is unchanged from Ref. [49]. The
CR has a purity of 94% and 74% for Njet = 0 and = 1, respectively. The total relative uncertainty on

the background is 15% and 40% for Njet = 0 and = 1, respectively.

The Njet ≥ 2 analysis follows the above prescription, but requiring Nb-jet = 0 and ptotT < 45GeV to

define a CR with 67% purity. This sample is used to correct the modelling of Emiss
T
while a separate

CR in the Z/γ∗→ ℓℓ peak region is used to correct the modelling of the VBF-related criteria. The total

relative uncertainty on this background is 32%.

4.3 Top control region

The top background for the Njet = 0 mode is estimated using the procedure described in Ref. [49]. The

number of top events with no jets is estimated from the number of events in data passing the Emiss
T,rel

requirement but having any number of reconstructed jets, a sample that is dominated by top, multiplied

by the fraction of top events with no reconstructed jets in simulation. The estimate is corrected using

a b-tagged CR. The MC normalisation factor of 1.07± 0.03 (stat.) is found. The total uncertainty on
this background is 13%.

The top background in the Njet = 1 and ≥ 2 channels is normalised to the data in a CR defined
by Nb-jet = 1 with the requirements on |∆φℓℓ | and mℓℓ removed. The resulting normalisation factor is
1.04± 0.02 (stat.) and 0.59± 0.07 (stat.) in the Njet = 1 and ≥ 2 channels, respectively. The latter value
reflects the limitation of the non-VBF simulation in the corner of phase space with m j j > 500GeV

and |∆y j j |> 2.8. The total uncertainty for this background is 28% and 39% in the Njet = 1 and ≥ 2
channels, respectively. The observed and expected mT distributions for events in the top CRs are

shown in Fig. 6, after applying the appropriate normalisation factors for various background processes.

4.4 WW estimation
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Figure 7: Distributions of mT in the WW control region in the (a) Njet = 0 and (b) Njet = 1 modes.

The distributions are normalized to the data. The top and Z/γ∗→ττ backgrounds are scaled using

the normalisation derived from the corresponding control regions described in the text. The shaded

area represents the uncertainty on the signal and background yields from statistical, experimental, and

theoretical sources.

The WW background is the dominant background in Njet = 0, comparable to the top background in

Njet = 1, and subleading but still significant in the Njet ≥ 2 channel. The predictions in the Njet = 0 and
= 1 analyses are normalised using control regions. The Njet ≥ 2 prediction is taken from simulation
because of the difficulty of isolating a kinematic region that is sufficiently free of top background

background while still retaining high statistics.

The WW CRs for Njet ≤ 1 are defined with the same selection as the signal region except that
the |∆φℓℓ | requirement is removed and the mℓℓ bound is modified. For Njet = 0, 50≤mℓℓ < 100GeV
defines the CR; this is a modification with respect to Ref. [6]. The smaller extrapolation in phase

space results in a reduction of the systematic uncertainty. For Njet = 1, mℓℓ > 80GeV defines the CR

as was done in Ref. [6].

Events from WW contribute about 70% and 40% of the total events in the Njet = 0 and = 1

CRs, respectively. Contributions from sources other than WW are derived as they are for the sig-

nal region, including the top and W+ jets backgrounds. The resulting WW normalisation factors are

1.16± 0.04 (stat.) and 1.03± 0.06 (stat.) for the Njet = 0 and = 1 signal regions, respectively. The ob-
served and predicted mT distributions for events in the WW CRs are shown in Fig. 7, after applying

the appropriate normalisation factors for various background processes.

The total uncertainty on the background is 7.4%, 37%, and 37% for the Njet = 0, = 1, and ≥ 2
modes, respectively. The WW and top background estimates for Njet = 1 are anti-correlated due to

the large contamination of top quark events in the WW control region. Finally, contributions from

multiple parton interactions have been found to be negligible.

4.5 Summary of background estimates

Table 4 shows the expected and observed number of events in the CRs described above, which are

used to normalise the Monte Carlo prediction using the data yields. These include the WW in the

Njet = 0 and = 1 analyses, Z/γ
∗→ττ in the Njet = 0, = 1, and ≥ 2 analyses and top background in the

Njet = 1 and ≥ 2 analyses.
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Table 4: Control region yields for 8 TeV data. The observed (Nobs) and expected (Nexp) yields for

the signal (Nsig) and background (Nbkg) processes are given. The composition of Nbkg is given on the

right. For Njet ≥ 2, Nsig,ggF is added to Nbkg. In general, no normalisation factors are applied with the
following exception: the top and Z/γ∗→ττ normalisation factors are applied for the corresponding

estimates in the WW CRs. All uncertainties are statistical.

Estimate Nobs Nbkg Nsig

WW

Njet = 0 2224 1970± 17 31± 0.7
Njet = 1 1897 1893± 17 1.9± 0.3

Z/γ∗→ ττ

Njet = 0 1935 2251± 31 2.5± 0.2
Njet = 1 2884 3226± 34 7.5± 0.3
Njet ≥ 2 212 224± 7 0.6± 0.1

Top

Njet = 1 4926 4781± 26 12± 0.5
Njet ≥ 2 126 201± 5 1.6± 0.1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

1383± 9.3 100± 6.8 152± 4.4 107± 4.3 68± 10 160± 3.6
752± 6.8 88± 5.5 717± 9.5 243± 6.7 37± 7.5 56± 2.5

61± 1.9 8.5± 1.1 4.5± 0.8 2.7± 0.6 2113± 31 61± 3.8
117± 2.7 22± 3.1 570± 8.4 50± 3 2379± 32 88± 4.3
13± 1 4± 1 44± 3 5± 1 148± 6 9± 1

184± 3.7 43± 9.5 3399± 20 1049± 13 72± 3.1 35± 2.2
6.4± 0.4 1.0± 0.3 157± 4 26± 2 9± 1 0.3± 0.4

The distributions in the CRs show satisfactory agreement between the data and the MC given the

systematic uncertainties on the latter, which are dominated by the overall theoretical uncertainties

on the various background contributions. These uncertainties do not propagate to the signal regions

because they are replaced by the statistical uncertainties on the data. The extrapolation uncertainties

are discussed in more detail in the next section.

5 Systematic uncertainties

The systematic uncertainties on the signal yields and cross section can be divided into two categories:

experimental uncertainties such as those on the jet energy scale and the b-jet tagging efficiency, and

theoretical uncertainties such as the estimation of the effect of higher-order terms through variations of

the QCD scale inputs to Monte Carlo calculations. Some of these uncertainties are correlated between

the signal and background predictions, so the impact of each uncertainty is calculated by varying the

parameter in question and coherently recalculating the signal and background event yields. For the

largest backgrounds normalised using control regions (WW for Njet ≤ 1 and top in Njet = 1 and ≥ 2),
the theoretical and experimental uncertainties on the extrapolation are described below and the total

uncertainties on these backgrounds, as quoted in Section 4, are summarised at the end of this section.

5.1 Theoretical uncertainties on the Higgs signal

Theoretical uncertainties on the signal production cross sections include uncertainties on the QCD

renormalisation and factorisation scales, on the PDF model used to evaluate the cross section and

acceptance, and on the underlying event and parton shower model used in the signal model [60, 61].

To evaluate the uncertainties from the QCD factorisation and renormalisation scales, the scales are

independently varied up and down by a factor of two while keeping their ratio between 0.5 and 2.

For the ggF signal contribution in the Njet = 0 and = 1 analyses, the QCD scale uncertainties on

the inclusive cross sections for events with Njet ≥ 0, ≥ 1, and ≥ 2 are assumed to be independent [62].
Those uncertainties are approximately 8%, 20%, and 70%, respectively, and are calculated using the

inclusive ggF process from the HHNLO program [63,64]. They are converted into uncertainties on the
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cross sections in exclusive jet multiplicity final states according to the prescription in Refs. [61,62,65].

The uncertainties on the inclusive cross sections are shared across the exclusive jet multiplicity cat-

egories, and in practice introduce anti-correlations among the predicted signal yield for the different

final states representing the migration of events among different jet multiplicities. The sum in quadra-

ture of those uncertainties are 17% and 37% for Njet = 0 and = 1, respectively.

Scale uncertainties on the ggF process as it appears in Njet ≥ 2 are evaluted using the same pro-
cedure. In this case, two inclusive ggF processes are considered: events with at least two jets and

passing VBF-specific jet cuts but ignoring the central jet veto, and events with at least three jets, at

least one of which would cause the event to fail the central jet veto. MCFM [66] is used to evaluate

the cross sections under varied renormalisation and factorisation scales. A relative scale uncertainty

of 43% is assigned on the cross section for ggF events passing the VBF selection results.

The total scale uncertainty on the signal combines the ggF and VBF contributions. For the VBF

signal, the QCD scale uncertainty on the inclusive cross section is estimated to be less than a percent

and therefore is negligible. The large scale uncertainties on the ggF mode are correspondingly diluted

in the uncertainty on the total signal yield, particularly for higher jet multiplicities. The corresponding

uncertainties on the total signal yield are 17%, 30%, and 7% for the Njet = 0, = 1, and ≥ 2 analyses,
respectively. The total QCD scale uncertainty on the signal includes an additional contribution of

about 4%, corresponding to the QCD scale uncertainty on the acceptance alone, which is correlated

among the jet multiplicities.

The PDF uncertainties on the signal cross section and acceptance are evaluated following Refs. [45,

67–69], using the envelopes of error sets as well as different PDF sets, applied separately to quark-

quark, quark-gluon, and gluon-gluon initiated processes. The dependence on the value of αs(MZ)

used is also included. The relative PDF uncertainty is 8% for the ggF and tt̄H process and 3 − 4%
for the quark-initiated VBF and VH processes. These uncertainties are estimated by following the

prescription in Ref. [67] and by using the PDF sets of CT10 [45], MSTW [68], and NNPDF [69].

The PDF uncertainties are assumed to be completely correlated among processes with identical initial

states, regardless of whether or not they are signal or background processes.

Uncertainties on the P+P8 modelling of signal processes, particularly the sensitivity to

the underlying event and parton shower model, are estimated by comparison to MC@NLO+H.

The resulting uncertainties are 3% for the Njet = 0 signal and 10% for the Njet = 1 signal, anti-correlated

between the jet multiplicity bins. For the Njet ≥ 2 analysis, the uncertainty on the effect of UE mod-
elling is evaluated through comparison of P+P6 samples generated with and without the

UE, and is 9% for the ggF process and 3% for the VBF process.

5.2 Theoretical uncertainties on background normalisations

For backgrounds such asWW and top that are evaluated through extrapolation from a signal-depleted

CR, theoretical uncertainties are reduced compared to those on the absolute MC normalisation. The

extrapolation to the signal region must still be derived from simulation, so some theoretical uncertain-

ties remain. The parameters are defined generally as the ratio of the number of events passing the sig-

nal region selection to the number passing the CR selection as evaluated in simulation, α=NSR/NCR.

These are discussed in more detail below. For small backgrounds, such as Wγ(∗) and WZ, the back-
ground acceptance is completely evaluated from simulation and calculated cross sections are used for

their normalisation, and as a result, the associated theoretical uncertainties are larger than those for

backgrounds normalised in CRs. The treatment of these backgrounds is unchanged from Ref. [49].

For WW, the parameters α
0 j

WW
and α

1 j

WW
denote the extrapolation parameters for Njet = 0 and = 1,

respectively. The uncertainties on these parameters are evaluated according to the prescription of
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Table 5: Uncertainties on the extrapolation parameters α for the WW background in the Njet = 0

and = 1 channels. Uncertainties due to the QCD scale, PDF, parton shower (PS), underlying event

(UE), and modelling of the NLO qq, gq→WW processes are given. Each source, represented by a
column, is assumed to be uncorrelated, but for a given source the uncertainties are assumed to be fully

correlated among all signal regions with Njet = 0 and = 1. A relative sign between two entries in a

column indicates anti-correlation between those signal regions for that source of uncertainty.

Channel Range (GeV) QCD scale (%) PS, UE (%) PDF (%) Modelling (%)

Njet = 0

eµ+ µe 10<mℓℓ < 30 0.9 0.2 1.5 −1.2
eµ+ µe 30≤mℓℓ < 50 0.9 0.8 1.1 −1.4
ee+ µµ 12<mℓℓ < 50 1.0 0.3 1.1 1.7

Njet = 1

eµ+ µe 10<mℓℓ < 30 1.6 0.5 2.0 −5.1
eµ+ µe 30≤mℓℓ < 50 1.5 0.5 1.8 −5.0
ee+ µµ 12<mℓℓ < 50 1.4 0.6 1.7 −3.1

Ref. [61]. Four main sources of uncertainty on the normalisation have been considered: QCD renor-

malisation and factorisation scales, dependence on PDF, dependence on the choice of Monte Carlo

generator, and dependence on the UE and PS model. Scale uncertainties have been computed using

the MCFM generator by varying the renormalisation and factorisation scales by a factor of 2 while

keeping their ratio between them between 0.5 and 2. PDF uncertainties are calculated as for the signal,

using the same generator as used for the central value of α.

The signal extraction procedure relies on the precise knowledge of the modelling by simulation.

These uncertainties are evaluated by comparing the α from P+P8 and MCFM. MC@NLO

is not included in this comparison because the calculation excludes singly-resonant processes and does

not treat spin correlations at the matrix element level. The UE and PS uncertainties are evaluated by

comparing the predictions of P interfaced with P8, P6, and H. The α are found

to be positively correlated between Njet = 0 and = 1, as well as for all of subdivisions of the signal

region by lepton flavour and mℓℓ. The total quoted uncertainties are about 2% and 4–6% for the

Njet = 0 and = 1 signal regions, respectively. These values are summarised in Table 5. The modelling

and scale uncertainties have been checked using aMC@NLO [70, 71], which gives the same results

within the statistical uncertainties of the comparison.

Because the mT distribution is used in the analysis to estimate the signal yield, an additional

theoretical uncertainty is evaluated on the shape of this distribution for the dominantWW background.

It is computed by comparing the mT shape predicted by the MCFM, S, P+P6, and

MC@NLO+H generators, as well as a comparison among showering algorithms. The resulting

maximal variations in the normalised mT distributions are about 20% and are concentrated in the tails

of the distribution. The envelope of the distributions from the comparison, which is dominated by the

differences between MCFM and MC@NLO+H, is taken as a relative shape uncertainty on the

P mT distribution.

The dominant uncertainties on the top background for the Njet = 0 analysis are the theoretical

uncertainties on the component derived from MC simulation. These total to 10% and include the

effects of QCD scale, initial- and final-state radiation, generator/PS model, the relative normalisation

of tt̄ and single top, and the interference between single top and tt̄, which is neglected when using
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separate tt̄ and single top Monte Carlo samples. The top background for Njet = 1 and ≥ 2 is evaluated
by extrapolation from a signal-depleted CR, as is the case for WW, but the associated uncertainty

is dominated by experimental uncertainties, to be described in the next section. For Njet = 1, the

uncertainty of 8% on α is evaluated by comparison of simulated tt̄ and single top events with different

QCD tunes for initial- and final-state radiation. For Njet ≥ 2, the uncertainty of 15% on α is evaluated
by comparing the modelling of various generators after the VBF-related selection.

The WW yield in Njet ≥ 2 is predicted by simulation. Two types of contributions are considered:
QCD processes with gluon emissions and electroweak processes without. For the former, a total

uncertainty of 42% is dominated by QCD scale and PDF variations. For the latter, which are non-

negligible in Njet ≥ 2 channel, a total uncertainty of 11% is obtained by considering the QCD scale, the
interference between QCD and Higgs processes, and the difference between the S andMadGraph

generators.

5.3 Experimental uncertainties

The experimental uncertainties affect both the expected signal and background yields, and are pri-

marily associated with the reconstruction efficiency and energy/momentum scale and resolution of the

different objects (leptons, jets, and Emiss
T
) in the event. The most significant contributions are from the

jet energy scale and resolution, the b-tagging efficiency, and the 30% uncertainty on the fake factor

used to calculate the W+ jets background. The uncertainty on the integrated luminosity is 3.6%. It

is derived, following the methodology of Ref. [72], from a preliminary calibration of the luminosity

scale derived from beam-separation scans of April 2012.

The jet energy scale is determined from a combination of test beam, simulation, and in situ mea-

surements. Its uncertainty is split into several independent components: η intercalibration of jets from

the central to the forward region, high-pT jets, MC non-closure, topologies with close-by jets, different

quark/gluon composition and response, the b-jet energy scale, impact from in-time and out-of-time

event pile-up, and in situ jet energy corrections. The latter is further divided into several different cat-

egories depending on the physical source of the uncertainty. The jet energy scale uncertainty, for jets

with pT > 25GeV and | η |< 4.5, is 1–5% depending on pT and η. The jet energy resolution varies from
5% to 20% as a function of the jet pT and η. The relative uncertainty on the resolution, as determined

from in situ measurements, ranges from 2% to 40%, with the largest value of the resolution and rel-

ative uncertainty occurring at the pT threshold of the jet selection. The reconstruction, identification,

and trigger efficiencies for electrons and muons, as well as their momentum scales and resolutions, are

estimated using Z→ ℓℓ, J/ψ→ ℓℓ, andW→ ℓν decays (ℓ= e, µ). With the exception of the uncertainty

on the electron selection efficiency, which varies between 2% and 5% as a function of pT and η, the

resulting uncertainties are all smaller than 1%.

The efficiency of the b-tagging algorithm is calibrated using samples containing muons recon-

structed in the vicinity of jets [58]. The resulting uncertainty on the b-jet tagging efficiency varies

between 5% and 12% as a function of jet pT.

The changes in jet energy and lepton energy/momentum due to systematic variations are prop-

agated to Emiss
T
and Emiss

T,STVF
; the changes in the high-pT object energy/momentum and in the E

miss
T

quantities are, therefore, fully correlated. Additional contributions to the Emiss
T
and Emiss

T,STVF
uncer-

tainty arise from jets with pT < 20GeV as well as from low-energy calorimeter deposits not associ-

ated with reconstructed physics objects [55]; their effect on the total signal and background yields is

about 3%.

Lepton momentum scale uncertainties are also propagated to the pmiss
T
calculation. In addition,

uncertainties are assigned to the scale and resolution of the remaining pmiss
T
component not associated
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Table 6: Total relative uncertainties on backgrounds that are normalised using control regions (CR).

The statistical component (Stat.) is from the CR yields; the theoretical uncertainties (Theory) are from

the α extrapolation parameter; the experimental (Expt.) uncertainties are given. The approximate

uncertainties on the normalisation of other processes in the CR (Crosstalk) are given. The WW and

top in Njet = 1 are anti-correlated due to the b-jet selection, so that the uncertainties partially cancel.

Estimate Stat. (%) Theory (%) Expt. (%) Crosstalk (%) Total (%)

WW

Njet = 0 2.9 1.6 4.4 5.0 7.4

Njet = 1 6 5 4 36 37

Top

Njet = 1 2 8 22 16 29

Njet ≥ 2 10 15 29 19 39

with charged leptons. These uncertainties are calculated by comparing the properties of pmiss
T
in Z

events in real and simulated data, as a function of the sum of the hard pT objects in the event.

In the fit to the mT distribution to extract the signal yield, the predicted mT shape from simulation

is used for all of the backgrounds except W+ jets. For W+ jets, the shape is taken from the same

data which is used to normalise the background estimate, with the same fake factor applied. For

the other backgrounds, the impact of experimental uncertainties on the mT shapes for the individual

backgrounds and signal are evaluated, and no statistically significant dependence is observed for the

majority of the experimental uncertainties. Those experimental uncertainties which do produce sta-

tistically significant variations of the shape have no appreciable effect on the final results, because

the uncertainty on the mT shape of the total background is dominated by the uncertainties on the

normalisations of the individual backgrounds.

5.4 Uncertainties on backgrounds normalised to control regions

For the backgrounds normalised using CRs (WW for the Njet = 0 and Njet = 1 analyses and top in the

Njet = 1 and ≥ 2 analyses), the sources of uncertainty can be grouped into four categories: the statistical
uncertainty, the theoretical and experimental uncertainties on the simulation-based extrapolation from

the CR to the signal region, and the uncertainty on the other contributing processes in the CR, which

are subtracted from the data yield to get the estimated number of events from the targeted background.

These four sources, and the resulting total uncertainty, are summarised in Table 6. The uncertainties

on α are described above, and the statistical uncertainty is derived from the number of events in the

corresponding CR, which can be found in Table 4. The uncertainties from the normalisation of other

processes in the CR, as represented here, are necessarily approximate because of the correlations

among the backgrounds, but the correlations are fully represented in the fit to the data used to extract

the results.

6 Re-analysis of 7 TeV data

The 7TeV data have re-analysed with respect to Ref. [73] to exploit the improvements developed for

the analysis of the 8 TeV data, thus facilitating the combination of the results from these two data sets.

The object and event selections closely follow Section 3. The largest improvement with respect to

19



Table 7: Summary selection table for 7 TeV data. The observed (Nobs) and the expected (Nexp) yields

for the signal (Nsig) and background (Nbkg) processes are given in the mT range noted in Section 3.5.

The composition of Nbkg is given on the right. The eµ+ µe and ee+ µµ channels are combined. The

Nsig sums the ggF and VBF contributions. The selection modifications with respect to Table 2 are

discussed in Section 6. The uncertainty on Nbkg accounts for the correlations among the sources.

Njet Nobs Nbkg Nsig

= 0 154 161± 11 25± 5
= 1 62 47± 6 7± 2
≥ 2 2 4.6± 0.8 1.4± 0.2

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

113± 10 12± 2 5± 1 4± 1 6± 2 21± 5
16± 6 5± 1 10± 3 6± 2 5± 2 5± 1
0.7± 0.2 - 0.7± 0.5 0.1± 0.1 2.4± 0.6 0.3± 0.1

Ref. [73] is a 40% reduction of theW+ jets contribution. This is accomplished by tightening the lepton

isolation requirement. Other differences include the change in theWW generator and the background

estimation techniques to mimic Section 4. P6 is used for underlying event and parton shower.

Due to the lower pile-up conditions during the 7 TeV period, the JVF selection is loosened and the

selection in the ee+ µµ channels is optimised to accommodate for the lower levels of the DY with

respect to 2012.

Figure 8 shows the expected and observed mT distribution of events passing all of the selection

for Njet = 0 and = 1 (equivalent to Fig. 4 for 8 TeV). The corresponding plots for Njet ≥ 2 are omitted
due to limited statistics. Table 7 summarises the predicted signal and backgrounds for events after the

selection in the mT ranges described in Section 3.5 (equivalent to Table 11 for 8 TeV). The predicted

yields include the statistical and systematic uncertainties.

7 Results

The selection yields and the statistical interpretations are presented. First, the comparison of observed

and expected signal and background yields is given in Section 7.1. Second, the statistical method for

the signal extraction procedure is described in Section 7.2. Then the statistical interpretation of the

combined 7 and 8 TeV results is given in Section 7.3; the VBF interpretation is given in Section 7.3.1.

Finally, the interpretations of 7 and 8 TeV results are given in Section 7.4 and Section 7.5, respectively.

The discussion of 8 TeV results includes the measurement of the Higgs production cross section.

7.1 Expected signal and background event yields

The expected signal and background yields in the signal regions of the 8 TeV Njet = 0, = 1, and ≥ 2
modes are given in Tables 8, 9, and 10, respectively. The tables show the expected and observed event

yields at various stages of the selection. After the selection, the dominant background in the Njet = 0

channel is the continuum WW production with smaller contributions from top, VV , and W+ jets

events. In the Njet ≥ 1 modes, the contributions from the WW and top processes are comparable. In
general, an excess of events relative to the total background is seen. Figure 4 shows the distributions

of the transverse mass after the selection.

The summary of the observed and expected yields for the signal and background processes after

the selection is given in Table 11. These yields are for the events in the mT ranges specified in

Section 3.5, while the full range is used for the fit procedure described below. The VBF process

contributes 2%, 12%, and 81% of the signal events expected in the signal region of the Njet = 0, = 1,
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Figure 8: Distribution of transverse mass, mT, for 7 TeV data. The plots are shown for the eµ+ µe

(left) and ee+ µµ (right) channels in the Njet = 0 (top) and Njet = 1 (bottom) modes. The visible signal

is stacked on top of the background. The shaded area represents the uncertainty on the signal and

background yields from statistical, experimental, and theoretical sources. Table 2 lists the selection

order and Section 6 describes the modifications made with respect to the 8 TeV analysis.

and ≥ 2 analyses, respectively. The uncertainties in the table include the systematic uncertainties
discussed in Section 5, and correspond to those entering the statistical procedure described next. The

total uncertainty on the background is calculated accounting for the correlations among the individual

backgrounds and includes all contributions.

The main sources of systematic uncertainties are summarised in Table 12. As done for Table 11,

the values are for events in the mT range. Moreover, the constraints from control regions are in-

cluded. The uncertainties are shown by source rather than by their impact on the signal or a particular

background. For example, the jet energy scale and resolution affect the signal and backgrounds in a

correlated way, but only their impact on the total signal and background expectations is shown.

The distribution ofmT after the Njet = 0 and = 1 selection after subtracting the background is shown

in Figure 9. The distribution is similar to that of the signal.
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Table 8: Selection table for Njet = 0 in 8 TeV data. The observed (Nobs) and expected (Nexp) yields for

the signal (Nsig) and background (Nbkg) processes are shown for the (a) eµ+ µe and (b) ee+ µµ chan-

nels. The composition of Nbkg is given on the right. The requirements are imposed sequentially from

top to bottom. Energies, masses, and momenta are in units of GeV. All uncertainties are statistical.

(a) eµ+ µe channel

Selection Nobs Nbkg Nsig

Njet = 0 9024 9000± 40 172± 2
|∆φℓℓ,MET |> π

2
8100 8120± 40 170± 2

pℓℓ
T
> 30 5497 5490± 30 156± 2

mℓℓ < 50 1453 1310± 10 124± 1
|∆φℓℓ |< 1.8 1399 1240± 10 119± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

4900± 20 370± 10 510± 10 310± 10 2440± 30 470± 10
4840± 20 360± 10 490± 10 310± 10 1690± 30 440± 10
4050± 20 290± 10 450± 10 280± 10 100± 10 320± 5
960± 10 110± 6 69± 3 46± 3 18± 7 100± 2
930± 10 107± 6 67± 3 44± 3 13± 7 88± 2

(b) ee+ µµ channel

Selection Nobs Nbkg Nsig

Njet = 0 16446 15600± 200 104± 1
|∆φℓℓ,MET |> π

2
13697 12970± 140 103± 1

pℓℓ
T
> 30 5670 5650± 70 99± 1

mℓℓ < 50 2314 2390± 20 84± 1
pmiss
T,rel

> 45 1032 993± 10 63± 1
|∆φℓℓ |< 1.8 1026 983± 10 63± 1
frecoil < 0.05 671 647± 7 42± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

2440± 10 190± 5 280± 6 175± 6 12300± 160 170± 10
2430± 10 190± 5 280± 6 174± 6 9740± 140 160± 10
2300± 10 170± 5 260± 6 167± 5 2610± 70 134± 4
760± 10 64± 3 53± 3 42± 3 1410± 20 62± 3
650± 10 42± 2 47± 3 39± 3 200± 5 19± 2
640± 10 41± 2 46± 3 39± 3 195± 5 18± 2
520± 10 30± 2 19± 2 22± 2 49± 3 12± 1

Table 9: Selection table for Njet = 1 in 8 TeV data. More details are given in the caption of Table 8.

(a) eµ+ µe channel

Selection Nobs Nbkg Nsig

Njet = 1 9527 9460± 40 97± 1
Nb-jet = 0 4320 4240± 30 85± 1
Z→ ττ veto 4138 4020± 30 84± 1
mℓℓ < 50 886 830± 10 63± 1
|∆φℓℓ |< 1.8 728 650± 10 59± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

1660± 10 270± 10 4980± 30 1600± 20 760± 20 195± 5
1460± 10 220± 10 1270± 10 460± 10 670± 10 160± 4
1420± 10 220± 10 1220± 10 440± 10 580± 10 155± 4
270± 4 69± 5 216± 6 80± 4 149± 5 46± 2
250± 4 60± 4 204± 6 76± 4 28± 3 34± 2

(b) ee+ µµ channel

Selection Nobs Nbkg Nsig

Njet = 1 8354 8120± 90 54± 1
Nb-jet = 0 5192 4800± 80 48± 1
mℓℓ < 50 1773 1540± 20 38± 1
pmiss
T,rel

> 45 440 420± 10 21± 1
|∆φℓℓ |< 1.8 430 410± 10 20± 1
frecoil < 0.2 346 320± 10 16± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

820± 10 140± 10 2740± 20 890± 10 3470± 80 60± 10
720± 10 120± 10 720± 10 260± 10 2940± 70 40± 10
195± 4 35± 2 166± 5 65± 3 1060± 10 20± 2
148± 3 21± 1 128± 5 52± 3 64± 4 5.1± 0.8
143± 3 20± 1 125± 5 51± 3 63± 4 4.5± 0.7
128± 3 17± 1 97± 4 44± 3 25± 2 3.1± 0.6

7.2 Statistical model and signal extraction

The statistical analysis uses the likelihood function L, the product of Poisson functions for each
signal and control region and Gaussian constraints, where the product is over the decay channels. In

the Poisson term for the signal region µ scales the expected signal yield, with µ = 0 corresponding to
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Table 10: Selection table for Njet ≥ 2 in 8 TeV data. More details are given in the caption of Table 8.
In this table, the Nsig,ggF is included in Nbkg; the Nsig,VH is included in Nsig,VBF, but the contributions

are negligible after the VBF-related criteria. The y gap is described in Table 2.

(a) eµ+ µe channel

Selection Nobs Nbkg Nsig,VBF

Njet ≥ 2 48723 47740± 80 43± 1
Nb-jet = 0 5852 5690± 30 31± 1
ptot
T
< 45 4790 4620± 30 27± 1

Z→ ττ veto 4007 3840± 30 25± 1
|∆y j j |> 2.8 696 680± 10 12± 0.2
m j j > 500 198 170± 4 7.5± 0.1
No jets in y gap 92 77± 2 6.3± 0.1
Both ℓ in y gap 78 59± 2 6.1± 0.1
mℓℓ < 60 31 16± 1 5.5± 0.1
|∆φℓℓ |< 1.8 23 12± 1 5.1± 0.1

Nsig,ggF NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

67± 1 940± 10 300± 20 41800± 70 2370± 20 1800± 30 440± 10
49± 1 690± 10 200± 10 2930± 20 350± 10 1300± 20 171± 5
41± 1 590± 10 160± 10 2320± 20 290± 10 1100± 20 126± 4
38± 1 540± 10 140± 10 2150± 20 260± 10 600± 20 108± 4
9.5± 0.3 100± 2 25± 3 380± 10 55± 3 95± 5 19± 2
2.9± 0.2 34± 1 5.6± 0.6 93± 3 11± 1 19± 2 4.4± 0.7
1.7± 0.2 25± 1 2.8± 0.4 30± 2 5.2± 0.8 9± 1 3.1± 0.6
1.6± 0.1 19± 1 2.1± 0.3 22± 1 4.3± 0.7 7± 1 2.4± 0.5
1.5± 0.1 3.8± 0.4 0.7± 0.2 4.5± 0.7 0.7± 0.3 4.4± 0.8 1.0± 0.4
1.3± 0.1 3.5± 0.4 0.6± 0.2 3.7± 0.7 0.7± 0.3 1.9± 0.5 0.6± 0.3

(b) ee+ µµ channel

Selection Nobs Nbkg Nsig,VBF

Njet ≥ 2 32877 32300± 100 26± 0.7
Nb-jet = 0 65388 6370± 80 19± 0.6
ptot
T
< 45 4903 4830± 70 17± 0.5

|∆y j j |> 2.8 958 930± 30 8.1± 0.2
m j j > 500 298 245± 6 5.5± 0.1
No jets in y gap 147 119± 4 4.7± 0.1
Both ℓ in y gap 108 85± 3 4.5± 0.1
mℓℓ < 60 52 40± 2 4.0± 0.1
|∆φℓℓ |< 1.8 42 34± 2 3.7± 0.1

Nsig,ggF NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

40± 1 540± 6 180± 10 24540± 60 1390± 20 5420± 90 190± 10
30± 1 390± 5 130± 10 1750± 20 200± 10 3810± 80 58± 4
24± 1 340± 4 92± 5 1370± 10 170± 10 2790± 70 43± 3
6.2± 0.3 61± 2 12± 1.3 252± 6 35± 2 560± 30 6± 1
2.1± 0.2 23± 1 4.1± 1.1 62± 3 9± 1 142± 5 1.4± 0.6
1.1± 0.1 17± 1 2.8± 1.1 19± 1 4.1± 0.7 74± 3 0.7± 0.4
0.9± 0.1 12± 1 2.3± 1.1 14± 1 3.1± 0.6 51± 3 0.3± 0.3
0.8± 0.1 3.2± 0.3 1.6± 1.1 3.7± 0.6 0.8± 0.3 30± 2 0.1± 0.2
0.7± 0.1 2.8± 0.3 1.6± 1.1 3.3± 0.5 0.7± 0.3 25± 2 0.1± 0.2

Table 11: Summary selection table for 8 TeV data for events in the mT range noted in Section 3.5. The

uncertainty on Nbkg accounts for the correlations among the sources. More details are given in the

caption of Table 7.

Njet Nobs Nbkg Nsig

= 0 831 739± 39 97± 20
= 1 309 261± 28 40± 13
≥ 2 55 36± 4 10.6± 1.4

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

551± 41 58± 8 23± 3 16± 2 30± 10 61± 21
108± 40 27± 6 68± 18 27± 10 12± 6 20± 5
4.1± 1.5 1.9± 0.4 4.6± 1.7 0.8± 0.4 22± 3 0.7± 0.2

no signal and µ = 1 corresponding to the SM hypothesis. As the parameter of interest it is allowed

to move freely to best fit the data. The expected signal and background yields in the Poisson are

allowed to vary within the allowed range of the relevant systematic uncertainties. Such an uncertainty

is parametrised by the corresponding nuisance parameter θ (its collection is θ) that is constrained by

the Gaussian. The parametrisations are implemented as log-normal distributions in order to restrict

the nuisance parameters from taking unphysical values.

The signal strength µ is found by maximisingL that is defined using the mT distribution for events
after the selections in Tables 8–10. As mentioned in Section 3.5, the samples for the eµ+ µe channel

in Njet ≤ 1 are split at mℓℓ = 30GeV, treating them as separate signal regions. The full mT distribution
is divided into five, three, and four bins for Njet = 0, = 1, and ≥ 2, respectively. For Njet ≤ 1, the bins are
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Table 12: Leading systematic uncertainties on the expected event yields for the 8 TeV analysis. The

first four rows are calculated for inclusive Njet modes and redistributed to exclusive ones (Section 5).

The QCD scale uncertainties on the inclusive ggF cross sections are anti-correlated between the ex-

clusive Njet modes. Some uncertainties are grouped differently with respect to Table 11 to reflect the

treatment of correlations; most experimental ones are correlated between the signal and background.

Sources contributing less than 4% to any column, and individual entries below 1%, are omitted.

Signal processes (%) Background processes (%)

Source Njet = 0 Njet = 1 Njet ≥ 2 Njet = 0 Njet = 1 Njet ≥ 2

Theoretical uncertainties

QCD scale for ggF signal for Njet ≥ 0 13 - - - - -

QCD scale for ggF signal for Njet ≥ 1 10 27 - - - -

QCD scale for ggF signal for Njet ≥ 2 - 15 4 - - -

QCD scale for ggF signal for Njet ≥ 3 - - 4 - - -

Parton shower and UE model (signal only) 3 10 5 - - -

PDF model 8 7 3 1 1 1

H→WW branching ratio 4 4 4 - - -

QCD scale (acceptance) 4 4 3 - - -

WW normalisation - - - 1 2 4

Experimental uncertainties

Jet energy scale and resolution 5 2 6 2 3 7

b-tagging efficiency - - - - 7 2

frecoil efficiency 1 1 - 4 2 -
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Figure 9: Background-subtracted mT distribution for Njet ≤1 in 7 and 8 TeV data. The signal is over-
laid. The error bars represent the statistical uncertainties of the data and the subtracted background; it

does not include the systematic uncertainties of the latter.

of variable widths to have the same number of expected background events in each bin to reduce the

effect of MC statistics. For Njet ≥ 2, the divisions occur at 50, 80, and 130GeV for the 8 TeV analysis,
and one bin with mT < 150GeV is used for the 7 TeV analysis. The use of the mT distribution relies

on the knowledge of its shape, and the effects of those uncertainties are small in comparison to those

from the WW normalisation. Interference effects between gg → WW and the signal reduce the total
expected event yield by about 10% at mT & mH [74]. The impact on the analysis is negligible because

the signal region is binned in mT and the high end of the distribution has a low expected S/B and
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contributes relatively little to the sensitivity.

The modified frequentist method known as CLs [75, 76] is used to compute 95% confidence level

(CL) exclusions and the p0 value. The method uses a test statistic qµ, a function of µ that depends on

the profiled values θ̂µ, θ̂, and µ̂: qµ =−2 ln
(L(µ; θ̂µ)/L(µ̂; θ̂)

)

. The denominator does not depend on µ.

The quantities µ̂ and θ̂ are the values of µ and θ, respectively, that unconditionally maximise L. The
numerator depends on the values θ̂µ that maximise L for a given value of µ. For the limit calculation
the range of µ̂ is restricted, 0≤ µ̂≤ µ, so that the results are physical.
The p0 value, the probability to obtain a value of q0 larger than the observed value under the

background-only hypothesis, is computed with qµ evaluated at µ= 0. The µ̂ is allowed to be negative,

and the correponding q0 also becomes negative, to be able to quantify downward fluctuations.

The combined results for the 7 and 8 TeV data account for the correlations between the analyses

due to common systematic uncertainties. The correlation of all respective nuisance parameters is

assumed to be 100% except for those that are statistical in origin or have a different source for the two

datasets. Uncorrelated systematics include the statistical component of the jet energy scale calibration

and the luminosity uncertainty. The W+ jets systematic uncertainty, and all theoretical uncertainties,

are treated as correlated.

In the following sections, the results are reported with the signal significance in units of standard

deviation (s.d.) and the corresponding p0 value, the 95% CL exclusion curves, the signal strength

parameter µ, and a two-dimensional plot of µ vs. mH .

7.3 Combined 7 and 8 TeV results

The expected and observed results are given for 7 and 8 TeV data combining the jet multiplicities. The

expected signficance of the signal with mH = 125GeV is 3.7 s.d. (p0 = 1× 10−4). The corresponding
observed signficance is 3.8 s.d. (p0 = 8× 10−5), but the highest value of 4.1 s.d. (p0 = 2× 10−5) occurs
at mH = 140GeV. Figure 10a shows that the p0 curve is flat around mH = 125GeV due to limited mass

resolution. Figure 10b shows that a Standard Model Higgs boson is expected to be excluded at 95%

CL down to a mass of mH = 119GeV. The observed exclusion is for mH > 133GeV.

The excess of events is quantified for a signal at mH = 125GeV by

µobs = 1.01± 0.21 (stat.)± 0.19 (theo. syst.)± 0.12 (expt. syst.)± 0.04 (lumi.)
= 1.01± 0.31.

Table 13 lists the sources of the uncertainties on µ. The dominant systematic uncertainty is the

theoretical uncertainty on the WW background normalisation. Another important contribution is the

experimental systematic uncertainty, which is dominated by contributions from the b-tagging effi-

ciency and the jet energy scale and resolution (See Table 12). A significant contribution comes from

the normalisation of the signal yield including the uncertainty on the cross section and the branching

ratio. This uncertainty has an asymmetric effect on µ, even though the uncertainty on σSM is close

to symmetric, because σSM appears in the denominator of µ. This uncertainty is reduced compared

to the yield uncertainties as shown in Table 12 on the Njet = 0, = 1, and ≥ 2 modes because the anti-
correlated components mostly cancel. Figure 11a shows that the observed µ vs. mH is consistent with

the expected distribution in the presence of a signal; the µ increases at lower values of mH due to the

decreasing expected σ · B for the signal. Figure 11b shows a scan of the likelihood in the µ-mH plane;
the H→WW(∗)→ ℓνℓν result is compared to that of H→ZZ(∗)→4ℓ [77] and H→γγ [78].
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Table 13: Leading uncertainties on the signal strength µ for the combined 7 and 8 TeV analysis.

Category Source Uncertainty, up (%) Uncertainty, down (%)

Statistical Observed data +21 −21
Theoretical Signal yield (σ · B) +12 −9
Theoretical WW normalisation +12 −12
Experimental Objects and DY estimation +9 −8
Theoretical Signal acceptance +9 −7
Experimental MC statistics +7 −7
Experimental W+ jets fake factor +5 −5
Theoretical Backgrounds, excluding WW +5 −4
Luminosity Integrated luminosity +4 −4

Total +32 −29

7.3.1 VBF results and measurement of couplings

Statistical tests of a VBF signal are performed on the 7 and 8 TeV data by considering the ggF signal

as part of the background. The test defines µVBF, the signal strength parameter associated with the

VBF process, as the parameter of interest. The ggF signal strength µggF is profiled, and is constrained

mainly by the Njet ≤ 1 signal regions.
The expected VBF signal significance at mH = 125GeV is 1.6 s.d. (p0 = 0.05). The corresponding

observed significance is 2.5 s.d. (p0 = 0.007), but the highest value of 2.5 s.d. (p0 = 0.006) occurs

at mass mH = 115GeV. Figure 12a compares the observed p0 with the expected distribution in the

presence of a signal. The 95% CL exclusion on σ/σSM is shown in Fig. 12b. In the absence of a VBF

signal, the expected exclusion is mH > 130GeV. However, the observed exclusion is mH > 147GeV.

Figure 13 shows µ vs. mH . The best-fit measured signal strength at mH = 125GeV is

µobs, VBF = 1.66± 0.67 (stat.)± 0.42 (syst.)
= 1.66± 0.79.

Similarly, µggF has been measured on the 7 and 8 TeV data by considering the VBF signal as part

of the background. In this test, µVBF is constrained mainly by the Njet ≥ 2 signal region. The best-fit
signal strength at mH = 125GeV is

µobs, ggF = 0.82± 0.24 (stat.)± 0.28 (syst.)
= 0.82± 0.36.

A two-dimensional likelihood scan of the signal strength for the ggF and VBF production modes

is shown in Fig. 14a. Since the signal strengths in the VBF,WH, and ZH production modes scale with

the VH coupling, the three strengths are grouped together. The results are consistent with the expected

SM values of unity. Figure 14b shows the likelihood curves for the ratio µVBF+VH/µggF+tt̄H from the

H→γγ, H→ZZ(∗)→4ℓ, H→ττ, and H→WW(∗)→ ℓνℓν analyses. The branching ratio dependence

of the individual channels cancels in the ratio so that the compatibility of the measurements in the

various channels can be compared. The H→WW(∗)→ ℓνℓν channel has a larger best-fit ratio than the

other channels, but is consistent with the H→γγ and H→ZZ(∗)→4ℓ results at 68% CL.
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dimensional likelihood contours of −2 ln λ(µ,mH) in the best-fit signal strength.

7.4 7 TeV results

The expected significance for a Higgs boson at mH = 125GeV is 1.8 s.d. (p0 = 0.04). The correspond-

ing observed significance is 0 s.d. (p0 = 0.5), which translates into 1.8 s.d. compatibility with a signal

at mH = 125GeV. The highest value of 0.8 s.d. (p0 = 0.22) occurs at mH = 158GeV.

The best-fit value of the signal strength at mH = 125GeV is µ= 0.0± 0.6. The result is consistent
with the previous result using the 7 TeV data, µ= 0.5± 0.7 at mH = 125GeV [4].
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7.5 8 TeV results

The expected significance for the signal with mH = 125GeV is 3.5 s.d. corresponding to p0 = 2× 10−4.
The corresponding observed significance is 4.3 s.d. (p0 = 1× 10−5), but the highest value of 4.5 s.d.
(p0 = 4× 10−6) occurs at mH = 135GeV. The best-fit signal strength µ at mH = 125GeV is

µobs, 8 TeV = 1.26± 0.24 (stat.)± 0.21 (theo. syst.)± 0.14 (expt. syst.)± 0.06 (lumi.)
= 1.26± 0.35.

The expected best-fit µ at mH = 125GeV is

µexp = 1± 0.23 (stat.)± 0.23 (syst.)
= 1± 0.33.
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uses the combined 7 and 8 TeV data.

The corresponding expected value in Ref. [49] is 1± 0.32 (stat.)± 0.42 (syst.). For both analyses, the
systematic uncertainty includes a small but non-negligible contribution from the statistical uncer-

tainty on the analysis inputs derived from simulation. The expected precision is improved relative to

Ref. [49] primarily because of the reduced extrapolation uncertainties from the WW control region

in Njet = 0 and the increase in integrated luminosity. The statistical and systematic uncertainties are

comparable in the current analysis.

The observed value of the product of the inclusive cross section σ(pp→H) and branching ratio
B(H→WW) for a signal at mH = 125GeV—after dividing out the predicted SM cross section, assum-
ing the noted mass for the signal acceptance, and removing the associated uncertainties on the signal

yield—is

(σ · B)obs, 8 TeV = 6.0± 1.1 (stat.)± 0.8 (theo. syst.)± 0.7 (expt. syst.)± 0.3 (lumi.) pb
= 6.0± 1.6 pb.

The corresponding expected value is

(σ · B) exp, 8 TeV = 4.8± 0.6 (cross section)± 0.2 (branching ratio) pb
= 4.8± 0.7 pb.

The expected value is slightly smaller than the observed value, but they are consistent within the

uncertainties.

The predicted value of σ · B has been computed as the sum of the values reported in Ref. [61]
(updated in Ref. [79]) for the production modes (ggF, VBF, and VH) used to evaluate the signal

acceptance. The associated theoretical uncertainties are added linearly following the prescription in

Ref. [79].

A cross-check of the results has been done using the yields in the mT ranges described in Sec-

tion 3.5 in lieu of the distribution. Table 11 gives the corresponding event yields and the uncertainties.
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The expected significance for the signal at mH = 125GeV is lower at 3.3 s.d. (p0 = 4× 10−4). The
corresponding observed significance is 4.0 s.d. (p0 = 3× 10−5).
A statistical test comparing the 7 and 8 TeV results show that they are compatible within 1.8 s.d.

8 Conclusion

The analysis of the H→WW(∗)→ ℓνℓν process in the mass range of 115–200GeV is presented using

the complete data sample of 2012 and 2011. The samples correspond, respectively, to 20.7fb−1 at√
s= 8TeV and 4.6fb−1 at 7 TeV collected with the ATLAS detector at the LHC.
An excess of events over the expected background is observed for mH . 150GeV with the largest

significance of 4.1 standard deviations (p0 = 2× 10−5) at mH = 140GeV. The signal significance at
mH = 125GeV is 3.8 standard deviations (p0 = 8× 10−5); the best fit signal strength at that mass is
µ= 1.01± 0.31.
The measured value of the product of the cross section and theWW(∗) branching ratio for a signal

at mH = 125GeV at 8 TeV is 6.0± 1.6 pb while the expected value is 4.8± 0.7 pb. The results are
consistent with the predictions for the Standard Model Higgs boson decaying to a pair ofW bosons.

30



References

[1] F. Englert and R. Brout, Broken symmetry and the mass of gauge vector mesons, Phys. Rev.

Lett. 13 (1964) 321–323.

[2] P. W. Higgs, Broken symmetries and the masses of gauge bosons, Phys. Rev. Lett. 13 (1964)

508–509.

[3] G. Guralnik, C. Hagen, and T. Kibble, Global conservation laws and massless particles,

Phys.Rev.Lett. 13 (1964) 585–587.

[4] ATLAS Collaboration, Observation of a new particle in the search for the Standard Model

Higgs boson with the ATLAS detector at the LHC, Phys. Lett. B 716 (2012) 1–29. 39 p,

arXiv:1207.7214 [hep-ph].

[5] CMS Collaboration, Observation of a new boson at a mass of 125 GeV with the CMS

experiment at the LHC, Phys. Lett. B 716 (2012) 30–61. 59 p, arXiv:1207.7235 [hep-ph].

[6] ATLAS Collaboration, Observation of an excess of events in the search for the Standard Model

Higgs boson in the H → WW(∗) → ℓνℓν channel with the ATLAS detector,

ATLAS-CONF-2012-098, 2012. https://cdsweb.cern.ch/record/1462530.

[7] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3

(2008) S08003.

[8] A. Bredenstein, A. Denner, S. Dittmaier, and M. Weber, Precise predictions for the

Higgs-boson decay H → WW/ZZ → 4 leptons, Phys.Rev. D74 (2006) 013004,
arXiv:hep-ph/0604011 [hep-ph].

[9] A. Bredenstein, A. Denner, S. Dittmaier, and M. Weber, Radiative corrections to the

semileptonic and hadronic Higgs-boson decays H→WW/ZZ→ 4 fermions, JHEP 0702 (2007)
080, arXiv:hep-ph/0611234.

[10] A. Djouadi, J. Kalinowski, and M. Spira, HDECAY: A program for Higgs boson decays in the

Standard Model and its supersymmetric extension, Comput. Phys. Commun. 108 (1998) 56,

arXiv:hep-ph/9704448.

[11] A. Djouadi, M. Spira, and P. Zerwas, Production of Higgs bosons in proton colliders: QCD

corrections, Phys.Lett. B264 (1991) 440–446.

[12] S. Dawson, Radiative corrections to Higgs boson production, Nucl.Phys. B359 (1991)

283–300.

[13] M. Spira, A. Djouadi, D. Graudenz, and P. Zerwas, Higgs boson production at the LHC,

Nucl.Phys. B453 (1995) 17–82, arXiv:hep-ph/9504378 [hep-ph].

[14] R. Harlander and W. B. Kilgore, Next-to-next-to-leading order Higgs production at hadron

colliders, Phys. Rev. Lett. 88 (2002) 201801, arXiv:hep-ph/0201206.

[15] C. Anastasiou and K. Melnikov, Higgs boson production at hadron colliders in NNLO QCD,

Nucl.Phys. B646 (2002) 220–256, arXiv:hep-ph/0207004 [hep-ph].

31



[16] V. Ravindran, J. Smith, and W. L. van Neerven, NNLO corrections to the total cross-section for

Higgs boson production in hadron hadron collisions, Nucl.Phys. B665 (2003) 325–366,

arXiv:hep-ph/0302135 [hep-ph].

[17] U. Aglietti, R. Bonciani, G. Degrassi, and A. Vicini, Two loop light fermion contribution to

Higgs production and decays, Phys.Lett. B595 (2004) 432–441, arXiv:hep-ph/0404071

[hep-ph].

[18] S. Actis, G. Passarino, C. Sturm, and S. Uccirati, NLO electroweak corrections to Higgs boson

production at hadron colliders, Phys. Lett. B 670 (2008) 12, arXiv:0809.1301 [hep-ph].

[19] S. Catani, D. de Florian, M. Grazzini, and P. Nason, Soft-gluon re-summation for Higgs boson

production at hadron colliders, JHEP 0307 (2003) 028, arXiv:hep-ph/0306211.

[20] C. Anastasiou, S. Buehler, F. Herzog, and A. Lazopoulos, Inclusive Higgs boson cross-section

for the LHC at 8 TeV , JHEP 1204 (2012) 004, arXiv:1202.3638 [hep-ph].

[21] D. de Florian and M. Grazzini, Higgs production at the LHC: updated cross sections at
√
s = 8

TeV , (2012) , arXiv:1206.4133 [hep-ph].

[22] J. Baglio and A. Djouadi, Higgs production at the LHC, JHEP 1103 (2011) 055,

arXiv:1012.0530 [hep-ph].

[23] P. Bolzoni, F. Maltoni, S.-O. Moch, and M. Zaro, Higgs production via vector-boson fusion at

NNLO in QCD, Phys.Rev.Lett. 105 (2010) 011801, arXiv:1003.4451 [hep-ph].

[24] M. Ciccolini, A. Denner, and S. Dittmaier, Strong and electroweak corrections to the

production of Higgs+2 jets via weak interactions at the LHC, Phys. Rev. Lett. 99 (2007)

161803, arXiv:0707.0381 [hep-ph].

[25] M. Ciccolini, A. Denner, and S. Dittmaier, Electroweak and QCD corrections to Higgs

production via vector-boson fusion at the LHC, Phys. Rev. D 77 (2008) 013002,

arXiv:0710.4749 [hep-ph].

[26] K. Arnold et al., VBFNLO: A parton level Monte Carlo for processes with electroweak bosons,

Comput. Phys. Commun. 180 (2009) 1661, arXiv:0811.4559 [hep-ph].

[27] T. Han and S. Willenbrock, QCD correction to the pp→ WH and ZH total cross-sections,
Phys.Lett. B273 (1991) 167–172.

[28] O. Brein, A. Djouadi, and R. Harlander, NNLO QCD corrections to the Higgs-strahlung

processes at hadron colliders, Phys.Lett. B579 (2004) 149–156, arXiv:hep-ph/0307206

[hep-ph].
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A Additional Figures

Figure 15: A candidate event for H→WW(∗)→eνµν+ 2 jets produced via VBF, qq→Hqq. The event
variables are: m j j = 1.5TeV, |∆y j j |= 6.6, mℓℓ = 21GeV, and mT = 95GeV. For the figure on the left
(starting from the top left going clockwise): pT of the electron is 51GeV (thick green line), the muon

is 15GeV (orange line), the jet (right blue cone) is 68GeV, the Emiss
T
(thin dotted red line on the left)

is 33GeV, and the jet (left cyan cone) is 42GeV. A view transverse to the beam direction is given on

the right; previous descriptions of various objects apply except for Emiss
T
, which is represented as a

thick dotted line.
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Figure 16: The ratio of Z→µµ+ 1-jet events to all Z→µµ candidates as a function of the number of

reconstructed primary vertices in the event: No JVF requirement (left); with the | JVF |> 0.5 require-
ment (right). Uncertainties are statistical.
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Figure 17: Distributions for the same-charge validation region: leading lepton pT (top left) and sub-

leading lepton pT (top right) after the zero-jet p
ℓℓ
T
cut and leading lepton pT (bottom left) and sub-

leading lepton pT (bottom right) after the one-jet b-veto requirement. The eµ+ µe channels are com-

bined. The shaded area represents the uncertainty on the signal and background yields from statistical,

experimental, and theoretical sources.
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Figure 18: Distributions for the same-charge validation region: leading lepton pT (top left) and sub-

leading lepton pT (top right) after the zero jet p
ℓℓ
T
cut and leading lepton pT (bottom left) and sub-

leading lepton pT (bottom right) after the one jet b-veto requirement. The ee and µµ channels are

combined. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources.
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Figure 20: Kinematic distributions in the Njet = 0 channel: p
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T
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added on top of the background. The WW and top backgrounds are scaled to use the normalisation

derived from the corresponding control regions described in the text. The shaded area represents the

uncertainty on the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 21: Kinematic distributions in the Njet = 0 channel after the full selection: p
ℓℓ
T
(top left), |∆φℓℓ |

(top right), mℓℓ (bottom left), andmT (bottom right). The eµ and µe channels are combined. The signal

is added on top of the background. TheWW and top backgrounds are scaled to use the normalisation

derived from the corresponding control regions described in the text. The shaded area represents the

uncertainty on the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 22: Kinematic distributions in the Njet = 0 channel after the full selection: leading lepton pT
(left) and sub-leading lepton pT (right). The eµ and µe channels are combined. The signal is added on

top of the background. TheWW and top backgrounds are scaled to use the normalisation derived from

the corresponding control regions described in the text. The shaded area represents the uncertainty on

the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 23: Kinematic distributions in the Njet = 0 channel after the full selection: p
ℓℓ
T
(top left), |∆φℓℓ |

(top right), mℓℓ (bottom left), andmT (bottom right). The ee and µµ channels are combined. The signal

is added on top of the background. TheWW and top backgrounds are scaled to use the normalisation

derived from the corresponding control regions described in the text. The shaded area represents the

uncertainty on the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 24: Kinematic distributions in the Njet = 0 channel after the full selection: leading lepton pT
(left) and sub-leading lepton pT (right). The ee and µµ channels are combined. The signal is added on

top of the background. TheWW and top backgrounds are scaled to use the normalisation derived from

the corresponding control regions described in the text. The shaded area represents the uncertainty on

the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 25: Kinematic distributions in the Njet = 1 channel: mℓℓ after the Z→ττ veto (left) and |∆φℓℓ |
after the cut on mℓℓ (right), The signal is added on top of the background. The WW and top back-

grounds are scaled to use the normalisation derived from the corresponding control regions described

in the text. The shaded area represents the uncertainty on the signal and background yields from

statistical, experimental, and theoretical sources.
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Figure 26: Kinematic distributions in the Njet = 1 channel after the full selection: p
ℓℓ
T
(top left), |∆φℓℓ |

(top right), mℓℓ (bottom left), andmT (bottom right). The eµ and µe channels are combined. The signal

is added on top of the background. TheWW and top backgrounds are scaled to use the normalisation

derived from the corresponding control regions described in the text. The shaded area represents the

uncertainty on the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 27: Kinematic distributions in the Njet = 1 channel after the full selection: leading lepton pT
(left) and sub-leading lepton pT (right). The eµ and µe channels are combined. The signal is added on

top of the background. TheWW and top backgrounds are scaled to use the normalisation derived from

the corresponding control regions described in the text. The shaded area represents the uncertainty on

the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 28: Kinematic distributions in the Njet = 1 channel after the full selection: p
ℓℓ
T
(top left), |∆φℓℓ |

(top right), mℓℓ (bottom left), andmT (bottom right). The ee and µµ channels are combined. The signal

is added on top of the background. TheWW and top backgrounds are scaled to use the normalisation

derived from the corresponding control regions described in the text. The shaded area represents the

uncertainty on the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 29: Kinematic distributions in the Njet = 1 channel after the full selection: leading lepton pT
(left) and sub-leading lepton pT (right). The ee and µµ channels are combined. The signal is added on

top of the background. TheWW and top backgrounds are scaled to use the normalisation derived from

the corresponding control regions described in the text. The shaded area represents the uncertainty on

the signal and background yields from statistical, experimental, and theoretical sources.
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Figure 30: mT distributions in theWW control region in the Njet = 0 (left) and Njet = 1 (right) analyses,

before normalising the simulation to the rate in data. Only eµ+ µe channels and
√
s = 7 TeV data

are shown. The top backgrounds are scaled using the normalisation derived from the corresponding

control regions described in the text. The shaded area represents the uncertainty on the signal and

background yields from statistical, experimental, and theoretical sources.
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Figure 31: Distribution ofmT (left) and ∆φℓℓ (right) in the same-charge validation region in the Njet = 0

sample after the pℓℓ
T
requirements. Only eµ+ µe channels and

√
s = 7 TeV data are shown. The shaded

area represents the uncertainty on the signal and background yields from statistical, experimental, and

theoretical sources.

45



lead jet
y

­4 ­3 ­2 ­1 0 1 2 3 4

E
v
e

n
ts

 /
 0

.2

0

1000

2000

3000

4000

5000
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 2000)× vh (

2000)× vbf (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

sublead jet
y

­4 ­3 ­2 ­1 0 1 2 3 4

E
v
e

n
ts

 /
 0

.2

0

1000

2000

3000

4000

5000  Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 2000)× vh (

2000)× vbf (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

Figure 32: Rapidity distributions of the leading and sub-leading tagging jets. The distribution is

shown at the 2 jets requirement, the signal is magnified by a factor 2000 to show the peculiar forward

distribution of jets from the VBF process. The shaded area represents the uncertainty on the signal

and background yields from statistical, experimental, and theoretical sources.

jj Y∆

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
v
e

n
ts

 /
 0

.5

0

200

400

600

800

1000

1200

1400
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 50)× vbf+vh (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

jj Y∆

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
v
e

n
ts

 /
 0

.5

0

200

400

600

800

1000

1200

1400

1600  Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 50)× vbf+vh (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νµνµ/νeνe→
(*)

WW→H

 [GeV]jjm

0 100 200 300 400 500 600 700 800 900 1000

E
v
e

n
ts

 /
 8

3
 G

e
V

0

50

100

150

200

250
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 50)× vbf+vh (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

 [GeV]jjm

0 100 200 300 400 500 600 700 800 900 1000

E
v
e

n
ts

 /
 8

3
 G

e
V

0

50

100

150

200

250

300

350

400
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf 50)× vbf+vh (

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νµνµ/νeνe→
(*)

WW→H

Figure 33: The |∆y j j | and m j j distributions after the ptotT < 45 GeV cut. ptot
T
is defined as the total

transverse momentum of all leptons, jets and missing ET passing the selection. The m j j distribution

is shown after the |∆y j j |> 2.8 cut. The shaded area represents the uncertainty on the signal and
background yields from statistical, experimental, and theoretical sources.
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Figure 34: The |∆φℓℓ |, mT and mℓℓ distributions after the ptotT < 45 GeV cut in the top CR, defined by

the requirement of one and only one b tagged jet . ptot
T
is defined as the total transverse momentum of

all leptons, jets and missing ET passing the selection. The shaded area represents the uncertainty on

the signal and background yields from statistical, experimental, and theoretical sources.

47



 [GeV]llm

50 100 150 200 250

E
v
e

n
ts

 /
 2

0
 G

e
V

0

5

10

15

20

25

30
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf  vbf+vh

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

 [GeV]llm

50 100 150 200 250

E
v
e

n
ts

 /
 2

0
 G

e
V

0

10

20

30

40

50  Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf  vbf+vh

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νµνµ/νeνe→
(*)

WW→H

 [rad]
ll

φ∆

0 0.5 1 1.5 2 2.5 3

E
v
e

n
ts

 /
 0

.5
2

 r
a

d

0

2

4

6

8

10

12

14

16

18
 Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf  vbf+vh

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νeνµ/νµνe→
(*)

WW→H

 [rad]
ll

φ∆

0 0.5 1 1.5 2 2.5 3

E
v
e

n
ts

 /
 0

.5
2

 r
a

d

0

5

10

15

20

25

30  Data  stat)⊕ SM (sys 

 WW γ WZ/ZZ/W

t t  Single Top

 Z+jets  W+jets

 ggf  vbf+vh

ATLAS Preliminary
­1 Ldt = 20.7 fb∫ = 8 TeV, s

 2 j≥ + νµνµ/νeνe→
(*)

WW→H

Figure 35: The mℓℓ and the |∆φℓℓ | distributions after the outside lepton veto cut, accepting events
with leptons between the two tagging jets. |∆φℓℓ | is shown after the mℓℓ < 60 GeV cut. The shaded
area represents the uncertainty on the signal and background yields from statistical, experimental, and

theoretical sources.
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