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Abstract

Studies are presented on the prospects for measuring Higgs boson production cross sec-
tions times branching ratios, and determining couplings to individual fermions and bosons
in 14 TeV proton-proton collisions at the LHC with 300 fb−1 and at the HL-LHC with
3000 fb−1. Several studies already presented at the 2012 European Strategy meeting are
updated. In addition first analyses are presented of H → Zγ, of ZH production with H →
invisible final states, and on the measurement of the Higgs width from the interference in
H → γγ.

Figure 19 has been updated to correct an error in the calculation of the ATLAS upper
limits on the dark matter-nucleon scattering cross section in the Higgs-portal model; the
corrected limits are about 0.98 (left) and 0.86 (right) times the previous ones. The result
from CDMS II has also been updated to the latest one, and several references have been
updated. The limits on the Higgs boson invisible branching ratio are not affected.
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1 Introduction

One of the main motivations for an upgrade of the LHC to deliver high lumiminosity, HL-LHC, is to
enable precise measurements of the Higgs boson properties. In the Standard Model, all properties of
the Higgs boson are defined once its mass is known. However, this model leaves many open questions
such as the hierarchy problem or the nature of dark matter. Many alternative theories addressing these
issues make different predictions for the properties of one or more Higgs bosons. Precise measurements
in the Higgs sector are therefore a priority in the future programme of particle physics. The ATLAS
collaboration presented a preliminary set of studies for the update of the European Strategy for Particle
Physics [1] which are included in the briefing book [2]. They also comprise the physics case in the
ATLAS Phase-II upgrade Letter of Intent [3].

The European Strategy group recommended the high luminosity upgrade of the LHC as the highest
priority. However, further analyses are needed to define the performance requirements needed for the
detector upgrade. To achieve these goals, CERN and ECFA have organised a workshop in October 2013.
ATLAS studies of the projected precision of measurements of the Higgs boson production cross section
times branching ratios and their interpretation in terms of Higgs boson couplings are ongoing, and this
note summarises the current status as an input to the ECFA HL-LHC workshop.

The present LHC programme is expected to deliver a total integrated luminosity of about 300 fb−1 by
the year 2022. The peak instantaneous luminosity will be in the range 2 to 3× 1034 cm−2 s−1. The lumi-
nosity will decrease from the peak value during a fill, so this sample is assumed to have a typical average
number of pile-up events per bunch crossing, which is denoted here by µpu, of 50–60. The HL-LHC
would deliver a total luminosity of about 3000 fb−1, at a peak levelled luminosity of 5× 1034 cm−2 s−1,
with a value of µpu = 140.

The detector design for the high luminosity phase is not yet completely defined and it will take years
to adapt and optimise the event reconstruction software to the high-pile-up conditions. The goal is that
the performance of the new detector in the harsh conditions of the high luminosity phase will not be
worse than the performance of the current detector with µpu ≈ 20. For the input to the European Strategy
group, the particle level quantities were modified by applying efficiency and resolution (“smearing”)
functions to physics objects [4] which were derived from samples using the Run-1 ATLAS detector with
various values of µpu, up to a maximum average of µpu = 69. A major improvement is that many of
these functions have now been updated with the results of full simulation of the Phase-I detector with
µpu values up to 80, and the Phase-II detector with µpu values of 80, 140 and 200 [5].

The rates of tagging b, c and light flavour jets have been parametrised using one of the more robust
tagging algorithms at a 70% efficiency working point for b-jets produced in tt events. It is expected that
more sophisticated algorithms will give even better light jet rejection for the same efficiency, but they are
not yet optimised for the Phase-II detector. A higher efficiency working point would also be preferred
for some of the statistics limited channels presented here, since the light-jet rejection rate is better than
with the Run 1 detector, despite the high pile-up.

A detailed reparametrisation of the Emiss
T performance has been implemented based on full simulation

up to the highest luminosities. This results in a better performance than inferred from an extrapolation of
lower luminosity samples that was used previously. The new function also applies a more realistic shape
for fluctuations leading to fake Emiss

T . The improved Phase-II tracker provides superior muon resolution,
and this is now taken into account.

The electron, photon and tau identification and energy resolution performance have not been changed
from the previous studies. In the case of the photon performance, the functions are based on the perfor-
mance in samples with µpu = 40, 60 and 80, and it is assumed that detector improvements will mitigate
the effects of increased pile-up at the level of µpu ≈ 140. The jet energy resolution expectations are
also retained from previous studies, as are the pT thresholds needed to control the rate of fake jets from
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pile-up.
This note presents an update of the studies in Ref. [2], as well as a new analysis of the H → Zγ

channel. The measurements of the cross sections times branching ratio are expressed in terms of the
ratio to the Standard Model expectation, µ = σ/σSM. The expected precision is given as the relative
uncertainty in the signal strength, ∆µ/µ. These measurements are then interpreted in terms of the Higgs
boson couplings to elementary particles.

A Standard Model Higgs boson has a width much too narrow to be measured directly at the LHC. A
new method has been proposed recently to infer the Higgs width from the mass shift due to interference
of the gg → H → γγ and gg → γγ amplitudes [6, 7]. A first study using this method in the future LHC
runs is presented in this note. The prospects for constraints from the search for ZH with H → invisible
final states are also explored.

2 H → ZZ

The H → ZZ → `+`−`+`− decay offers a very clean final state signature with excellent signal to back-
ground ratio in the HL-LHC environment. The large number of events in a 3000 fb−1 sample allows the
study of all the Higgs production modes separately using this channel, adding important sensitivity to
the measurement of Higgs coupling parameters.

The analysis follows the selection criteria used in the analysis of the full Run 1 data set [8]. The
efficiency of requiring confirmation of the calorimeter jet by the presence of a matching track-jet with
pT > 5 GeV is taken into account (track confirmation) for jets falling inside the ID acceptance and
their pT thresholds are tuned 1 to allow at most a 1% fake rate from pile-up with µpu = 140. The main
irreducible background is qq → ZZ di-boson production. The relevant reducible background processes,
which are Z+jets, Zbb and tt, are accounted for conservatively as an additional 50% of the irreducible
background.

2.1 Event selection

Events are selected in categories that are designed to minimise the cross-talk between different production
mechanisms. The aim is to assign events in the following order: ttH, ZH, WH and vector boson fusion
(VBF) production. The remaining events are allocated to the gluon-gluon fusion (ggF) category.

The event selection to define 4-lepton final states follows Ref. [8]. A lepton quadruplet is formed
from two pairs of same-flavor and opposite-sign leptons. The dilepton pair with mass closer to that of
the Z boson is required to have a mass between 50 and 115 GeV. The mass of the other pair is required
to be between 12 and 115 GeV. Quadruplets with same-flavor, opposite-sign lepton pairs with mass
less that 5 GeV are excluded to avoid J/ψ contamination. Thresholds of 20, 15, 10 and 6 GeV (7 GeV
for electrons) are applied to the lepton pT. At this stage, good agreement is found between the analysis
based on smeared truth quantities and one obtained from full simulation.

The last requirement in the standard analysis is lepton isolation, which can not be inferred from only
the generator level information of the hard scattering event without pile-up. However, lepton isolation
is very important for the suppression of reducible backgrounds. In particular, for leptons with pT ≤

10 GeV, it is expected that high pile-up will induce some loss of efficiency compared to the Run 1
performance (95% at pT ' 20 GeV, 90% at pT ' 10 GeV). In order to maintain similar suppression
of the reducible backgrounds at a luminosity of 5× 1034 cm−2 s−1, a 20% inefficiency to account for
isolation requirements is assumed for leptons with pT < 20 GeV.

1 To ensure at most 1% contribution from pile-up jets, throughout this note, the requirements are pT > 41 GeV for |η| < 2.1,
pT > 77 GeV for 2.1 ≤ |η| < 2.8, pT > 74 GeV for 2.8 ≤ |η| < 3.2, pT > 50 GeV for 3.2 ≤ |η| < 4.5.
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2.1.1 t tH, H → ZZ

The selection of ttH events exploits the production of two b-jets from the decays of the top quarks by
requiring at least one b-tagged jet. To account for the leptonic W decays, one additional lepton with
pT > 8 GeV is also required. If no lepton is present, at least four additional jets are required in order
to account for hadronic decays of both W bosons and classify the event in the ttH category. Figure 1
shows the distribution of the number of b-tagged jets before requiring at least one tag, as well as the
distribution of the number of the additional leptons (excluding the ones coming from the Higgs decay)
in events where at least one b-tagged jet is present, for the different Higgs production mechanisms and
the background. Together with the initial four-lepton requirement, the criteria imposed in this analysis
are sufficient to select a very clean ttH sample.
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Figure 1: The distribution of the number of b-tagged jets (a) and the number of additional leptons in
events with at least one b-tagged jet (b), for different Higgs production mechanisms and ZZ background.

2.1.2 VH, H → ZZ where V = W, Z

Events that contain two additional same-flavour opposite-sign leptons and do not fall in the previous
category are classified as ZH, H → ZZ candidates. In order to reduce the rate of ttH events that fail the
b-tagging requirement then fall into this category, the mass of the additional lepton pair is required to
be within 15 GeV to the nominal Z boson mass. Remaining events which contain one additional lepton
with pT > 8 GeV are then classified in the WH category.

2.1.3 Vector Boson Fusion, H → ZZ

Events that are not selected by the previous requirements fall in the VBF or ggF categories. A search
for at least two additional jets is then performed. A jet pair is accepted if the η difference between the
jets is above ∆η > 3. The invariant mass, m j j, of the two highest pT jets is then used as a discriminant
for the VBF category; the event is assigned to the VBF category if m j j > 350 GeV. Figure 2 shows the
distribution of ∆η and the mass m j j of the selected dijet pair, for different Higgs production mechanisms
and the background.
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2.1.4 Gluon-gluon fusion

The gluon-gluon fusion category consists of all the events that are not tagged with the above require-
ments.
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Figure 2: The distribution of ∆η (a) and the mass m j j (b) of the selected dijet pair, for different Higgs
production mechanisms and background.

2.2 Systematic Uncertainties

The theoretical uncertainties on signal yields assumed in this analysis for the different production mech-
anisms of the Higgs boson follow Ref. [9]. The irreducible background is evaluated using side-band
regions around the Higgs boson mass peak. Reducible backgrounds are also expected to be evaluated
using data driven methods similar to those described in Ref. [8]. In the case where it is not possible
to constrain an uncertainty with data driven methods, a 7% (35% for the VBF case) uncertainty on the
background is introduced.

The detector uncertainties from lepton reconstruction and selection, affect all channels in a similar
way and are assumed to be equal to those in Ref. [8]. The jet energy scale, the jet track confirmation
and the b-tagging performance are the main jet related uncertainties affecting mostly the ttH and VBF
categories. The main systematic uncertainty for the ttH category is due to b-tagging and the track confir-
mation required for the jets. However these uncertainties are small compared to the theory uncertainties.
A 5% uncertainty in the b-tagging efficiency or the track confirmation inefficiency corresponds to a 2%
uncertainty in the ttH event selection efficiency. The other Higgs boson production contributions and the
background are also affected by the jet energy scale and resolution at a level below 10%. The dominant
sources of detector related uncertainties in the VBF category are due to the jet energy scale and resolution
together with uncertainties concerning the undelying event. In the current analysis it is assumed that their
contribution is similar to Ref. [8]. Finally, a 3% uncertainty is assumed on the integrated luminosity.

2.3 Results

Following the event selection defined above, the mean expected event yields in each category for sig-
nal and background is given in Table 1. The yields are reported in the lepton quadruplet mass interval
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between 115 and 130 GeV. The total uncertainties on the corresponding estimates are also given. Fig-
ure 3 shows the invariant mass distributions of the lepton quadruplets coming from the various Higgs
production mechanisms and background for the different category selections.

Category True Origin
ggF VBF WH ZH ttH Background

ttH-like 3.1 ±1.0 0.6 ±0.1 0.6 ±0.1 1.1 ±0.2 30 ±6 1.6 ±1.0
ZH-like 0.0 0.0 0.01 ±0.01 4.4 ±0.3 1.3 ±0.3 0.06 ±0.06
WH-like 22 ±7 6.6 ±0.4 25 ±2 4.4 ±0.3 8.8 ±1.8 13 ±0.8
VBF-like 41 ±14 54 ±6 0.7 ±0.1 0.4 ±0.1 1.0 ±0.2 4.2 ±1.5
ggF-like 3380 ±650 274 ±17 77 ±5 53 ±3 25 ±4 2110 ±50

Table 1: Mean expected number of events in each category assuming mH = 125 GeV and 3000 fb−1 of
data. For each category, the expected number of events from the various Higgs production mechanisms
is specified. Estimates are given in the lepton quadruplet mass interval between 115 and 130 GeV, along
with their total uncertainties.

The expected relative uncertainty on the combined signal strength, µ, along with that of different
production modes, is summarized in the Table 2. Results are shown for the 300 and 3000 fb−1 data
samples. The uncertainty on µggF is significantly reduced compared to the result using the 2011 and
2012 data and is dominated by theoretical uncertainties. With the HL-LHC a significant improvement in
the VBF and VH associated production modes is obtained and makes it possible to measure the signal
strength in the ttH production mode with a reasonable precision.

∆µ/µ Total Stat. Expt. syst. Theory
Production mode 300 fb−1

ggF 0.152 0.066 0.053 0.124
VBF 0.625 0.545 0.233 0.226
WH 1.074 1.064 0.061 0.085
ttH 0.535 0.516 0.038 0.120
Combined 0.125 0.042 0.044 0.108

3000 fb−1

ggF 0.131 0.025 0.040 0.124
VBF 0.371 0.187 0.225 0.226
WH 0.390 0.375 0.061 0.085
ZH 0.532 0.526 0.038 0.073
ttH 0.224 0.184 0.034 0.120
Combined 0.100 0.016 0.036 0.093

Table 2: Expected relative uncertainties on the signal strength, for samples of 300 fb−1 and 3000 fb−1,
for the various Higgs production mechanisms and their combination.
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Figure 3: Invariant mass distribution of the 4-lepton system for the ttH-like (a), VH-like (b), VBF-like (c)
and ggF-like categories (d).
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3 H → γγ

The H → γγ channel offers a clear final state signature even in the challenging environment of the
HL-LHC. With a large number of signal events in a 3000 fb−1 sample, this potentially allows all Higgs
production modes to be studied with the same final state, which is very important for a measurement of
Higgs coupling parameters.

3.1 Diphoton event selection

The selection of diphoton events follows closely the inclusive selection developed for the H → γγ search
and observation in ATLAS at 8 TeV [10]:

• two isolated photons,

• one photon with pT>40 GeV and the other with pT>30 GeV,

• both photons within |η| <2.37 and outside the transition region 1.37 < |η| < 1.52.

Simulated events with a 125 GeV Higgs boson are used as signal samples in the gluon-gluon and vec-
tor boson fusion production channels. A sample of direct diphoton events is used to study the irreducible
background. Photon-jet and jet-jet samples are used for the reducible background analysis.

The available statistics are still not sufficient to model the background diphoton mass distribution
expected with 3000 fb−1. The background distrubution is therefore derived from an exponential fit to
the available background samples, which is then used to generate high statistics pseudo-data with the
expected statistical fluctuations. Figure 4 shows the diphoton spectrum of background plus signal events
after H → γγ reconstruction.

 [GeV]γγm

100 120 140 160

0

20000
Background subtracted events
Signal Fit

100 120 140 160

E
v
e
n
ts

 

0

200

400

600

800
3

10×

=14 TeVs, 
­1

 L dt = 3000 fb∫
Simulation
Background Fit

ATLAS Simulation Preliminary

Figure 4: The expected diphoton mass distribution for the inclusive category. The blue line shows the
fitted background distribution. The lower plot shows the signal distribution, fitted to the simulated signal
events and pseudo-data background distribution, after subtracting the fitted background.

After combining all the generated signal and background samples, and applying the parametrised
photon reconstruction performance, the invariant mass distribution is found to agree with that of previous
studies for 14 TeV [1, 11].
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3.2 Inclusive, 0-jet, 1-jet and 2-jet/VBF categories

Events are categorised according to the number of jets present in the event in addition to the two photons.
The η dependent jet pT threshold defined in section 2 is applied which gives a fake jet rate of at most 1%
with µpu = 140. The following selection categories are then defined.

inclusive all pre-selected events.

0-jet events in which no jets are present in the event.

1-jet events with exactly one jet present in addition to the two photons.

2-jet/VBF events with exactly two jets present in addition to the two photons. Additional requirements
are applied on the difference in pseudorapity of the two jets ∆η = |η1 − η2| and on the mass of the
jet pair m j j, as described below.

The 0-jet category has the lowest fraction of VBF events, and the 2-jet/VBF category the highest. The
selection for the 3000 fb−1 scenario requires ∆η > 4 and m j j > 400 GeV. For 300 fb−1 scenario, these
cuts are relaxed to increase the signal yield at the expense of lowering the VBF signal purity, requiring
∆η > 3 and m j j > 300 GeV. Figure 5 shows the distribution of ∆η and m j j for gluon-gluon fusion and
VBF signal samples, and for diphoton background events, selected by requiring two photons and two
additional jets.
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Figure 5: Distribution of ∆η and m j j in the 2-jet/VBF category.

The simulated diphoton mass distributions for events in the 0-jet, 1-jet and 2-jet/VBF categories are
shown in Figure 6. Table 3 shows the number of signal and background events in the mass window 122
GeV< mγγ < 128 GeV, the signal to background ratio and the fractional contribution of VBF to the signal
at 14 TeV for integrated luminosities of 300 fb−1 and 3000 fb−1. Compared to previous results [1], there
are lower signal yields and higher backgrounds due to a more realistic photon identification performance.

3.2.1 Background parametrisation systematic uncertainty

The high statistics background pseudo-data are taken from an exponential distribution. The systematic
uncertainty on this background modelling is estimated as the difference in the number of background
events under the signal peak when fitting the background with an order-4 Bernstein polynomial and a
6-degree polynomial.
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(a) Events with zero jets

 [GeV]γγm

100 120 140 160

0

5000 Background subtracted events
Signal Fit

100 120 140 160

E
v
e
n
ts

0

20000

40000

60000

=14 TeVs, 
­1

 L dt = 3000 fb∫
Simulation
Background Fit

ATLAS Simulation Preliminary

(b) Events with one jet
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(c) Events with two jets

Figure 6: Diphoton mass spectrum for signal and both reducible and irreducible backgrounds after
parametrised photon reconstruction in the 0-jet (a) 1-jet (b) and 2-jet/VBF (c) categories.

Category Inclusive 0-jet 1-jet 2-jet
300 fb−1

S 8.08 · 103 4.92 · 103 1.25 · 103 36.2
B 4.06 · 105 3.16 · 105 3.00 · 104 202.7
S/B (%) 1.99 1.55 4.16 17.8
VBF/(VBF+ggF) 0.07 0.03 0.14 0.60

3000 fb−1

S 8.08 · 104 4.92 · 104 1.25 · 104 2.13 · 102

B 4.06 · 106 3.16 · 106 3.00 · 105 8.02 · 102

S/B (%) 1.99 1.55 4.16 26.56
VBF/(VBF+ggF) 0.07 0.03 0.14 0.70

Table 3: Summary of number of signal and background events in each category, ratio of signal to back-
ground and fractional contribution of VBF events to the signal with 300 fb−1 and 3000 fb−1
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Table 4 shows the common systematic uncertainty on the background parametrisation for both lumi-
nosity scenarios, 300 fb−1 and 3000 fb−1. No difference between these two integrated luminosity scenar-
ios is obtained in the background parametrisation systematic uncertainty.

Category Inclusive 0-jet 1-jet 2-jet
Background uncertainty 0.017 % 0.011 % 0.037 % 0.18 %

Table 4: Systematic uncertainty on the background modelling.

3.3 Associated production of t tH, WH and ZH with H → γγ

These channels have a low signal rate at the LHC, but more than 100 signal events could be observed with
3000 fb−1 at the HL-LHC, as reported in the study available at the time of the Update of the European
Strategy for particle physics [1]. The selection of the diphoton system is done in the same way as for
the inclusive H → γγ channel. In addition, 1- and 2-lepton selections, dilepton mass cuts and different
jet requirements are used to separate the WH, ZH and ttH initial states from each other and from the
background processes. The ttH initial state gives the cleanest signal with a signal-to-background ratio
of ∼20%, to be compared to ∼10% for ZH and ∼2% for WH. Further improvements are envisaged, for
example by optimising jet selection thresholds, or using b-tagging to separate the channels. However,
these studies are still ongoing, and the previous results are retained for the coupling fits presented here.

4 H → Zγ

The H → Zγ channel is interesting because the Standard Model Higgs boson can only decay via charged
particle loops to this final state. However, this channel suffers from a large background from Z boson
radiative production and decay. With the full Run I data collected by the ATLAS detector, the expected
limit is 13.5 times the Standard Model rate [12]. The high luminosity data will be very important to be
able to measure this channel in future.

4.1 Zγ event selection

The event selection follows closely the inclusive selection developed for the H → Zγ search in ATLAS:

• Event triggered by a single lepton trigger with pT >25 GeV or a dilepton trigger with pT >20 GeV.

• One isolated photon with ET >15 GeV, within |η| <2.37 and not in the transition region 1.37 <

|η| < 1.52.

• Two isolated, same flavour, opposite sign electrons or muons, where electrons have pT >10 GeV
and |η| <2.47, and muons have pT >10 GeV and |η| <2.7.

• The lepton pair mass satisfies mll >81.18 GeV.

• The difference mllγ −mll between the invariant masses of the dilepton plus photon system, and the
lepton pair, is used as the discriminating variable, with an expected value of around 35 GeV.

Simulated events with a 125 GeV Higgs boson are used as signal samples in the gluon-gluon and
vector boson fusion production modes. The dominant background is from Z boson events with a radiative
photon, and this process is also simulated. The other important background is a Z boson plus a jet which
fakes a photon, which counts for 17% of the selected events in the Run 1 data. However, a dedicated
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sample is not generated because it has very similar mass distributions to those of the Z boson with a true
photon in the region of interest.

The available statistics are sufficient to describe the shape of the background mass distributions with
3000 fb−1 of data, so these are taken directly from the simulation. The background yields are normalized
to the measured rate in 8 TeV data scaled by the cross section ratio, σ14TeV/σ8TeV = 1.82. Figure 7
shows the mllγ and mllγ − mll distributions of background events and signal events scaled to 20 times
Standard Model expectation. Figure 8 shows the background with the expected signal superimposed,
and the signal after background subtraction.
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Figure 7: Distributions of mllγ and mllγ − mll for signal(×20) and background for the inclusive analysis.

4.2 Two jet/VBF channel

To enhance the signal to background ratio, a dedicated VBF channel search is performed by selecting
two forward jets in addition. The η dependent pT requirement defined in Section 2 is applied as to give
a fake jet rate of < 1% with µpu = 140. The difference in pseudorapidity between the two jets, ∆η, is
required to be greater than 2.8, the mass of the jet pair is required to be m j j > 400 GeV, and the difference
in azimuthal angle between the dijet system and the Higgs boson candidate, ∆φ=|φ j j − φllγ| is required
to be greater than 2.6. Figure 9 shows the distribution of the variables ∆η, ∆φ and m j j in gluon-gluon
fusion and VBF signal events and Zγ background events.

4.2.1 Background parametrisation systematic uncertainty

The systematic uncertainty on the parametrisation of the background is estimated as the difference in the
number of background events under the signal peak when fitting the background with a 3rd, 4th or 5th
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order Bernstein or Chebychev polynomial. Table 5 shows the systematic uncertainty in the background
parametrisation for 300 fb−1. To be conservative, the same uncertainties are taken for the 3000 fb−1 case.

Channel eeγ inclusive µµγ inclusive eeγ VBF µµγ VBF
Background uncertainty 0.12 % 0.12 % 0.30 % 0.30 %

Table 5: Systematic uncertainty on the background parametrisation

4.3 Results

Table 6 shows the number of signal and background events in the range 30 GeV< mllγ − mll <38 GeV,
the signal to background ratio and the fractional contribution of VBF events to the signal at 14 TeV for
3000 fb−1 of integrated luminosity. Table 7 shows the expected limit and p0 for mH=125 GeV, for the
inclusive and VBF searches with 300 and 3000 fb−1.

Channel eeγ inclusive µµγ inclusive eeγ VBF µµγ VBF
S 1465 1667 21.5 23.2
B 4.05 · 105 4.84 · 105 609 726
S/B (%) 0.36 0.35 3.5 3.3
VBF/(VBF+ggF) 0.09 0.09 0.55 0.55

Table 6: Summary of number of signal and background events in each channel, ratio of signal over
background ratios and fraction of VBF events in signal with 3000 fb−1

Senario Inclusive, 300 fb−1 Inclusive, 3000 fb−1 VBF, 300 fb−1 VBF, 3000 fb−1

Expected CLs limit (×SM) 2.53 0.74 8.12 2.50
Signal strength (σ) 0.67 2.12 0.24 0.76

Table 7: Expected CLs limit and signal strength for mH=125GeV with inclusive and VBF searches.

5 Measuring the total width through interference

The natural width of the Higgs boson is an important physics property that could reveal new physics in
case of disagreement between the prediction and the measured values. Direct measurements of the Higgs
widths are not possible, as the experimental mass resolution is significantly larger than the expected
width. The mass resolution of γγ systems is about 1.7 GeV for mγγ ≈ 125 GeV, 400 times larger than the
natural width. Measurements of coupling strengths paired with limits on the invisible branching fraction
indirectly constrain the width to close to its SM value [13], but this strategy cannot take into account
unobserved (but not truly invisible) decay modes.

5.1 Higgs boson width through interference

A new method introduced by Dixon, Li, and Martin [6,7], allows to extract an indirect limit on the Higgs
width using the interference of the Higgs to diphoton signal with respect to the continuum diphoton
background (gg→ γγ box diagrams). This interference has two parts.

1. An imaginary component reduces the total signal yield by 2-3%. Because this effect is degenerate
with the coupling (signal strength) measurements, it is only measurable using constraints on the
production rates from other channels.

13



2. The real component is odd around the Higgs boson mass, and does not change the yield. However,
when folded with the experimental resolution, it engenders a negative shift in the apparent mass
(see Figure 10).

In the SM, this shift was originally estimated using a simplified resolution model to be approximately
80 MeV [6], and for a width 20 times larger than the SM value, the shift was estimated to approximately
400 MeV. In this analysis, which use a more sophisticated resolution model and slightly adjusted selec-
tion, the shifts come out a bit smaller (about 50 MeV for the SM). The size of this shift decreases at
large transverse momentum of the Higgs boson decay system, which means that the total Higgs boson
width is reflected in the difference in the apparent masses between events with low and high pH

T . This
analysis relies on this feature and splits the dataset by pH

T , at 30 GeV, and separately measures the mass
difference between these two subsets. A limit on the Higgs widths is then extracted from the measured
mass difference.
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Figure 10: The real component of the interference (a) is odd around the Higgs boson mass, with a
sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental m�� resolution
corresponds to the Run I resolution.

(c) Apparent mass shift

Figure 10: The real component of the interference (a) is odd around the Higgs boson mass, with a
sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental mγγ resolution
corresponds to the Run I resolution.
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5.2 Selection

This sensitivity study follows the assumptions made in the common H → γγ projections for 300 fb−1

of LHC data, and 3000 fb−1 of HL-LHC. The degradation of the photon identification efficiency and
rejection are applied simply by appropriate scalings of the signal and background samples, as described
in Section 3 and shown in Table 3. The selection follows the recent analysis of differential cross sections
in H → γγ [14]. Two isolated photons fulfilling the “tight” particle identification criterion are selected
and required to be within the the detector acceptance of |η| < 2.37 and the leading (subleading) photon
must have pγT/m

γγ > 0.35 (0.25). The diphoton invariant mass is constructed from these photons.
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(a) Mass shift for 1 × ΓSM and pH
T < 30 GeV
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(b) Mass shift for 1 × ΓSM and pH
T ≥ 30 GeV
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(c) Mass shift for 200 × ΓSM and pH
T < 30 GeV
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(d) Mass shift for 200 × ΓSM and pH
T ≥ 30 GeV

Figure 11: The mass distributions for the low- and high-pH
T regions for 1 × ΓSM and 200 × ΓSM after

background subtraction are illustrated: the data points correspond to a randomized sample of 3000 fb−1,
the green dashed line corresponds to the BW without any interference, the magenta line shows the inter-
ference correction, and the solid yellow line the summed signal and interference contribution. The red
curve is a fit with a Gaussian signal PDF to illustrate the apparent mass shift.

5.3 Systematic uncertainties

This measurement benefits from extremely small systematic uncertainties as most of them, such as the
dominant photon energy scale (PES) uncertainty, are correlated between the subsets and hence cancel
to a very large degree when taking the mass difference. In the low-pH

T sample, the leading and trailing
photons balance, so their momenta are fairly similar. At high-pH

T , the leading photon tends to be of
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the order of 10 GeV more-boosted than at low-pH
T , while the subleading photon is about 10 GeV less-

boosted. As slightly different photon pT regions are probed, non-linearities in the calorimeter response
could in principle introduce some further decorrelation between the systematic uncertainties of both
pT regions. The impact of such a decorrelation on the limit projection is studied, by introduction an
additional photon energy scale (PES) uncertainty, with a magnitude of 20% of the total PES systematics.
The background modeling uncertainty (aka spurious signal) is also taken as fully uncorrelated between
the two subsets. The total systematic uncertainty on the mass difference is estimated to be less than
100 MeV, which is significantly smaller than the statistical uncertainty. This analysis will benefit from
the high statistics available at HL-LHC.

5.4 Projected limits

Next-to-leading order theoretical predictions that account for the interference are used for the mass line
shape at nine widths ranging from 1 × ΓSM to 1000 × ΓSM. These predictions are folded with the AT-
LAS Run I mγγ resolution model determined separately for the low- and high-pH

T samples, to derive the
expected shifts in the apparent mass. Figure 11 shows how the mass distribution changes due to the
inference for the the low and high-pH

T regions for the 1 × ΓSM and 200 × ΓSM after background sub-
traction. Pseudo-data are then produced by folding a Breit-Wigner of the appropriate width with the
resolution model, and then applying the shifts described above. For values of Γ/ΓSM which lie between
the nine widths for which a theoretical prediction is available, the predicted shift due to interference is
extrapolated between existing points. The background shapes are taken from Run I data.
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(b) 3000 fb−1

Figure 12: Projected 95% upper limits on the Higgs boson width, at 300 fb−1 and 3000 fb−1. The dashed
red line depicts the expected shift between the low- and high-pT samples as a function of the true width.
The black dashed line at ∆mH = −54.4 MeV is the expected shift for the SM width. The light/dark
shaded region denotes allowed 95% one-sided Neyman confidence belt determined via Asimov data sets
taking into account statistical (light) or statistical and systematic (dark) uncertainties. The intercepts
between the SM value and the blue curves are the expected upper limits on the width, assuming a SM
Higgs boson.

These data are used to derive 95% CL upper limits on the Higgs boson width, as shown in Fig. 12.
If the Higgs boson has SM width, an expected limit may be set at 220 × ΓSM ≈ 880 MeV with 300 fb−1

of data, or 40× ΓSM ≈ 160 MeV with 3000 fb−1. Introducing an additional uncorrelated PES component
to account for unexpected non-linearity effects, reduce the expected sensitivity to 230× ΓSM ≈ 920 MeV
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with 300 fb−1 of data, or 50 × ΓSM ≈ 200 MeV with 3000 fb−1. The expected total (statistical) uncer-
tainty on the mass difference assuming a SM width are 420 MeV (410 MeV) for 300 fb−1 and 170 MeV
(130 MeV) for 3000 fb−1. The obtained limits may be compared to the current, direct 95% limit from
CMS, of 6.9 GeV, using 2011 and 2012 data [15].

5.5 Further Work

Reoptimization of the photon identification to maintain the photon/jet discrimination is critical for this
statistics-limited analysis. An obvious, but incorrect development of the analysis, would be to use more
than two pH

T bins. Theoretical uncertainties do not allow for multiple splits below 30 GeV, and above
30 GeV the shift is flat and nearly zero.

Below the Higgs peak, the interference produces a simple enhancement in the diphoton spectrum;
above the Higgs peak, it produces a deficit. Together, these create an offset between the “plateau” regions
above and below the resonance peak in the mγγ spectrum. This is visible in Figure 10. A possible
extension to the work presented would be to use not only the shift in the measured peak, but also this
offset when evaluating the interference.

6 H → WW

This section documents the study of the H→WW→ `ν`ν channel, where ` = e, µ. It differs from most
of the other analyses presented in this note, because it is based on reconstructed events with 8 TeV
centre-of-mass energy, rather than generator level 14 TeV samples.

6.1 Simulation tools

The analysis presented here uses detector level reconstructed events in 8 TeV Monte Carlo samples
which are extrapolated to the 14 TeV conditions by parton distribution function (PDF) reweighting and
emulation of the difference in performance of the ATLAS detector in the high pile-up environment. The
standard smearing functions serve as the baseline for simulating the experimental effects on physics
objects in the case of event pile-up levels of µpu = 50 and µpu = 140, but in this case they are applied to
reconstructed objects in the 8 TeV samples. Additional studies were performed, such as the evaluation of
the loss in the trigger efficiency in the higher pile-up conditions, application of the necessary additional jet
pT smearing, the pT and η distributions of pile-up jets, the evaluation of the degradation of the resolution
of the soft terms in the track-Emiss

T and a check of the stability of the 85% efficient b-tagging working
point with the higher level of pile-up.

6.2 Analysis

Higgs boson production is studied in the gluon-gluon fusion (ggF) and vector boson fusion (VBF) modes,
considering final states with 0, 1 or ≥ 2 jets. The Higgs boson mass is assumed to be 125 GeV. This
section describes the object and event selection, systematic uncertainties and the final event yields used
to extract the signal strength.

The background processes studied include the irreducible SM WW production, tt̄ and single top
(tW/tb/tqb), non-WW diboson (Wγ/WZ/ZZ, so-called VV), Z/γ+jets and W+jets processes. The event
yields are normalised to the cross sections predicted at

√
s = 14 TeV when they have been explicitly

computed. Otherwise they are normalised to the
√

s = 8 TeV cross sections and scaled by the ratios of
cross sections of similar processes.
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6.2.1 Object and event selection

The object and event selection follows closely the selection used for the latest Run 1 results [16]. Elec-
trons and muons are required to be isolated and have pT > 15 GeV. The lepton identification, reconstruc-
tion and isolation efficiency is kept at the same level as for the current 8 TeV analysis. More refined
identification techniques will compensate the degradation of the detector performance. To cope with the
higher level of pile-up, the jet pT threshold was raised to 30 (35) GeV in the central and forward regions
in the case of µpu = 50 (140). The requirement of a track confirmation (here extended to 80 GeV in
the central region) allows jets to be selected with a pT threshold as low as 30 GeV at an affordable fake
rate [5]. The residual contribution from pile-up jets has been taken into account in the simulation using
their predicted pT and η spectra. Events with only two oppositely charged and different flavour (eµ+ µe)
leptons passing a set of quality cuts are selected. The leading lepton is required to have a pT greater
than 25 GeV and the cut on the minimum invariant mass of the leptons, m``, is 10 GeV. The Drell-Yan
and multi-jet backgrounds are suppressed with a cut on the jet-corrected track-Emiss

T . The track-based
Emiss

T is calculated from the tracks associated to the primary vertex and passing a set of quality cuts. In
addition, lepton tracks that failed the quality criteria are also added to the computation. An update to the
track-Emiss

T calculation relies on correcting it for neutral particles in analysis jets by replacing the tracks
associated with jets with the calibrated jet pT (jet-corrected track-Emiss

T ). This variant of Emiss
T was found

to be the most stable against pile-up and it additionally improves the scale, resolution and direction with
respect to the true Emiss

T in the events with jets.
To profit from the different background rates and compositions, the analysis is split according to the

number of jets, Njet, present in the events. The Njet = 0 and = 1 channels are sensitive to ggF production
and Njet ≥ 2 to VBF production. The Njet ≥ 2 selection is optimised to reduce the effects of the higher
pile-up conditions. The jet pT threshold was raised to 45 GeV, and the jets are required to be in opposite
hemispheres with |ηjet| > 2.0. A veto is placed on additional central jets above 30 GeV. A requirement of
mjj > 1.25 TeV is made to significantly reduce the contamination from tt̄ background. For future optimi-
sation, a fit to the dijet mass, mjj, or to the pjet

T distributions could be performed to further discriminate
between the signal and the backgrounds, and to reduce the uncertainties. At present, a fit is made to the
transverse mass, mT, distribution to extract the sensitivity to the presence of the Higgs boson. Final event
yields with the corresponding systematic uncertainties are summarised in the following section.

6.2.2 Systematic uncertainties and results

The dominant experimental systematic uncertainties (jet energy scale and resolution, and the b-tagging
efficiency) are expected to be smaller with the increased data statistics. Background modelling will
be significantly improved thanks to the available statistics in the control regions. Additional control
regions (same sign lepton selection or signal region side bands) will help in understanding the leading
backgrounds and reducing the uncertainties. The current 8 TeV theoretical uncertainties on the signal
processes are used. They are shown in Table 8. A summary of the total systematic uncertainties per
background process, and per Njet bin, is given Table 9. A comparison to the previous upgrade study done
for the European Strategy meeting and to the current 8 TeV uncertainties is presented. Any MC-statistics-
related uncertainty is neglected for the extraction of the precision on the signal strength measurement.

Tables 10 and 11 show the final event yields at the stage where the fit to the mT distribution is
performed. The large increase of the event yields with 3000 fb−1 in the Njet ≥ 2 channel with respect
to 300 fb−1, is caused by the higher pile-up conditions, where the Emiss

T and jet energy resolutions are
degraded and the rate of jets from pile-up interactions is increased.

A similar sensitivity study has been performed for the European Strategy meeting and is documented
here [1]. Compared to the previous study, the jet pT threshold has been raised; consequently, the rate
in the Njet = 0 channel increased by ∼25-30%. The efficiency of the mT window cut, which could be
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Njet = 0 Njet = 1 Njet ≥ 2
ggF QCD scale 17 37 43
ggF QCD acceptance 4 4 4
ggF PDF 8 8 8
ggF UE/PS 3 10 9
ggF total 19 39 44
VBF QCD scale 1 1 1
VBF QCD acceptance 4 4 4
VBF PDF 3 3 3
VBF UE/PS 3 10 3
VBF total 6 11 6

Table 8: Current theoretical uncertainties (in %) for the 8 TeV analysis. The uncertainties are split into
the QCD scale and acceptance uncertainties, PDF and UE/PS uncertainties.

Njet = 0 Njet = 1 Njet ≥ 2
14 TeV ES 8 TeV 14 TeV ES 8 TeV 14 TeV ES 8 TeV

WW 1.5 5 5 5 - 6.5 10 10 30
VV 2 15 15 5 - 20 10 20 20
tt̄ 7 7 12 8 - 23 10 15 33
tW/tb/tqb 7 7 12 8 - 23 10 15 33
Z+jets 10 10 15 10 - 18 10 10 20
W+jets 20 30 30 20 - 30 20 100 30

Table 9: The total systematic uncertainty (in %) for the background processes. The uncertainties used in
the last upgrade study are shown in the columns labelled “ES”. The uncertainties used in the latest public
8 TeV results are also quoted. The Njet = 1 channel was not considered in the previous analysis.
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placed to select a region with the optimal significance, also increased from ∼20% to ∼60% in the Njet = 0
channel. This efficiency is directly linked to the mT resolution and it shows the improvement coming
from using the track-Emiss

T and not the default calorimeter-based one.
The expected precision on the signal strength measurement has been obtained by fitting the mT

distribution. The distributions used are shown in Figures 13, 14 and 15. The different background
uncertainties are assumed to be uncorrelated between different jet multiplicity bins and a 3% luminosity
uncertainty has been added. The uncertainty on the H→WW branching ratio is also included. The
results, for the two scenarios of the pile-up and integrated luminosity levels, are shown in Table 12. They
combine the Njet = 0, = 1 and ≥ 2 final states. The precision of the signal strength, ∆µ/µ, is found to be
O(10%) with 3000 fb−1. The previous upgrade study reported ∆µ/µ of O(25%). The assumptions on the
systematic uncertainties and the optimisation of the Njet ≥ 2 channel, are the key differences between the
previous upgrade study and the analysis presented in this note. The inclusion of the Njet = 1 channel also
contributed to improving the precision on the signal strength, but to a lesser extent than the previously
mentioned updates.

Njet Nbkg Nsignal NggF NVBF NWW NVV Ntt̄ Nt NZ+jets NW+jets

= 0 34330 4380 4300 80 19000 3500 6000 2600 370 2860
= 1 21460 1970 1740 230 5760 1800 9360 2850 710 980
≥ 2 101 62 5 57 12 4 60 5 12 8

Table 10: The signal and background event yields as expected at 14 TeV, with µpu = 50 and 300 fb−1,
and before the mT requirement. The signal is split based on the production mode of the Higgs boson.

Njet Nbkg Nsignal NggF NVBF NWW NVV Ntt̄ Nt NZ+jets NW+jets

= 0 366450 41840 40850 990 172950 32000 96600 32150 4150 28600
= 1 259610 22375 20050 2325 68810 21570 119560 28110 11200 10360
≥ 2 1825 590 90 500 300 120 745 245 335 80

Table 11: The signal and background event yields as expected at 14 TeV, with µpu = 140 and 3000 fb−1,
and before the mT requirement. The signal is split based on the production mode of the Higgs boson.
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Figure 13: The mT distributions after all the selection cuts, but before the final mT window cut, in the
Njet = 0 (left) and Njet = 1 (right) final states for µpu = 50 with 300 fb−1 of total integrated luminosity.
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Figure 14: The mT distributions after all the selection cuts, but before the final mT window cut, in the
Njet = 0 (left) and Njet = 1 (right) final states for µpu = 140 with 3000 fb−1 of total integrated luminosity.
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Figure 15: The mT distribution after all the selection cuts, but before the final mT cut, in the Njet ≥ 2 final
state for µpu = 50 with 300 fb−1 of total integrated luminosity (left) and µpu = 140 with 3000 fb−1 of
total integrated luminosity (right) .

µggF µVBF µggF+VBF

300 fb−1 1+0.18
−0.15 1+0.25

−0.22 1+0.14
−0.13

3000 fb−1 1+0.16
−0.14 1+0.15

−0.15 1+0.10
−0.09

Table 12: The precison on the signal strength measurement for µpu = 50 and 140, and for different Higgs
production modes. Njet = 0, = 1 and ≥ 2 final states are combined.
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7 H → ττ

The H → ττ results presented here are those that were available at the time of the input to the Euro-
pean Strategy update [1]. Further studies have been made to investigate the sensitivity of the results to
including more backgrounds in addition to the dominant Z → ττ, and to updating the Emiss

T modelling
in particular for the 300 fb−1 (where the performance based on Run 1 with µpu = 10 was assumed). The
selection cuts were reoptimised, which more than compensated for the additional background for the
µpu = 140 sample. Since the changes to the sensitivity were small compared to the anticipated gain from
a more sophisticated analysis, and including all channels, the previous results are retained at this stage.

Only VBF Higgs production is considered, and in the modes where both τ leptons decay to an
electron or muon and neutrinos (di-lepton) or one τ decays leptonically and the other hadronically. This
does not exploit the full potential of ττ final states; based on Run-1 experience it is already established
that boosted categories and the VH channels also make a significant contribution.

7.1 VBF H → ττ → `+`−4ν

The leptonic τ decays are easier to trigger on, but the di-lepton final state has a lower branching ratio
than the lepton-hadron state. A comparison was made with a 7 TeV sample of the results of applying the
selection criteria on full simulation, and the output of the parametrised performance applied to generator
level. Good agreement at the level of a few per cent was found.

The signal and main backgrounds at 14 TeV are estimated for 300 and 3000 fb−1. The event selection
requires two opposite sign leptons with pT > 25 (35) GeV for 300 (3000) fb−1, at least two jets with
a central jet veto and a b-jet veto, and Emiss

T > 40 (20) GeV for same flavour (opposite flavour) lepton
pairs. After all cuts, the expected number of signal events is 55 (147) for 300 (3000) fb−1 with 56 (190)
background events.

7.2 VBF H → ττ → `τhad3ν

Although the mixed leptonic-hadronic decay channel has a higher branching ratio than the di-lepton
channel, it is very challenging. Many improvements have been made in the hadronic τ identification and
Higgs mass estimation algorithms since the time of the analysis on which this extrapolation is based. A
comparison of parametrised and full simulation results at 7 TeV is again used to validate the method. The
selection at 14 TeV results in 145 (297) signal and 628 (1610) background events for 300 (3000) fb−1.

7.3 Extrapolation of lower energy ττ results to 300 fb−1 at 14 TeV

In order to estimate the full potential identifying the H → ττ signal over the large background affecting
this final state, a combination of dedicated analyses is needed targetting production modes such as VBF,
boosted and non-boosted gluon-gluon processes, associated VH and ttH production mechanisms, for
each distinct final state obtainable from the di-tau system. From 7 and 8 TeV analysis, we expect the
total sensitivity of be roughly a factor of two more precise than a measurement using the VBF channels
alone, as illustrated below.

Going from 8 TeV to 14 TeV, the signal Higgs cross-section for a boson mass of 125 GeV increases
by a factor 2.6, while that of the dominant Drell-Yan Z → ττ background increases by a factor 1.8.
This means that S/

√
B increases by a factor of 1.9. However, challenging effects from increased pile-

up conditions and higher trigger thresholds may degrade the sensitivity by roughly a similar factor.
Therefore, we perform an extrapolation of the cut-based analysis at 7 and 8 TeV with ∼10 fb−1 up to
14 TeV and 300 fb−1. without taking advantage of this extra 1.9 factor.
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We assume that, while the statistical error on the signal and background events scale with luminosity,
the systematic uncertainties include constant terms due to theoretical uncertainties and to the background
level uncertainties. The contribution due to theory uncertainties is 9%, while the experimental uncertainty
is at the level of 7 %, yielding an overall systematic uncertainty of about 11 %.

The extrapolation of the signal sensitivity using the two statistically independent data samples at 7
and 8 TeV respectively, gives a signal significance of 6.9 σ, i.e. a 15 % uncertainty in the signal strength.

In this note, these extrapolated results are included to illustrate the range of predictions under dif-
ferent assumptions. For the Higgs coupling fits the more conservative cut-based analysis results are
retained.

8 H → µµ

The sensitivity of ATLAS to the rare process H → µ+µ− is studied for the benchmark mass point of
mH = 125 GeV. This channel allows the coupling to second generation fermions to be probed, and can
contribute to mass measurements due to the high resolution of the reconstructed µ+µ− invariant mass.
Searches in this channel are challenged by the low branching fraction of the H → µ+µ− decay and high
contributions of background processes such as Z/γ∗ production. The analysis is based on the search for
neutral MSSM Higgs bosons in the µ+µ− channel [17] performed on the 2011 data set and the 2012 SM
H → µ+µ− search [18] while minimal changes are made to optimise the analysis.

This note is an update of the analysis already presented for the European Strategy [1, 2] adding the
signal contribution from the VBF, VH and ttH production modes to the inclusive analysis and switching
to the signal and background parametrisation from the 2012 SM H → µ+µ− search. The analysis still
uses the old smearing functions [4], so the result does not take advantage of the improved resolution with
the Phase-II inner tracker [3]. The previous dedicated ttH analysis is retained in addition to the inclusive
search.

8.1 Monte Carlo Samples

The signal process gg→ H → µ+µ− is simulated, and the yield is then scaled up to account for the other
production modes. For the background the three dominant processes are taken into account. These are
the production of Z/γ∗ in association with jets, and the production of tt̄ and WW pairs.

8.2 Event Selection

The following selection criteria are applied to the generated and corrected signal and background events.
The single high-pT muon trigger decision is emulated by requiring at least one muon with pT > 25 GeV
and |η| < 2.4. In addition, at least one muon with a pT of greater than 20 GeV and |η| < 2.5 is required.
The muon tracks are required to be isolated. Since pile-up events are not simulated, the track-based
isolation is taken into account by applying the measured efficiency in full simulation. After applying this
efficiency correction, full and parametrised simulation agree at the level of 4% in a Run 1 sample.

A µ+µ− pair is chosen from the two highest pT muons having opposite charge. Because of a generator
cut on the Z/γ∗ data sets µ+µ− pairs with an invariant mass mµ+µ− > 70 GeV are selected.

The resulting µ+µ− invariant mass distribution of the signal and background processes are shown
in Figure 16 for an integrated luminosity of 3000 fb−1. Even for invariant masses well beyond the Z
resonance the Z/γ∗ production dominates the background in this analysis. In the mass range mµ+µ− >

110 GeV its relative fraction amounts to 80.6 %, while tt̄ and WW productions contribute with 19.3 %
and 0.1 %, respectively.
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Figure 16: (a) Distribution of the µ+µ− invariant mass of the signal and background processes generated
for
√

s = 14 TeV and L = 3000 fb−1. (b) Background subtracted invariant mass distribution of a toy MC
sample generated under the signal-plus-background hypothesis for L = 3000 fb−1.

8.3 Signal and Background Modelling

The final discriminating variable in the H → µ+µ− searches is the µ+µ− invariant mass distribution.
The shape and normalisation of the total background is estimated from data by fitting the signal and
background parametrisation introduced in Ref. [18] to the invariant mass distribution.

A binned likelihood fit of the total µ+µ− invariant mass distribution is performed in the mass range of
100 GeV to 160 GeV to estimate the free parameters of the background model. The resulting fit param-
eters define the background estimate. Uncertainties on the shape and normalisation of the background
estimate are obtained from the fit uncertainties of the individual model parameters. A negligible system-
atic uncertainty in the background model is assessed by using alternative functions, either an exponential
together with a 4th order Bernstein polynomial, or the model from the 2011 MSSM h/A/H → µ+µ−.

Figure 16 (b) shows the estimated background subtracted from a toy MC sample generated from the
signal-plus-background hypothesis expected for an integrated luminosity of 3000 fb−1. For comparison
the tested signal-plus-background and background only hypotheses are shown as well.

8.4 Results

The resulting number of signal and background events in a mass range of 122 GeV to 128 GeV are
shown in Table 13 for the two scenarios with

√
s = 14 TeV and 300 fb−1 or 3000 fb−1, respectively. The

uncertainty from the background estimation of the fit is shown. The expected signal significance and the
precision on the combined signal strength µ are obtained from the complete distributions in the full fit
range of 100 GeV to 160 GeV taking into account the signal and background shapes. With an integrated
luminosity of 3000 fb−1, the H → µ+µ− channel can be observed, with an expected significance of 7.0σ.
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L [fb−1] 300 3000
NggH 1510 15100
NVBF 125 1250
NWH 45 450
NZH 27 270
NttH 18 180
NBkg 564000 5640000
∆

sys
Bkg (model) 68 110

∆
sys
Bkg (fit) 190 620

∆stat
S+B 750 2380

Signal significance 2.3σ 7.0σ
∆µ/µ 46% 21%

Table 13: Numbers of expected signal and background events in a mass window of ±3 GeV around
the mH = 125 GeV benchmark point for the HL-LHC scenarios. The uncertainty from the background
estimation of the fit is shown. The signal significance and the precision on the combined signal strength
µ are obtained accounting for the full shape information using the invariant mass distributions in a mass
range of 100 GeV to 160 GeV.

8.5 t tH, H → µµ

A study of this rare channel has two motivations. First, it allows a direct measurement of the product
of the top- and the µ-Yukawa coupling, neither of which are accessible through the standard Higgs
channels. Second, this channel could be valuable for the determination of the CP nature of the resonance
at 125 GeV. The CP odd component could be supressed with a vector boson coupling in the initial or
final state, but there are only fermion Yukawa couplings in this channel. The result has not been updated
from the inputs to the European Strategy discussion [1].

The method chosen follows the a1, a2, b1-b4 CP variable definitions [19]. Signal samples with CP
even (H) or CP odd (A) Higgs bosons are generated using Madgraph5 and Pythia 8. The events must
have at least two muons with opposite charge and pT > 35 GeV, no more than four leptons, at least 4 jets
and a Higgs candidate mass, formed from the two muons, between 120 and 130 GeV. The distribution
of the di-muon mass is shown in Fig. 17. The expected number of events after all the selections is 33 for
signal and 22 for background, allowing this channel to be observed with the HL-LHC.
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Figure 17: The invariant mass of the di-muon system in the ttH, H → µµ channel.
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9 Search for ZH with H → invisible final states

The channel ZH → `+`−+ invisible offers the possibility of searching directly for the invisible branching
fraction of the Higgs boson [20]. This approach is complementary to the indirect constraint from the
Higgs coupling measurements.

9.1 Event Selection

Electrons and muons are required to have pT larger than 20 GeV. A looser threshold of 7 GeV is consid-
ered for the third lepton veto to suppress the WZ background. Electrons (muons) are required to have
|η| < 2.47(2.5). Jets are required to have pT > 30 GeV for |η| < 2.1, and pT > 50 GeV for 2.1 ≤ |η| < 2.5.
These thresholds are expected to result in a jet fake rate from the pileup of 10% for 〈µ〉 = 140. After the
selection of electrons, muons and jets, overlap removal is imposed among these objects. Jets are removed
when they are within ∆R = 0.2 of a selected electron. Electrons are removed if they are within ∆R = 0.2
of an identified muon. Finally, remaining electrons and muons are removed if they are within ∆R = 0.4
of a remaining jet.

The event selection is based on the recent ATLAS Run 1 analysis [21] with some modifications. First
of all, the track-based missing transverse momentum is not considered. The Emiss

T threshold and some of
the angular cuts are relaxed due to the degradation of object performance coming from the higher pile-
up conditions. Table 14 summarizes the event selection adopted for this study, and Table 15 shows the
expected background and signal yields for the two luminosity scenarios. Only the statistical uncertainty
from the simulated samples is shown. Figure 18 shows the Emiss

T distributions for the two scenarios.
The dramatic increase in the Z+jets background at high µpu is due to the degraded Emiss

T performance.
However, the Z+jets background is concentrated in the lowest Emiss

T bins, so the signal sensitivity remains
in the higher bins. Moreover, this background could still be suppressed by adding a dφ(Emiss

T , ~pmiss
T ) cut.

Cut variables Thresholds
Emiss

T > 180 GeV
dφ(`, `) < 1.2

dφ(~p`,`T , ~Emiss
T ) > 2.7

|Emiss
T - p`,`T |/p`,`T < 0.6

Jet veto > 25 GeV

Table 14: Cut thresholds optimized for the high pile-up scenarios.

Expected yields 300 fb−1 3000 fb−1

ZZ 1321 ± 53 12000 ± 500
WZ 440 ± 2 4501 ± 22
WW 0.9 ± 0.9 52 ± 21
Top 127 ± 37 1810 ± 440

Z+jets 172 ± 87 82000 ± 6100
Signal (125 GeV, BR(H → inv.)=20%) 154 ± 2 1379 ± 21

Table 15: Background and signal yields for 300 and 3000 fb−1 of 14 TeV data. Only the statistical
uncertainty from the MC samples is shown.
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Figure 18: Emiss
T distributions for 300 and 3000 fb−1 14 TeV data samples.

9.2 Systematic uncertainties

Two scenarios are considered to predict the systematic uncertainties.
For the so-called conservative scenario, an experimental uncertainty of 5%, theoretical uncertainty

of 4.7%, and jet veto systematic uncertainties of 5.5% are assumed for the ZZ and WZ backgrounds.
For the so-called realistic case, the uncertainty is expected to become smaller due to large statistics.

From the expected yields of the ZZ → 4` and WZ → `ν``, the overall uncertainty of the ZZ background
is estimated to be 6.7% for 300 fb−1 and 2.2% for 3000 fb−1. Similarly, the overall uncertainty of the
WZ background is estimated to be 3.0% for 300 fb−1 and 1.0% for 3000 fb−1.

The WW, top quark, and Z → τ+τ− backgrounds are estimated to have the overall uncertainty of
8.8% for 300 fb−1 and 2.3% for 3000 fb−1, considering the expected event yields in the eµ control
region. The Z background is assumed to have an uncertainty of 10%, but this background is expected to
be suppressed significantly by the dφ(Emiss

T , ~pmiss
T ) selection, which is not applied in this note.

For the signals, an experimental uncertainty of 4.0%, theoretical uncertainty of 5.0%, and a jet veto
systematic error of 5.5% are considered for all cases.

9.3 Results

The limits are calculated with the CLs modified frequentist formalism using a maximum likelihood fit
using the Emiss

T distributions with a profile likelihood test statistics. During the limit setting, the theoretical
uncertainty of the ZZ and WZ backgrounds are assumed to be fully correlated, whereas for the jet veto
systematics, the correlation among the signals, ZZ and WZ backgrounds are taken into account. The
uncertainty coming from the MC statistics is not considered during the limit setting, as it is expected to
be significantly reduced in the future. Table 16 shows the expected limits for the two scenarios. The
branching ratio of 23-32% (8-16%) is expected to be excluded at 95% confidence level with 300 fb−1

(3000 fb−1) of data at
√

s = 14 TeV.

BR(H →inv.) limits at 95% (90%) CL 300 fb−1 3000 fb−1

Realistic scenario 23% (19%) 8.0% (6.7%)
Conservative scenario 32% (27%) 16% (13%)

Table 16: Expected limits with 95% (90%) CL on the invisible branching ratio of the Higgs boson are
shown. The Standard Model cross section for ZH production is assumed.
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9.4 Interpretation with Higgs-Portal Models

The invisible decay of the Higgs boson can be interpreted in the context of the dark matter particles
coupling to the Higgs boson. Such dark matter models are called the Higgs-portal models [22–25].

In those models, the limits on the invisible branching fraction of the Higgs boson can thus be inter-
preted as the bounds on the strength of the interaction between the dark matter and the Higgs boson. We
define the strength as the coupling constant, λhχχ. The bounds on the coupling constant can be further
mapped to the dark matter-nucleon scattering cross section, and can be compared with dark matter direct
detection experiments [26–33]. The relationship between the invisible branching fraction, the coupling
constant, and the dark matter-nucleon scattering cross section depend on the spin of the dark matter par-
ticle [23–25,34]. Three spin scenarios are considered in this note: a scalar, vector, or majorana-fermion.

Figure 19 shows the 90% CL upper limits on the dark matter-nucleon scattering cross section. The
ATLAS interpretation is specific to the Higgs-portal models, whereas the results from the direct detection
experiments are generic. Figure 20 shows the upper limits on the Higgs-dark matter couplings.
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Figure 19: Upper limits (90% CL) on the dark matter-nucleon scattering cross section in Higgs-portal
scenarios, extracted from the expected Higgs to invisible branching fraction limit and from direct-search
experiments. The results are shown for three spin scenarios of the DM candidate: a scalar, vector or
fermion particle. The hatched areas correspond to the uncertainty of the nucleon form factor.
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expected Higgs to invisible branching fraction limit. The results are shown for three spin scenarios of
the DM candidate: a scalar, vector or fermion particle.
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10 Higgs boson pair production

An intrinsic property of the Standard Model Higgs boson is its self-coupling, the strength of which must
be established in order to test whether the observed Higgs boson fulfills its crucial role in electroweak
symmetry breaking. Higgs boson pair production in proton-proton collisions is characterized by the
destructive interference of diagrams in which the Higgs boson is produced with and without a triple-
Higgs vertex.

The dominant production mechanism at the LHC is the gluon-gluon production mode. At
√

s =

14 TeV, the production cross section for a pair of 125 GeV Higgs bosons, assuming the Standard Model
value for the self-coupling (λHHH = 1 × λSM), is estimated at NLO to be 34+6

−5(QCDscale) ± 1(PDFs)fb.
This cross section would be enhanced for values of the self-coupling lower than those predicted by the
SM, while it would be strongly reduced for larger values. For example, for λHHH = 0(2) × λSM the cross
section is predicted to be 71 (16) fb.

Studies of di-Higgs boson production in the bbγγ and bbττ final states are ongoing. The measure-
ment of this process is very challenging, but is nevertheless anticipated to be accessible at some level at
the HL-LHC.

11 Coupling fit

The results from the individual channels described in the previous sections are combined in this section to
extract information about the Higgs boson couplings. The statistical treatment of the analysis is described
in Refs. [35–40].

In order to obtain an overview of the relative strength of the different experimental analysis categories
entering the combination, the uncertainty in the ratio of fitted total signal strength to the SM expectation
assuming a Higgs boson with a mass of 125 GeV, is shown in Fig. 21 and Table 17.

11.1 Overview of common systematic uncertainties

For the signal theory uncertainties, the QCD scale, (PDF + αS ) and BR uncertainties are given in
Ref. [41–43]. The BR uncertainties for the different final states are treated as uncorrelated. However, it
was tested that a correlated treatment based on the uncertainties of the partial decay width [41] results
in only very small differences. For the (anti-)correlated uncertainty contributions for different jet mulit-
plicities in the gg → H process the same numbers as for the 8 TeV analysis are used [41]. All common
signal theory uncertainties are treated as 100% correlated between all channels. For the luminosity an
uncertainty of 3% is assumed. Other systematic uncertainties are considered to be analysis specific and
treated uncorrelated between channels.

In the following, two sets of results are presented: using the current theory uncertainties as summa-
rized above and assuming no theory uncertainties, which is the expected experimental limit for a mea-
surement. Intermediate assumptions on how the theory uncertainty might scale by the time 3000 fb−1

is reached, e.g. 50% of the current uncertainty, can be reached by quadratic interpolation between these
extremes.

11.2 Definition of coupling fit framework

Following the approach recommended in Refs. [41], measurements of coupling scale factors are imple-
mented using a leading-order tree-level motivated framework. This framework is based on the following
assumptions:
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∆µ/µ 300 fb−1

All unc. No theory unc.
H → µµ (comb.) 0.39 0.38

(incl.) 0.47 0.45
(ttH-like) 0.73 0.72

H → ττ (VBF-like) 0.22 0.16
H → ZZ (comb.) 0.12 0.06

(VH-like) 0.32 0.31
(ttH-like) 0.46 0.44

(VBF-like) 0.34 0.31
(ggF-like) 0.13 0.06

H → WW (comb.) 0.13 0.08
(VBF-like) 0.21 0.20

(+1j) 0.36 0.17
(+0j) 0.20 0.08

H → Zγ (incl.) 1.47 1.45
H → γγ (comb.) 0.14 0.09

(VH-like) 0.77 0.77
(ttH-like) 0.55 0.54

(VBF-like) 0.47 0.43
(+1j) 0.37 0.14
(+0j) 0.22 0.12

3000 fb−1

All unc. No theory unc.
0.15 0.12
0.19 0.15
0.26 0.23
0.19 0.12
0.10 0.04
0.13 0.12
0.20 0.16
0.21 0.16
0.12 0.04
0.09 0.05
0.12 0.09
0.33 0.10
0.19 0.05
0.57 0.54
0.10 0.04
0.26 0.25
0.21 0.17
0.21 0.15
0.37 0.05
0.20 0.05

Table 17: Relative uncertainty on the signal strength µ for the combination of Higgs analysis at 14 TeV,
300 fb−1 (left) and 3000 fb−1 (right), assuming a SM Higgs Boson with a mass of 125 GeV. For both
300 and 3000 fb−1 the first column shows the results including current theory systematic uncertainties,
while the second column shows the uncertainties obtained using only the statistical and experimental
systematic uncertainties. The abbreviation “(comb.)” indicates that the precision on µ is obtained from
the combination of the measurements from the different experimental sub-categories for the same final
state, while “(incl.)” indicates that the measurement from the inclusive analysis was used.
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Figure 21: Relative uncertainty on the total signal strength µ for all Higgs final states in the different
experimental categories used in the combination, assuming a SM Higgs Boson with a mass of 125 GeV
and LHC at 14 TeV, 300 fb−1 and 3000 fb−1. The hashed areas indicate the increase of the estimated error
due to current theory systematic uncertainties. The abbreviation “(comb.)” indicates that the precision on
µ is obtained from the combination of the measurements from the different experimental sub-categories
for the same final state, while “(incl.)” indicates that the measurement from the inclusive analysis was
used. The left side shows only the combined signal strength in the considered final states, while the right
side also shows the signal strength in the main experimental sub-categories within each final state.

• The signals observed in the different search channels originate from a single resonance. A mass of
125 GeV is assumed here.

• The width of the Higgs boson is narrow, justifying the use of the zero-width approximation (this
can be verified using a measurement as discussed in Section 5). Hence the predicted rate for a
given channel can be decomposed in the following way:

σ · B (i→ H → f ) =
σi · Γ f

ΓH
(1)

where σi is the production cross section through the initial state i, B and Γ f are the branching ratio
and partial decay width into the final state f , respectively, and ΓH the total width of the Higgs
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boson.

• Only modifications of coupling strengths are considered, while the tensor structure of the La-
grangian is assumed to be the same as in the Standard Model. This implies in particular that
the observed state is a CP-even scalar (this can be verified using a mesurement as discussed in
Ref. [44]).

The coupling scale factors κ j are defined in such a way that the cross sections σ j and the partial decay
widths Γ j associated with the SM particle j scale with κ2

j compared to the SM prediction [41]. With this
notation, and with κ2

H being the scale factor for the total Higgs boson width ΓH , the cross section for the
gg→ H → γγ process, for example, can be expressed as:

σ · B (gg→ H → γγ)
σSM(gg→ H) · BSM(H → γγ)

=
κ2
g · κ

2
γ

κ2
H

(2)

In some of the fits, κH and the effective scale factors κγ, κ(Zγ) and κg for the loop-induced H → γγ,
H → Zγ and gg → H processes are expressed as a function of the more fundamental factors κW , κZ , κt,
κb, κτ and κµ (only the dominant fermion contributions are indicated here for simplicity). The relevant
relationships are:

κ2
g(κb, κt) =

κ2
t · σ

tt
ggH + κ2

b · σ
bb
ggH + κtκb · σ

tb
ggH

σtt
ggH + σbb

ggH + σtb
ggH

κ2
γ(κb, κt, κτ, κW) =

∑
i, j κiκ j · Γ

i j
γγ∑

i, j Γ
i j
γγ

(3)

κ2
(Zγ)(κb, κt, κτ, κW) =

∑
i, j κiκ j · Γ

i j
Zγ∑

i, j Γ
i j
Zγ

κ2
H =

∑
j j=WW, ZZ, bb̄, τ−τ+,

γγ, Zγ, gg, tt̄, cc̄, ss̄, µ−µ+

κ2
jΓ

SM
j j

ΓSM
H

where σi j
ggH , Γ

i j
γγ, Γ

i j
Zγ and ΓSM

f f are obtained from theory [41]. Unless dedicated fit parameters κγ, κ(Zγ) or
κg are assigned to these effective coupling scale factors, the relations above are used in the fits.

11.3 Coupling fit results

The Higgs boson coupling scale factors are determined from a combined fit to all channels, where the
product σ ·B (i→ H → f ) of cross section and branching ratio for all contributing Higgs signal channels
is expressed as function of the coupling scale factors κi. Depending on the assumptions involved, differ-
ent benchmark parametrizations are used following the recommendations in Ref. [41]. The benchmark
parametrizations fall into two overall categories depending on assumptions on the total width: On the
one hand there are those parametrizations without assumptions on the total width, which then allow only
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measurements of ratios λi j = κi/κ j of coupling scale factors. On the other hand, if assumptions on the
total width are made, absolute couplings κi can be extracted. A detailed discussion of these assump-
tions can be found in Ref. [41]. The expected total width measurements as outlined in Section 5 are not
sufficiently precise to replace such assumptions.

Even in the absence of new decay modes, the Higgs total width can still differ from the Standard
Model expectation if any of its couplings to SM particles differ from their expected values. In the absence
of a dedicated H → bb extrapolation to high luminosity, the constraint on the b-coupling κb, which is
essential for the total width, is obtained mainly from the H → ττ or H → µµ channel, depending on the
chosen parametrizations.

The precision on a given coupling parameter is specific to the particular parametrization in which it
is probed; general parametrizations with more parameters and fewer simplifying assumptions generally
result in the parameters being determined with larger uncertainties.

A minimal coupling fit is shown in the parametrization with one universal coupling to vector bosons,
κV = κZ = κW , and one universal coupling to fermions, κF = κt = κb = κτ = κµ. Such a measurement is
most sensitive to deviations from the SM between the Higgs boson Gauge- and Yukawa-coupling-sector.
In this parametrization, the H → γγ and gg → H loops and the total Higgs boson width depend only
on κF and κV , with no contributions from physics beyond the Standard Model (BSM). Experimental
precisions of ∼1.5% on κV and ∼3% on κF are expected with 3000 fb−1 (∼2.5% and ∼4% with current
theory uncertainties). This is a significant reduction compared to the 300 fb−1 expectation, which gives
∼2.5% on κV and ∼7% on κF (∼3.5% and ∼8.5% with current theory uncertainties). Detailed results are
given in Figure 22 and in model Nr. 2 in Table 18.
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Figure 22: 68% and 95% CL likelihood contours for κV and κF in a minimal coupling fit at 14 TeV for
an assumed integrated luminosity of 300 fb−1 (Left) and for 3000 fb−1 (Right).

Some extensions of this minimal coupling fit, which all assume no extra BSM Higgs decays, are
shown in models Nr. 3-5 in Table 18. In model Nr. 3 the assumption on identical scaling between the
different Gauge- and Yukawa-couplings is removed (with the exception of the b-coupling κb, as discussed
above), while the assumptions on no BSM particles contributing to the loops are kept. In models Nr. 4
and 5 also the assumptions on BSM particles in loops are removed, which results in a fit also including
the effective coupling scale factors κγ, κ(Zγ) and κg. Model Nr. 4 unifies all down-type fermion couplings,
while model Nr. 5 separates the second and third generation down-type fermions. In general in these
extended models the couplings to W and Z as well as the loop induced couplings to photons and gluons
are expected to be measured with ∼4-5% precision assuming 3000 fb−1, while the fermion couplings
have precisions of ∼7-10%. Compared to the expectation for 300 fb−1 this is an improvement of up to a
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factor of 2.
Without assumptions on the total width only ratios of coupling scale factors can be determined at

the LHC. In this case σ · B (i → H → f ) for all signal channels is a function of products of ratios
λXY = κX/κY of coupling scale factors giving the propotionality σ · B (i → H → f ) ∼ λ2

iY · κ
2
YY′ · λ

2
f Y ,

where κYY′ = κY · κY′/κH is a suitable chosen overall scale parameter common to all signal channels and
λiY and λ f Y are the coupling scale factor ratios involving the initial, respectively final state, particles.
In addition to avoiding the assumption on the total width, ratios of coupling scale factors also have the
advantage that many experimental and theoretical systematic uncertainties cancel.

The expected precision on ratios of coupling parameters is given in Table 19 for selected bechmark
parametrizations. Ratios involving explicitly the b-quark coupling λbY are not determined due to the
absence of H → bb̄ projections at high luminosity. However this does not affect the other parameters
in the shown benchmark models. The first four benchmarks are targeted at specific aspects of the SM:
Benchmark model Nr. 1 for the ratio between fermion and gauge boson couplings, Nr. 2 for the ratio
between the W- and Z-coupling, Nr. 3 for the ratio between up- and down-type fermion couplings and
Nr. 4 for the ratio between second and third generation leptons. At 3000 fb−1 experimental uncertainties
between ∼1.5% and ∼9% are possible for these ratios, which will allows testing the SM to a very high
degree of precision. In many cases an improvement by more than a factor 2 compared to the expectation
for 300 fb−1is obtained. When the current theory uncertainties are taken into account these precisions on
the ratios are only slightly degraded.

The experimental precisions for a fully generic benchmark parametrization, that does not need any
assumptions beyond those in section 11.2, are summarized in Fig. 23 and in model Nr. 5 in Table 19.
For 3000 fb−1 precisions range from ∼2% for the best determined coupling scale factor ratios between
the electroweak bosons to ∼6-7% for the ratios involving gluons and the second and third generation
fermions (∼3-10% including current theory uncertainties). Only the coupling ratio involving the very
small loop induced Zγ coupling is determined at the 30% level even with 3000 fb−1. Compared to the
precisions at 300 fb−1 an improvement by a factor 2-3 is reached with 3000 fb−1.

11.4 Relation of Higgs Coupling and particle mass

In order to determine the mass dependence of the Higgs boson couplings, mass-scaled couplings are
defined as in Eqn. (19) and (20) in Ref. [45] as

Y f = κ f
m f

v
(4)

for the fermions f =µ, τ and t and

YV = κV
mV

v
(5)

for the weak bosons V=W and Z. The fit results for a fully generic model without assumptions (Table 19,
model Nr. 6) are used. The fit parameters are ratios to κγ, with κγκγ/κH as the overall scale parameter.
Hence the fitted coupling scale factor ratios are λµγ = κµ/κγ, λτγ = κτ/κγ, λtγ = κt/κγ, λWγ = κW/κγ,
λZγ = κZ/κγ, λgγ = κg/κγ, λ(Zγ)γ = κ(Zγ)/κγ, and κγγ = κγκγ/κH . Fig. 24 shows the mass-scaled
coupling ratios Yi/κγ, calculated from the ratios λiγ = κi/κγ, as a function of the mass for particle i.
For completeness, the uncertainty on the gluon-coupling ratio measurement κg/κγ, which can be used
as an indirect measurement of the top-coupling through the gg → H process, is also shown next to the
expected measurement for Yt/κγ which uses the direct ttH process. The uncertainty on the coupling ratio
κ(Zγ)/κγ is not shown.
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Figure 23: Relative uncertainty on the expected precision for the determination of coupling scale factor
ratios λXY in a generic fit without assumptions, assuming a SM Higgs Boson with a mass of 125 GeV
and LHC at 14 TeV, 300 fb−1 and 3000 fb−1. The hashed areas indicate the increase of the estimated
error due to current theory systematics uncertainties. The numerical values can be found in model Nr. 5
in Table 19.
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Nr. Coupling 300 fb−1 3000 fb−1

Theory unc.: Theory unc.:
All Half None All Half None

1 κ 3.2% 2.7% 2.5% 2.5% 1.9% 1.6%
2 κV = κZ = κW 3.3% 2.8% 2.7% 2.6% 1.9% 1.7%

κF = κt = κb = κτ = κµ 8.6% 7.5% 7.1% 4.1% 3.5% 3.2%
κZ 8.4% 7.3% 6.8% 6.3% 5.0% 4.6%
κW 8.0% 6.7% 6.2% 6.1% 4.8% 4.3%

3 κt 11% 9.0% 8.3% 7.0% 5.6% 5.1%
κd3 = κτ = κb 18% 14% 13% 14% 11% 10%

κµ 22% 20% 20% 10% 8.1% 7.5%
κZ 8.0% 7.0% 6.6% 5.2% 4.3% 4.0%
κW 7.7% 6.8% 6.5% 4.9% 4.2% 3.9%
κt 19% 18% 18% 7.7% 6.7% 6.3%

4 κd = κτ = κµ = κb 16% 13% 12% 11% 8.2% 7.2%
κg 8.9% 7.9% 7.5% 4.3% 3.8% 3.6%
κγ 13% 9.3% 7.8% 9.3% 5.9% 4.2%
κZγ 79% 78% 78% 30% 30% 29%
κZ 8.1% 7.1% 6.7% 6.2% 4.9% 4.4%
κW 7.9% 6.9% 6.5% 5.9% 4.8% 4.4%
κt 22% 20% 20% 10% 8.4% 7.8%

5 κd3 = κτ = κb 18% 15% 13% 15% 11% 9.7%
κµ 23% 21% 21% 11% 8.5% 7.6%
κg 11% 9.1% 8.5% 6.9% 5.5% 4.9%
κγ 13% 9.3% 7.8% 9.4% 6.1% 4.6%
κZγ 79% 78% 78% 30% 30% 29%

Table 18: Expected precision on Higgs coupling scale factors with 300 and 3000 fb−1 at
√

s = 14 TeV
for selected parametrizations, assuming no new contributions to the Higgs total width beyond those in
the Standard Model. The Higgs total width can still differ from its expected value in the Standard Model
in the absence of any new decay modes if any of its couplings to SM particles differ from their expected
values. Additional parametrizations explicitly including the b-quark coupling scale factor κb are possible
in principle, but are not studied at the moment in the absence of H → bb̄ projections at high luminosity.
The coupling scale factor κV represents the gauge bosons W and Z, κF all fermions, and κd and κd3 all,
respectively third generation, down-type fermions.
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Nr. Coupling 300 fb−1 3000 fb−1

ratio Theory unc.: Theory unc.:
All Half None All Half None

1 κVV 7.6% 7.1% 6.9% 4.1% 3.3% 3.0%
λFV 8.5% 7.7% 7.5% 3.7% 3.2% 3.0%
κZZ 10% 9.3% 8.9% 6.1% 4.7% 4.1%

2 λWZ 4.7% 4.0% 3.7% 2.8% 2.0% 1.6%
λFZ 9.4% 8.6% 8.4% 4.5% 3.9% 3.6%
κuu 13% 11% 10% 6.3% 5.0% 4.5%

3 λVu 10% 8.9% 8.5% 4.6% 3.8% 3.5%
λdu 11% 9.1% 8.2% 7.1% 5.6% 4.9%
κττ 22% 18% 16% 17% 14% 12%

4 λVτ 12% 11% 9.8% 9.3% 7.2% 6.4%
λqτ 12% 9.6% 8.7% 9.1% 7.0% 6.1%
λµτ 24% 22% 21% 12% 9.6% 8.8%
κgZ 6.4% 4.4% 3.5% 4.6% 2.9% 2.0%
λWZ 5.1% 4.6% 4.4% 3.0% 2.3% 2.1%
λtg 18% 18% 17% 7.0% 6.1% 5.8%

5 λτZ 13% 11% 11% 10% 7.6% 6.6%
λµZ 22% 21% 20% 9.2% 7.2% 6.3%
λgZ 12% 11% 11% 5.9% 5.0% 4.7%
λγZ 11% 6.9% 5.1% 7.1% 3.9% 1.8%
λ(Zγ)Z 78% 78% 78% 30% 29% 29%

6 κγγ 22% 16% 13% 14% 8.3% 5.4%
λZγ 11% 6.9% 5.1% 7.1% 3.9% 1.8%
λWγ 11% 7.3% 5.6% 7.4% 4.2% 2.2%
λtγ 27% 23% 21% 14% 9.7% 7.7%
λτγ 15% 12% 11% 10% 7.7% 6.7%
λµγ 21% 20% 20% 7.2% 6.6% 6.3%
λgγ 18% 13% 11% 11% 6.8% 5.0%
λ(Zγ)γ 77% 76% 76% 29% 29% 29%

Table 19: Expected precision on ratios of Higgs coupling scale factors with 300 and 3000 fb−1 at
√

s =

14 TeV for selected benchmark parametrizations without assumptions on the Higgs total width. In model
Nr. 5 (6), the ratio of the b-quark coupling to the Z boson (photon) coupling, bZ (bγ), is not determined
due to the absence of H → bb̄ projections at high luminosity. However this does not affect the other
parameters in the models shown.
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Figure 24: Fit results for mass-scaled coupling ratios Y f /κγ = κ f /κγ
m f
v for fermions and YV/κγ =

κV/κγ
mV
v for weak bosons as a function of the particle mass, assuming 300 fb−1 and 3000 fb−1 at 14 TeV

and a SM Higgs Boson with a mass of 125 GeV. For completeness, the uncertainty on the gluon-coupling
ratio measurement κg/κγ, which can be used as an indirect measurement of the top-coupling through the
gg → H process, is also shown next to the expected measurement for Yt/κγ which uses the direct ttH
process. The uncertainty on the coupling ratio κ(Zγ)/κγ is not shown. The relative uncertainties on the
ratios can be found in model Nr. 6 in Table 19.

12 Conclusions

Several new Higgs boson production and decay modes can be observed by the ATLAS detector with
3000 fb−1 at the HL-LHC compared to a sample of 300 fb−1 that would be accumulated before the
Phase-II upgrades, and the precision of all channels can be improved. Compared to previous studies [1],
different Higgs production modes are explored for several final states, γγ, ZZ, WW. Results for the
µµ channel have also been updated, and the expectation for the Zγ final state included. These two rare
decay modes can only be studied at HL-LHC. Additional constraints on the Higgs boson width have
been explored, from ZH production with H → invisible particles, and by using a novel measurement of
the Higgs width from the interference in H → γγ. New results on the more complicated ττ and bb decay
modes are under study. The projected precisions on cross section times branching ratio measurements
are interpreted as constraints on Higgs boson couplings to fermions and bosons in a variety of models.
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A Results for all coupling fits

This appendix summarizes a large number of additional coupling scale factor fits using benchmark mod-
els with (Table 20) and without (Tables 21–23) assumptions on the total width following the recommen-
dations in Ref. [41]. In these tables the index “V” represents the gauge bosons W and Z, “F” all fermions,
“u” up-type fermions (mainly top), “d” down-type fermions, “q” quarks, “l” leptons, “2” and “3” sec-
ond, respectively third, generation fermions, and “d2” and “d3” second, respectively third, generation
down-type fermions. The branching ratio for invisible or undetectable Higgs decays is denoted “BRi,u”.
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Nr. Coupling 300 fb−1 3000 fb−1

Theory unc.: Theory unc.:
All Half None All Half None

1 κZ 4.4% 3.6% 3.3% 3.2% 2.3% 1.9%
κW 3.8% 3.4% 3.2% 2.7% 2.0% 1.8%
κF 8.7% 7.7% 7.3% 4.1% 3.6% 3.4%

2 κV 7.6% 6.5% 6.1% 4.9% 4.0% 3.7%
κu 8.8% 7.7% 7.2% 4.3% 3.8% 3.6%
κd 15% 13% 12% 9.4% 7.8% 7.1%

3 κV 3.3% 2.8% 2.7% 2.6% 1.9% 1.7%
κ3 10% 8.5% 7.8% 5.5% 4.3% 3.8%
κ2 20% 20% 19% 7.0% 6.4% 6.2%

4 κV 3.3% 2.9% 2.7% 2.6% 2.0% 1.7%
κq 12% 9.3% 8.4% 5.6% 4.4% 3.9%
κτ 13% 10% 9.6% 9.6% 7.5% 6.7%
κµ 20% 20% 20% 7.0% 6.5% 6.2%

5 κZ 8.2% 7.2% 6.8% 5.1% 4.4% 4.1%
κW 7.8% 6.6% 6.1% 5.0% 4.0% 3.7%
κu 8.8% 7.8% 7.4% 4.4% 3.8% 3.6%
κd 15% 13% 12% 9.5% 7.8% 7.2%

6 κV 6.6% 6.0% 5.8% 3.8% 3.3% 3.0%
κF 13% 12% 11% 6.4% 5.6% 5.3%
κg 8.8% 7.8% 7.5% 4.2% 3.6% 3.4%
κγ 11% 8.2% 7.2% 5.8% 4.1% 3.3%
κZγ 77% 77% 77% 30% 29% 29%

Table 20: Expected precision on Higgs couplings with 300 and 3000 fb−1 at
√

s = 14 TeV, assuming no
new contributions to the Higgs total width beyond those in the Standard Model. The Higgs total width
can still differ from its expected value in the Standard Model in the absence of any new decay modes
if any of its couplings to SM particles differ from their expected values. Additional parametrizations
including a free b-quark coupling are possible in principle, but are not studied at the moment in the
absence of H → bb̄ projections at high luminosity.

Nr. Parameter 300 fb−1 3000 fb−1

Theory unc.: Theory unc.:
All Half None All Half None

1 κg 7.5% 5.9% 5.2% 3.5% 2.9% 2.6%
κγ 9.3% 6.2% 4.8% 5.2% 3.0% 1.7%
κZγ 78% 78% 78% 30% 29% 29%

BRi,u <28% <26% <25% <15% <13% <12%

Table 21: Expected precision on the loop-induced Higgs couplings κg, κγ, and κZγ, along with the ex-
pected 95% CL upper limit on the branching ratio for invisible or undetectable Higgs decays, BRi,u, with
300 and 3000 fb−1 at

√
s = 14 TeV. Other couplings to massive particles are assumed to be equal to their

SM values, but no other assumptions are made relating to the Higgs total width.
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Nr. Coupling 300 fb−1 3000 fb−1

ratio Theory unc.: Theory unc.:
All Half None All Half None

1 λV3 10% 8.7% 8.2% 4.9% 4.0% 3.7%
κ33 13% 11% 9.9% 6.6% 5.3% 4.7%
λ23 24% 22% 21% 9.4% 8.0% 7.4%

2 κZZ 11% 10% 9.8% 6.3% 5.1% 4.6%
λWZ 4.7% 4.0% 3.8% 2.8% 2.0% 1.6%
λuZ 11% 10% 9.7% 5.2% 4.5% 4.3%
λdZ 11% 9.6% 9.1% 6.4% 5.0% 4.5%

3 κZZ 11% 11% 10% 6.4% 5.2% 4.8%
λWZ 4.7% 4.0% 3.8% 2.8% 2.0% 1.6%
λuZ 12% 11% 10% 5.5% 4.8% 4.6%
λd3Z 13% 11% 10% 9.6% 7.4% 6.5%
λd2Z 21% 20% 19% 7.8% 6.6% 6.1%

4 κZZ 11% 11% 10% 6.4% 5.2% 4.8%
λWZ 4.7% 4.0% 3.8% 2.8% 2.0% 1.6%
λtZ 12% 11% 11% 5.4% 4.8% 4.5%
λτZ 13% 11% 10% 9.5% 7.4% 6.5%
λµZ 21% 20% 19% 7.8% 6.6% 6.1%

Table 22: Expected precision on ratios of Higgs couplings with 300 and 3000 fb−1 at
√

s = 14 TeV,
without any assumption on the Higgs total width. In model Nr. 4, the ratio of the b-quark coupling to the
Z boson coupling, bZ, is not determined due to the absence of H → bb̄ projections at high luminosity.
However this does not affect the other parameters in the models shown.
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Nr. Coupling 300 fb−1 3000 fb−1

ratio Theory unc.: Theory unc.:
All Half None All Half None

1 κVV 9.2% 8.8% 8.6% 5.1% 4.2% 3.9%
λFV 10% 9.2% 8.9% 4.9% 4.1% 3.9%
λgV 10% 9.6% 9.4% 4.3% 4.0% 3.9%
λγV 9.5% 6.3% 4.8% 5.6% 3.1% 1.7%
λ(Zγ)V 77% 77% 76% 29% 29% 29%

2 κZZ 11% 11% 10% 6.5% 5.3% 4.8%
λWZ 5.1% 4.6% 4.4% 3.0% 2.4% 2.1%
λuZ 23% 21% 21% 9.8% 8.2% 7.6%
λd3Z 13% 11% 11% 10% 7.6% 6.6%
λd2Z 22% 21% 20% 9.1% 7.1% 6.3%
λgZ 12% 11% 11% 5.9% 5.0% 4.7%
λγZ 11% 6.8% 5.0% 7.1% 3.9% 1.8%
λ(Zγ)Z 77% 77% 76% 29.7% 29.2% 29.1%

3 κZZ 11% 11% 10% 6.5% 5.3% 4.8%
λWZ 5.1% 4.6% 4.4% 3.0% 2.4% 2.1%
λtZ 23% 21% 21% 9.8% 8.2% 7.6%
λτZ 13% 11% 11% 10% 7.6% 6.6%
λµZ 22% 21% 20% 9.1% 7.1% 6.3%
λgZ 12% 11% 11% 5.9% 5.0% 4.7%
λγZ 11% 6.8% 5.0% 7.1% 3.9% 1.8%
λ(Zγ)Z 77% 77% 76% 30% 29% 29%

4 κZZ 11% 10% 9.9% 6.4% 5.1% 4.6%
λWZ 5.1% 4.6% 4.4% 3.0% 2.4% 2.1%
λuZ 21% 20% 19% 9.3% 7.7% 7.1%
λdZ 12% 10% 9.3% 7.6% 5.5% 4.6%
λgZ 11% 10% 10% 5.5% 4.7% 4.4%
λγZ 10% 6.7% 5.0% 6.9% 3.8% 1.8%
λ(Zγ)Z 77% 77% 76% 30% 29% 29%

5 κgZ 6.2% 4.3% 3.5% 4.5% 2.8% 2.0%
λWZ 5.0% 4.6% 4.4% 3.0% 2.4% 2.1%
λug 18% 17% 17% 6.9% 6.0% 5.7%
λdZ 12% 10% 9.3% 7.6% 5.5% 4.6%
λgZ 11% 10% 10% 5.6% 4.7% 4.4%
λγZ 10% 6.8% 5.1% 7.0% 3.8% 1.8%
λ(Zγ)Z 77% 77% 76% 30% 29% 29%

Table 23: Expected precision on ratios of Higgs couplings with 300 and 3000 fb−1 at
√

s = 14 TeV,
without any assumption on the Higgs total width. In model Nr. 3, the ratio of the b-quark coupling to the
Z boson coupling, bZ, is not determined due to the absence of H → bb̄ projections at high luminosity.
However this does not affect the other parameters in the models shown.
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