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Abstract

Results are reported from a search for pair production of new physics resonances
decaying into a top quark and another parton. Two specific models, spin-3/2 ex-
cited top quark and R-parity violating bottom squark pair production, are consid-
ered. Data recorded by the CMS experiment at the LHC from proton-proton colli-
sions at

√
s = 8 TeV corresponding to a total integrated luminosity of 19.5 fb−1 are

used. The experimental signature in this search is two leptons (e or µ), two jets com-
ing from decays of bottom quarks, and two jets coming from light flavor quarks or
gluons. Resonant decay candidates reconstructed from these objects are studied. The
observations are consistent with the standard model. Upper limits on the pair pro-
duction cross section are set for excited top quarks with masses between 300 GeV and
1000 GeV and for bottom squarks with masses between 250 GeV and 600 GeV. Ex-
cited top quark (bottom squark) pair production is excluded at the 95% confidence
level between 300 GeV and 703 GeV (250 GeV and 326 GeV).
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1 Introduction
The origin of elementary particle masses in the standard model (SM) of particle physics is as-
cribed to spontaneous breaking of the electroweak symmetry [1–3]. It has long been suspected
that the top quark plays a special role in this mechanism and that its coupling to hypothetical
new particles anticipated in theories beyond the standard model (BSM) could potentially be
large. We search for pair produced BSM resonances that couple to a top quark and another
parton. Two specific models are studied in detail:

• a spin-3/2 top excitation (denoted as t∗) that decays to a top quark and a gluon [4–9].

• the R-parity violating minimal supersymmetric model (RPV MSSM) constrained to
have minimal flavor violation [10], which allows the bottom squark (b̃) to be the
lightest supersymmetric particle and restricts its decays to a top quark and a down-
type quark. In this model, the dominant decay mode is to a top quark and a strange
quark. This search is sensitive to the λ′′tbs and λ′′tbd parameters of the RPV Lagrangian
described in Ref. [10].

These two models predict similar kinematics for the final state, but differ in production cross
sections, e.g., the excited top model predicts cross sections of order 100 pb for a t∗ with a mass
of 300 GeV and the RPV MSSM model predicts a cross section of order 1 pb for a b̃ of the same
mass. When considering the RPV MSSM model, we assume that the b̃ decays promptly. For
some parameters in this particular model, e.g., a 100% left-handed b̃ with decay width highly
suppressed by mass insertion as discussed by Csaki, Grossman, and Heidenreich [10], the b̃
may have a lifetime that is too large to be covered by this search. The t∗ model has previ-
ously been studied at CMS in the single lepton channel [11] where it has been excluded at 95%
confidence level (C.L.) between 450 GeV and 790 GeV.

We restrict this search to dilepton final states, where each top quark decays to W± bosons
which in turn decay leptonically. Feynman diagrams of these processes are shown in Fig. 1.
To discriminate signal from background events, we analyze the reconstructed resonance mass
and the transverse momenta of jets identified as coming from light quarks or gluons.

t∗

t̄∗

t W+

t̄ W−
p

p

g

g

b

b̄

`+

ν

ν̄

`−

b̃

¯̃
b

t W+

t̄ W−
p

p

s

s̄

b

b̄

`+

ν

ν̄

`−

Figure 1: Leading order Feynman diagrams for pair production of (left) excited top quarks and
(right) R-parity violating bottom squarks.

2 Event reconstruction, selection, and simulation
Signal events are characterized by the presence of two isolated leptons (e or µ), missing trans-
verse energy (Emiss

T ), at least two jets originating from b quarks, and at least two jets originating
from light flavor quarks or gluons (denoted in the text as light jets). The Emiss

T is assumed to be
due to the undetected neutrinos from the W± decays.
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Events are measured by the Compact Muon Solenoid (CMS) detector. The central feature of
the CMS apparatus is a superconducting solenoid with an internal diameter of 6 m, which
generates a 3.8 T uniform magnetic field along the axis of the LHC beams. A silicon pixel
and strip tracker, a crystal electromagnetic calorimeter (ECAL) and a brass/scintillator hadron
calorimeter (HCAL) are located within the magnet. Muons are identified and measured in
gas-based detectors embedded in the outer steel magnetic flux return yoke of the solenoid.
In addition to the barrel and endcap detectors, CMS has extensive forward calorimetry. The
inner tracker measures charged particles within the pseudorapidity range |η| < 2.5, where
η = − ln[tan(θ/2)] and θ is the polar angle with respect to the counterclockwise proton beam. It
provides an impact parameter resolution of 15 µm and a transverse momentum (pT) resolution
between 1.5% and 2.5% for 100 GeV particles. A detailed description of CMS can be found
elsewhere [12].

Collision events are selected by the trigger system that requires the presence of a pair of charged
leptons: two electrons, two muons, or one electron and one muon. The requirements on the
minimum pT of the two leptons are 17 and 8 GeV. Using simulations, the trigger is estimated
to be more than 95% efficient in signal events passing the final selection.

All physics objects used in this analysis are reconstructed by the particle-flow algorithm [13],
which performs a global event reconstruction and provides the full list of particles identified
as electrons, muons, photons, and charged or neutral hadrons. We require at least one primary
vertex reconstructed from at least four tracks with longitudinal (radial) distance from the center
of the detector less than 24 (2) cm. The primary vertex with the highest sum of transverse
momenta squared of the associated tracks is taken as the interaction vertex of the hard collision.
Charged objects associated with primary vertices that are not the interaction vertex are not used
in the event reconstruction.

At least two leptons passing identification and isolation criteria are required in the event. Muon
candidates are reconstructed using a global fit to hits in both the silicon tracker and muon sys-
tems; we require them to have pT > 20 GeV and |η| < 2.4. Electron candidates are recon-
structed from clusters of energy deposits in the ECAL, which are then matched to hits in the
silicon tracker, taking into account the energy losses due to bremsstrahlung. They are identified
using a multivariate-based selection [14] and are required to have pT > 20 GeV and |η| < 2.5.

Muons and electrons are required to be consistent with originating from the primary vertex
in the event and to have a transverse impact parameter with respect to the interaction point
of less than 0.02 cm. The relative isolation is defined as the sum of the pT of charged and
neutral objects not including the lepton in a cone centered on the lepton direction, divided by
the lepton pT. The cone size ∆R =

√
(∆η)2 + (∆φ)2 is 0.3 for electrons and 0.4 for muons.

We require electrons (muons) to have relative isolation less than 0.15 (0.12). In addition to the
single object requirements, in events with two same flavor leptons, we require this dilepton
system to have a mass either between 15 GeV and 76 GeV or greater than 106 GeV in order to
suppress events with Z-bosons or low-mass resonances decaying to two leptons.

Jets are defined by clustering reconstructed objects according to the anti-kT algorithm [15] with
a distance parameter of 0.5. We subtract energy from overlapping proton-proton interactions
(pileup) and the underlying event using the FASTJET technique [16–18]. We restrict the selection
to jets with pT > 30 GeV and |η| < 2.4. Each jet is required to be constructed from more than
one identified particle (at least one of which is charged) and the distance ∆R between the jet
and the nearest isolated lepton is required to be larger than 0.3.

The Combined Secondary Vertex algorithm [19] is used to identify jets coming from the de-
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cay of a b quark. Two working points corresponding to different misidentification rates are
used [20]. At the loose working point, the b-tagging efficiency for jets with pT between 80 and
120 GeV is approximately 85% and the misidentification rate is 9.9%. At the medium working
point, the b-tagging efficiency for jets in the same pT range is 70% and the misidentification
rate is 1.4%. To account for the difference in performance of this algorithm between data and
simulation, scale factors depending on pT and η are computed for jets with pT above 20 GeV
and applied to the simulation. These scale factors range from 0.90 to 0.97 with uncertainties
below 0.04.

We require at least two selected jets to pass the loose b-tagging selection and in addition at least
one of these to pass the medium b-tagging selection. Additionally, we require at least two jets
to fail the loose b-tagging selection. This allows for unambiguous categorization of light jets
from the BSM resonance decay and b-jets from the top decay.

We simulate several mass points of t∗ and b̃ events. Simulation is performed using the MAD-
GRAPH 5 event generator [21]. PYTHIA 6.4 [22] using tune Z2star [23] simulates hadronization
and fragmentation of t∗ events; PYTHIA 8.1 [24] using tune 4C [25] simulates the same for b̃
events. We use PYTHIA 8.1 for the b̃ events because it is designed to correctly handle baryon
number violating decays. The CTEQ6L parton distribution function (PDF) sets are used for the
t∗ and b̃ samples [26]. All events are simulated using the full simulation of the CMS detec-
tor and trigger implemented in GEANT 4 [27]. We include additional minimum bias events in
the simulation that match the distribution of the number of such interactions observed in data
to account for pileup. Cross sections for pair production of the t∗ model are calculated for a
spin-3/2 particle; however the simulation assumes a spin-1/2 particle, as no generator of spin-
3/2 particles exists at present. This may affect the signal efficiency as discussed in Section 4.
The differences between the spin-0 and spin-1/2 pair reconstruction efficiencies can be seen in
Figs. 5 and 6. We use the more conservative spin-1/2 efficiency for the t∗ model.

3 Signal and background discrimination
The dominant background to the t∗ and b̃ signals originates from SM top quarks pair-produced
in association with jets from initial or final-state radiation (ISR or FSR respectively). Other SM
processes account for a small (≈ 5%) contribution; they are single-top production, diboson
production, Drell–Yan production and top pair production in association with vector bosons.
Signal events contain a mass resonance that produces top quarks in association with light jets.
The light jets from this decay have a relatively high pT. We use both of these properties to
discriminate between signal and background.

We associate the two highest pT light flavor tagged jets with light partons from the BSM reso-
nance decays, the two highest pT b-tagged jets with bottom quarks from top quark decays, and
the two highest pT leptons with leptons from W± boson decays. In total, 6478 events pass selec-
tion requirements: 1365 in the µµ channel, 1723 in the ee channel, and 3390 in the eµ channel.
There are only eleven events with more than two leptons.

3.1 Light jet pT spectrum

To model the light jet spectrum of SM processes, we assume that the light jets are produced
predominantly by ISR or FSR and therefore have a steeply falling spectrum. Signal events, on
the other hand, are more likely to contain light jets with relatively high pT.

Letting p(1)T and p(2)T denote the transverse momenta of respectively the highest-pT and sec-
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ond highest-pT light jets in the event, we use simulated SM events to help choose the form
of a two-dimensional probability density function ρSM

2D (p(1)T , p(2)T ) with sufficient flexibility to
fit the data well. This distribution is constructed as a sum of three 2D densities with index i,
ρ2D

i (p(1)T , p(2)T ), (multiplied by a Heaviside step function to enforce the ordering and a factor of
two to normalize the function):

ρSM
2D (p(1)T , p(2)T ) = 2

3

∑
i=1

fiρ
2D
i (p(1)T , p(2)T )Θ(p(1)T − p(2)T ), (1)

where ∑3
i=1 fi = 1. Each component 2D density is factorized into 1D densities,

ρ2D
i (p(1)T , p(2)T ) = ρ

jet
i (p(1)T )ρ

jet
i (p(2)T ). (2)

The 1D densities all have the same form,

ρ
jet
i (pT) = λiα exp (−λi pα

T)pα−1
T , (3)

where α is a parameter between 0 and 1 common to all components, while the λi are parameters
differing in each component. This function has the steeply falling behavior that we expect
from ISR or FSR, and potentially a longer tail than a pure exponential distribution, becoming
identical to an exponential distribution if α = 1 and approaching a uniform distribution as
α→ 0.

The parameters of these densities are determined by fitting to data, maximizing the likelihood
function defined in Section 5. This function is sufficiently flexible to accommodate observed
light jet pT behavior while not over-fitting. Figure 2 shows background-only hypothesis fits to
the data, illustrating good agreement. In the background-only hypothesis, the best fit value for
alpha is 0.93 and the best fit value for the dominant ρ2D

i component’s λi is 1.7×10−2.

To parameterize the signal distribution, we model jets as being sampled from the sum of two
two-dimensional log-normal distributions and ordered by pT. The parameters of these two
distributions and their relative fractions are determined by fitting to the signal simulation. We
call this distribution ρ

signal
2D (p(1)T , p(2)T ).

Figure 3 illustrates the difference between light jet shapes. It shows the two-dimensional dis-
tributions of the background-only hypothesis fit to data and the signal distributions for a high
mass point (750 GeV t∗) and a low mass point (350 GeV b̃).

3.2 Resonance reconstruction

In order to extract the mass of the potential resonance, we reconstruct the BSM particle decay
chain. First we reconstruct top quark pair candidates using the lepton momenta, b-tagged
jet momenta, and Emiss

T . Then we combine these candidates with the light jets to reconstruct
possible BSM resonance pairs.

Given the mass of the top quark and W± boson, the four-momenta of the neutrinos in tt decays
resulting in two charged leptons can be determined by solving a quartic equation [28, 29].
We use the measured four-momenta of the leptons and b-tagged jets, the measured Emiss

T in
each event, and the PDG world average [30] top quark and W± boson mass (173 GeV and
80.4 GeV, respectively). We assume that all Emiss

T in the event comes from neutrinos associated
with leptonic W± decays and that all resonances occur on-shell. We solve this quartic equation
for both pairings of leptons and b-tagged jets yielding eight (possibly unphysical) solutions for
the tt candidates in the event.
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Figure 2: Light jet pT distributions and the likelihood fit, with signal cross section set to zero.
The line represents the fitted function and the points represent the data. The ratio of the data to
the fitted function is also shown. The top row shows the (left) leading light jet distribution and
(right) second leading light jet distribution. The bottom row is restricted to events with second
leading light jet pT > 50 GeV.
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Figure 3: Two-dimensional light jet pT distributions for (left) the background-only hypothesis
fit to data, (center) the t∗ signal with a mass of 750 GeV, and (right) the b̃ signal with a mass of
350 GeV. The scales are logarithmic and a line has been drawn along the diagonal to illustrate
the ordering of the jets by pT.

If none of these solutions are physical, we vary the measured jet momenta within their reso-
lutions using the procedure described in Ref. [31]. To perform this variation, we use a Monte
Carlo (MC) sampling of the parameter space defining the jet resolution. Each jet has a resolu-
tion around its measured pT, η, and φ coordinates from which we sample a random number
and once again solve the quartic equation. The Emiss

T in the event is recomputed for each sam-
pling. We repeat the sampling 1000 times per event and choose the set of parameters with at
least one physical solution for tt candidates in the event that has the least χ2 with respect to the
measured jets. This procedure improves the event selection efficiency by a factor of approx-
imately 1.4 for both background and simulated signal events. The efficiency of finding real
solutions in signal events that pass all other selection criteria is between 55% and 85%, depend-
ing on the particular signal model and mass point. The background efficiency is approximately
81%. Additional data events retrieved using this procedure improve the signal sensitivity by
15%. Repeating this sampling procedure more than 1000 times results in negligible further
gains in sensitivity.

The physical solutions for tt candidates (up to eight in each event) are combined with the light
jets to form candidate t∗ or b̃ resonances. For each solution, there are two such pairings and
hence up to sixteen solutions for the candidate BSM resonance pair in the event. We select
the pair with the smallest absolute value of the logarithm of the ratio of the two candidate
resonance masses. For the remainder of the analysis, we substitute the average of these two
masses, denoted by Mt,jet, for the mass of each candidate within the chosen pair. It is bounded
from below by the top quark mass.

The resulting mass distributions for background and signal are parameterized by different
functions. The background distribution displays a turn-on behavior due to pT requirements
on the leptons and jets followed by a falling tail. It is modeled by a gamma distribution added
to a log-normal distribution. Both functions are required to peak at the same value.

For simulated signal, the success rate for correctly matching the reconstructed and true objects
increases from 30% to 50% with increasing signal mass. Other reconstructions display a mis-
match either in the b-jet and lepton pairing or in the light jet and top candidate pairing. Events
that are correctly paired have a narrower mass width than those that are incorrectly paired,
which also have a large tail extending to high mass. The signal is parameterized as the sum of
two gamma distributions with parameters determined by a fit to the signal simulation. One of
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the gamma functions models the correctly paired events and the other models the incorrectly
paired events. Examples of these signal distributions can be seen in Figs. 9 and 10.

Figure 3 illustrates the differences between SM and signal light jet pT distributions. In order to
increase the sensitivity of the analysis, events are categorized according to the second leading
light jet pT, as described in Table 1. We label these as three signal enhanced regions (denoted as
SR1–3) and one signal depleted control region (denoted in the text as CR). Each region’s mass
spectrum is fit separately. The mass distribution is conditional on which second leading light
jet pT region the event falls into. We write the background distribution as ρSM

mass(m|p(2)T ) and the
signal distribution as ρ

signal
mass (m|p(2)T ).

Table 1: Definition of signal and control regions.

Second leading light jet pT Region
30 to 50 GeV control region (CR)
50 to 80 GeV signal region 1 (SR1)
80 to 110 GeV signal region 2 (SR2)
> 110 GeV signal region 3 (SR3)

Figure 4 shows the background-only hypothesis fits of the invariant mass spectra to the data in
the four light jet regions (SR1–3 and CR).

4 Systematic uncertainties
Fitted parameters of the background model are determined exclusively from data. Potential
systematic uncertainties in the background model could arise from the choice of functional
forms in Section 3.1. We perform studies to ensure that the model is sufficiently general to
approximate the true shape of the distributions, with any differences negligible compared to
statistical uncertainties.

The signal, on the other hand, is modeled by a MC simulation and we consider several sys-
tematic uncertainties that can affect the spectrum of light jet pT and the mass reconstruction
procedure. For each source of systematic uncertainty, we determine the change in the signal
distribution parameters and encode this as a covariance matrix of all parameters. A multivari-
ate normal distribution is constructed from the sum of all such covariance matrices and used
to constrain the parameters of the signal distribution. Allowing the invariant mass parameters
to vary within this constraint has a negligible effect on signal sensitivity. The final constraint
function sets these parameters to their maximum likelihood values in signal simulation and
does not allow them to vary. The light jet parameters and selection efficiencies are allowed to
vary within their uncertainties.

The central value of the total selection efficiency after all selection requirements and systematic
uncertainty is shown in Figs. 5 and 6. These figures include the 9.4% branching fraction [30]
of each of the top quarks to a leptonic final state, resulting in an initial efficiency of about
1% in the same flavor (ee, µµ) lepton channels and 2% in the opposite flavor (eµ) channel.
These initial efficiencies include production of tau leptons that decay to electrons or muons.
We estimate that in BSM resonance pair production with a dileptonic final state, about 60% of
events produce leptons, b quarks, and light partons within the fiducial volume of the detector.
About 85% of these events have the physics objects reconstructed and about 65% of those events
have the jets from b quarks correctly tagged. And about 90% of the remaining events pass all
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Figure 4: Reconstructed invariant mass distributions in the signal (SR1–3) and control (CR)
regions. The line corresponds to the result of the likelihood function maximization with signal
cross section set to zero. The points represent the data. The ratio of the data to the fitted
function is also shown. Top left: second leading light jet pT between 30 and 50 GeV (CR). Top
right: second leading light jet pT between 50 and 80 GeV (SR1). Bottom left: second leading
light jet pT between 80 and 110 GeV (SR2). Bottom right: second leading light jet pT greater
than 110 GeV (SR3).
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selection requirements. Efficiency differences between t∗ and b̃ models of the same mass arise
because the pair produced particles have different spins. The pT spectra of the light quarks and
gluons, leptons, and b quarks lead to different efficiencies for the different models. The figures
present neither correlations between the efficiencies nor changes to the relative signal efficiency
in each light jet pT bin. These effects are taken into account in the full likelihood construction.
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Figure 5: Signal selection efficiency and relative systematic uncertainty on the efficiency in each
channel for the t∗ model. Left: eµ channel, middle: ee channel, right: µµ channel.
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Figure 6: Signal selection efficiency and relative systematic uncertainty on the efficiency in each
channel for the b̃ model. Left: eµ channel, middle: ee channel, right: µµ channel.

Sources of systematic uncertainty and the methods used to estimate the effect on the signal
distribution parameters and selection efficiency are briefly described below.

Jet four-momenta are varied using standard CMS pT and η-dependent correction factors [32]
to account for the uncertainty on the jet energy scale measurement. The uncertainty on the
jet energy resolution is accounted for using pT and η-dependent data-to-simulation resolution
ratios based on the difference between reconstructed and matched generator jet pT. We account
for any additional discrepancy between simulation and data Emiss

T [33] from unclustered objects
using standard CMS scale factors and find this to be a negligible effect.

Potential discrepancies between lepton objects from data and simulation are taken into ac-
count using energy scale factors [14, 34]. For electrons this scale factor is 1.5% in the range
1.5 < |η| < 2.5 of the detector and 0.6% in the range |η| < 1.5; for muon this scale factor
is 0.2%. Uncertainties from lepton reconstruction and isolation effects are taken into account
as 0.5% uncertainties on the signal selection efficiency of each selection flavor which are 100%
correlated between each pair of flavors.
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The b, c, and light flavor tagging efficiencies are varied separately within their statistical uncer-
tainties, and standard CMS data-to-simulation scale factors are applied and varied within the
measured uncertainties [19, 20]. The b and c quark scale factors are treated as correlated, and
the light flavor scale factors are treated as uncorrelated with the heavy flavor scale factors.

The PDF uncertainty is varied according to the prescription of the PDF4LHC Working Group [35].
The uncertainty on the luminosity is 2.6% [36], and the number of pileup interactions in the
simulation is weighted to match the measured distribution in data. The distribution is varied
using the standard CMS procedure which changes the shape and varies the mean by 5%. The
trigger efficiency is modeled in the simulation and the uncertainty is accounted for by a 1%
systematic on the signal selection efficiency of each lepton pair flavor (ee, eµ, and µµ). Finally,
we account for signal selection efficiency uncertainties due to the finite size of the signal MC
sample using Poisson statistics.

Table 2 reports the uncertainty on the signal selection efficiency due to the different sources of
systematic uncertainty for two signal models and mass points. In combination these system-
atic uncertainties change the calculated upper limit of the cross section value between 1% and
10%, depending on the mass point, compared to the upper limit calculated only with statistical
errors. The dominant systematic effect comes from variations of the jet energy scale.

Table 2: Relative systematic uncertainty on the signal selection efficiency broken down by
source of signal systematic uncertainty for two signal models and mass points.

Simulation uncertainty 750 GeV t∗ 350 GeV b̃
Heavy flavor scale factor for b-tagging 5.3% 4.9%
Light flavor scale factor for b-tagging 3.2% 4.7%
Jet Energy Scale 1.1% 4.6%
Signal MC Statistics 0.22% 2.1%
Jet Energy Resolution 0.44% 1.8%
Pile up 1.1% 1.5%
Parton density function 1.9% 1.0%
MC b-tagging efficiency for b-jets 1.3% 0.43%
MC b-tagging efficiency for c-jets 0.31% 0.25%
MC b-tagging efficiency for light jets 0.51% 0.52%
Electron Energy Scale 0.62% 0.19%
Muon Energy Scale 0.12% 0.04%

5 Constructing confidence intervals
For both signal and background, we define a three-dimensional probability density function
which is constructed using the two-dimensional light jet distributions defined in Section 3.1
and the invariant mass distributions defined in Section 3.2. These three-dimensional distribu-
tions can be written as:

ρSM
3D (m, p(1)T , p(2)T ) = ρSM

mass(m|p(2)T )ρSM
2D (p(1)T , p(2)T ) (4a)

ρ
signal
3D (m, p(1)T , p(2)T ) = ρ

signal
mass (m|p(2)T )ρ

signal
2D (p(1)T , p(2)T ), (4b)

and the complete distribution is:
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ρtotal
3D = (µSMρSM

3D + Eσsignalρ
signal
3D )/(µSM + Eσsignal). (5)

Here µSM is the SM yield, E is the product of signal efficiency and total luminosity, and σsignal
is the signal cross section.

Constraints on the signal shape parameters are derived as described in Section 4. We write the
constraint distribution as ρsyst. There are no constraints on the parameters describing the SM
distribution. We construct an extended unbinned likelihood function from our data and these
distributions as:

L(σ, θ) = ρsyst
(µSM + Eσsignal)

N exp (−µSM − Eσsignal)

N!

N

∏
i=0

ρtotal
3D (mi, p(1)T i, p(2)T i), (6)

where N is the number of events in our sample; mi, p(1)T i, and p(2)T i are, respectively, the mass,
leading light jet pT, and second leading light jet pT of the ith event; σ is the cross section for
production of the resonance pair; and θ is the set of all nuisance parameters.

To perform hypothesis tests on a particular model, we treat the parameter of interest (cross sec-
tion) using the unified approach advocated by Feldman and Cousins [37]. With our observed
data, the two-sided intervals from this approach all have lower endpoints at zero, and we use
the upper endpoint as a proxy for an “upper limit”. For comparison, we also compute (conser-
vative) upper limits using the CLs criterion [38, 39]. In both approaches, we treat the nuisance
parameters using a profile likelihood technique, as described by the LHC Higgs Combination
Group [40] and references therein. The profile likelihood ratio test statistic is

λp(σ) =
L(σ, ˆ̂θ(σ))
L(σ̂, θ̂)

, (7)

where σ is the cross section and θ is the set of nuisance parameters. The denominator is the
usual global maximum of the likelihood function L, with {σ̂, θ̂} denoting the parameter values
for which L is maximized, with σ̂ required to be non-negative. The numerator is the profile
likelihood function of σ, obtained for each σ by finding the values of the nuisance parameters
that maximize the likelihood function for that value of σ, denoted by ˆ̂θ(σ). The profile like-
lihood ratio is evaluated for the observed data set and for synthetic data sets obtained from
pseudo-experiments.

In both the unified approach and the CLs approach, pseudo-experiments are generated by MC
simulation to obtain the distribution of λp(σ) for a fine grid in σ. For each σ in this grid, these
pseudo-experiments are generated using the frequentist approach of Ref. [40], in which the
nuisance parameters are set to the ˆ̂θ(σ) values obtained from conditionally maximizing the
likelihood function of the observed data, using the σ for which the distribution of λp(σ) is
being constructed.

In the unified approach [37], we associate with each value of σ to be tested a (possibly different)
critical value λCr

p such that 95% of the pseudo-experiments have λp(σ) > λCr
p . If the profile

likelihood ratio evaluated in data is less than λCr
p , the test then rejects that σ at 95% C.L. The

union of all cross sections that are not rejected is the unified interval. Treatment of nuisance
parameters in the manner used has been found to have good coverage by Cranmer [41].
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In the CLs approach [38, 39], the construction is intrinsically one-sided, which is enforced by
modifying λp(σ) so that it is set to 1 if σ̂ is greater than the cross section under test; λmod

p (σ)
denotes this modified version. For each σ under test, we find the one-tailed p-value of the
observed data in the signal-plus-background hypothesis, denoted pσ. This is the fraction of
pseudo-experiments with λmod

p (σ) less than the value measured in data. We also generate
pseudo-experiments with the signal cross section set to zero to construct the distribution of
λmod

p (σ), where σ is the tested cross section value. From these pseudo-experiments we obtain
the distribution of the test statistic in the background-only hypothesis, and from this distribu-
tion we obtain the p-value of data in the background-only hypothesis, denoted p0. Then CLs is
defined as pσ/(1− p0). If CLs < 0.05, we reject that σ at 95% C.L. The largest cross section not
rejected corresponds to the the CLs upper limit.

6 Results
We observe consistency with the SM expectation and set limits on the cross section of each of
the signal models. We construct unified intervals [37] on the signal cross section and observe
only intervals with lower edges of zero. The upper edge of these intervals is considered as
the upper limit. For each signal mass, pseudo-experiments generated using the background-
only model are used to determine the distribution of upper limits in the absence of signal. The
median of each distribution, along with intervals (”bands”) containing the central 68% and 95%
of each distribution, is found.

Table 3: Expected and observed upper limits for the production cross section of t∗ pairs decay-
ing to a top quark and gluon using unified intervals.

t∗ Mass 95% CL obs. limit 95% CL exp. limit ( pb)
( GeV) ( pb) Median 68% band 95% band

300 0.95 1.6 [0.93,2.3] [0.26,2.3]
350 0.84 1.3 [0.68,1.8] [0.19,2.5]
400 0.89 1.1 [0.55,1.6] [0.16,2.3]
450 0.80 0.65 [0.37,1.0] [0.083,1.4]
500 0.73 0.52 [0.31,0.80] [0.13,1.0]
550 0.46 0.37 [0.21,0.57] [0.092,0.74]
600 0.42 0.30 [0.17,0.48] [0.088,0.61]
650 0.38 0.23 [0.15,0.40] [0.051,0.50]
700 0.29 0.18 [0.10,0.30] [0.054,0.40]
750 0.24 0.14 [0.088,0.23] [0.025,0.33]
800 0.22 0.13 [0.070,0.22] [0.025,0.28]
850 0.16 0.11 [0.060,0.17] [0.013,0.23]
900 0.13 0.087 [0.052,0.14] [0.012,0.20]
950 0.14 0.082 [0.043,0.13] [0.011,0.19]
1000 0.16 0.075 [0.043,0.12] [0.0076,0.18]

Figure 7 shows the observed and expected 95% CL upper limits on the production cross section
of t∗ pairs as a function of the quark mass using unified intervals. Using the intersection of this
cross section limit and the cross section predicted by the model, we find the median expected
limit is 763 GeV with the central 68% of the limit distribution falling in the range [699,833] GeV.
The observed limit is 703 GeV. Figure 8 shows the observed and expected 95% CL upper lim-
its on the production cross section of b̃ pairs using unified intervals. Using the intersection
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of this cross section limit and the cross section predicted by the model minus its theoretical
uncertainty, we find the median expected limit is 298 GeV with the central 68% of the limit
distribution falling in the range [283,347] GeV. The observed limit is 326 GeV.
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Figure 7: Observed and expected 95% CL upper limits on the production cross section of t∗

pairs as a function of t∗ mass using unified intervals. The difference between observed and
expected limits is correlated between neighboring signal points.

We also construct CLs intervals [38, 39] on the signal cross section and observe similar results.
We find that the median expected CLs-upper limit on the production cross section of t∗ pairs
is 754 GeV with the central 68% of the limit distribution falling in the range [716,779] GeV. The
measured CLs-upper limit is 717 GeV. We find that the median expected CLs-upper limit on
the production cross section of b̃ pairs is 295 GeV with the central 68% of the limit distribution
falling in the range [282,304] GeV. The measured CLs-upper limit is 307 GeV.

We show example plots of signal distributions created by fixing the signal cross section to the
upper limit shown in Tables 3 and 4 and maximizing the likelihood function over the remaining
parameters. The particular regions displayed show that the light jet shapes and invariant mass
shapes have different discrimination power for different signal models. Figure 9 shows the

Table 4: Expected and observed upper limits for the production cross section of b̃ pairs decay-
ing to a top quark and light quark using unified intervals.

b̃ Mass 95% CL obs. limit 95% CL exp. limit ( pb)
( GeV) ( pb) Median 68% band 95% band

250 2.1 2.2 [1.0,3.1] [0.50,4.1]
300 1.0 1.8 [1.1,2.5] [0.35,3.3]
350 1.3 1.5 [0.73,2.0] [0.25,2.6]
400 0.92 0.76 [0.47,1.2] [0.18,1.6]
450 0.68 0.48 [0.27,0.72] [0.067,0.94]
500 0.53 0.37 [0.22,0.56] [0.051,0.77]
550 0.37 0.27 [0.15,0.41] [0.043,0.55]
600 0.30 0.21 [0.11,0.32] [0.031,0.43]
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Figure 8: Observed and expected 95% CL upper limits on the production cross section of b̃
squark pairs as a function of b̃ mass using unified intervals. The difference between observed
and expected limits is correlated between neighboring signal points. The parameters λ′′tbs and
λ′′tbd are from the RPV SUSY Lagrangian [10] and control the branching fraction from b̃ squarks
to top quarks and down-type quarks.

750 GeV t∗ point where the search sensitivity is coming almost entirely from the invariant mass
shape in SR3. Figure 10 shows the 350 GeV b̃ point where the invariant mass distributions
peak in similar locations to the background and the search sensitivity is mainly due to the
two-dimensional light jet distribution.

The limits at large masses are consistently above the median expected limit because those signal
distributions are all concentrated in the SR3 region and the invariant mass shapes have a large
overlap. An upwards fluctuation in the data accommodates more signal for all of those models,
creating a correlated difference between observed and expected limits.

7 Summary
This note describes a search for pair production of BSM resonances decaying into a top quark
and another parton. Two models, spin-3/2 excited top quark (t∗) and R-parity violating bottom
squark (b̃), pair production, are considered in detail. We use the full dataset collected by the
CMS experiment from proton-proton collisions at

√
s = 8 TeV. The experimental signature

consists of two leptons (e or µ), two jets identified as coming from the decay of a b quark, and
two jets identified as coming from light flavor quarks or gluons. The dominant background is
due to top quark pair production with additional jets from initial or final-state radiation. We
reconstruct pairs of top quarks and light jets to extract an upper limit on the mass and cross
section of t∗ or b̃ pair production, using an unbinned maximum likelihood fit to the data. The
observation is in agreement with the standard model-only expectation. The most discrepant
point is the 1000 GeV t∗ which is outside the 1σ expected limit band but inside the 2σ band.
Upper limits on the production cross section of t∗ pairs are set for masses between 300 and
1000 GeV. For b̃ squarks, upper limits on the pair production cross section are set for masses
between 250 and 600 GeV. Lower limits on the masses are set by comparing the results to
predicted cross sections. At the 95% confidence level, t∗ masses between 300 GeV and 703 GeV
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Figure 9: Results of likelihood maximization with signal cross section set to the calculated
upper limit of the 750 GeV t∗ point. The solid line shows the fitted function, the dashed line
shows the signal component, and the points show the data. The ratio of the data to the fitted
function is also shown. From left to right, these are the invariant mass distribution in SR2, the
invariant mass distribution in SR3, and the leading light jet pT distribution for events in SR3.
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and b̃ masses between 250 GeV and 326 GeV are excluded.
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