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Abstract

A search for the Higgs boson with a mass of about 125 GeV degayito a pair
of 7 leptons is performed with a data sample of proton-protorisiohs, corresponding
to an integrated luminosity of = 20.3 fb™!, collected with the ATLAS detector at the
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tions (both hadronic and leptonic) are examined. The olese(expected) deviation from
the background-only hypothesis corresponds to a signiéeari 4.1 (3.2) standard devia-
tions, and the measured signal strength is 1.4i8:f’1. This is evidence for the existence of
H — r*7~ decays, consistent with the Standard Model expectatioa fdiggs boson with
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1 Introduction

The observation of a new particle with a mass near 125 GeVdRATLAS and CMS experiments [1, 2]
in the search for the Standard Model (SM) Higgs boson [3—8] ggeat success of the Large Hadron
Collider (LHC) physics programme at the CERN laboratory. dede, however, evidence for Higgs-
boson decays into fermionic final states is not conclusive.

With a branching ratio of 6.3% [9}H — 7"7~ is among the leading decay modes for a SM Higgs
boson with a mass of 125 GeV. This decay mode can provide etdireasurement of the coupling of
the Higgs boson to fermions, thereby testing an importaadliption of the theory. The observation of
theH — "t~ decay mode would be strong evidence that fermions acqueiertass through the Higgs
mechanism.

This note presents a search for the SM Higgs boson inHhe» Tgprép,

H — 7/ hag final stateS with the ATLAS detector [10], using the full dataset colkegin proton-proton
(pp) collisions aty/s = 8 TeV in 2012 and corresponding to an integrated luminodity e 20.3 fb.

The search is designed to be sensitive to the SM Higgs bosmiuped through gluon fusion
(ggF) [11], vector boson fusion (VBF) [12], and associateddpction §/H) with V = W or Z de-
caying hadronically. All these mechanisms can give risetsignatures, particularly in the VBF case,
where two high-energy jets with a large pseudorapidity ssjmn are produced.

The results presented in this note supersede those of RgfwHich correspond to an analysis of
part of the 2012 dataset with a luminosity 6f= 13.0 fb~!, and the full 2011 dataset. The most recent
results from the CMS collaboration on the search for the Siggdiboson in the*r~ channel can be
found in Ref. [14].

.
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2 Analysis Strategy

The ATLAS detector is described in Section 3, with detailstiog data and simulated samples given
in Section 4. Object identification cuts are applied as diesdrin Section 5 and Section 6 details pre-
selection cuts for all three channelsigpTiep, TiepThad @aNd Thadthae: The events are further classified
into categoriesoptimized for the dierent SM Higgs production mechanisms, as described in@e¢ti
The category definitions depend to a certain extent on thengiidecause of the fierent background
compositions.

Following preselection and categorization, tHe— t+7~ signal is still overwhelmed by a variety
of background sources. A boosted decision tree (BDT) nauitite analysis technique is used to discri-
minate signal from background [15-17]. Separate BDTs aiad¢d for each channel in each category
as described in Section 8, based on input variables thatdiffieeing distributions for signal and back-
ground. The background estimates are described in SectibhedBDT output distribution (BDT score)
is then used as the final discriminant.

Since a BDT is sensitive to the correlations among varialiiésnecessary to demonstrate that these
correlations are well modelled. For that reason, the BDpouis computed in several signal-depleted
control regions, and the agreement between the data and¢kgiound model is confirmed, as described
in Section 10.

To ensure that analysis choices are not biased, discriminaariables which might on their own
reveal the presence of a signal were blinded throughout nlagysis optimization. This blinding was
applied to variables such as., and the final BDT score in signal sensitive bins, but not tadddaematic
distributions such as the transverse momentumleptons.

111ep @and Thag denote leptonically and hadronically decayingeptons, respectively. Charge-conjugate decay modes are
implied. Throughout the remainder of this note, a simplifiedation without the particle charges is used.



Systematic uncertainties relevant to the analysis areior@t in Section 11, and the signal extrac-
tion procedure is detailed in Section 12. The results ofg¢birch are given in Section 13.

3 The ATLAS Detector

The ATLAS detector [10] is a cylindricAlmulti-purpose detector at the LHC. The detector subsystem
closest to the interaction point, the Inner Detector (ID@hvides precise position and momentum mea-
surements of charged particles. It covers the pseudotgpaigeln| < 2.5 and provides full azimuthal
coverage. It consists of three subdetectors arranged irm@atogeometry around the beam axis: the
silicon pixel detector, the silicon microstrip detectordathe straw-tube transition-radiation tracker. A
solenoid magnet generates a 2 T magnetic field in which the IBxinersed.

Electromagnetic calorimetry in the regidp < 3.2 is based on a high-granularity, lgbguid-argon
(LAr) sampling technology. Hadronic calorimetry uses anstating-tile/steel detector covering the re-
gion|n| < 1.7 and a coppé@lAr detector in the region.b < || < 3.2. The most forward region of the de-
tector 31 < || < 4.9 is equipped with a dedicated forward calorimeter, meagunbth electromagnetic
and hadronic energies using copj#r and tungstefLAr modules.

A large stand-alone Muon Spectrometer (MS) is the outerpastof the detector. It consists of three
large air-core superconducting toroidal magnet systene deflection of the muon trajectories in the
magnetic field is measured in three layers of precision tirfife chambers fdr| < 2. In higher, regions
(2.0 < Inl < 2.7), two layers of drift tube chambers are used in combinatith one layer of cathode
strip chambers in the innermost endcap wheels of the MS.€eTlargers of resistive plate chambers in
the barrel [y| < 1.05) and three layers of thin gap chambers in the endcap$s € || < 2.4) provide
the muon trigger and also measure the muon trajectory in ¢tmebending plane of the spectrometer
magnets.

A three-level trigger system [18] is used to select eventseal time. A hardware-based Level-1
trigger uses a subset of detector information to reduce \thateate to a value of at most 75 kHz. The
rate of accepted events is then reduced to about 300 Hz byofiveese-based trigger levels, Level-2 and
the Event Filter.

4 Data and Simulated Samples

This search usepp collision data atys = 8 TeV collected in 2012. After requiring that all detector
systems are operational, the dataset used correspondsriegrated luminosity off = 20.3 fo™t. The
triggers used by each channel are given in Table 1.

The simulated event samples, based on Monte Carlo (MC) igabs and a full description of the
the ATLAS detector [19] with GEANT4 [20], are listed belowh&se samples include the simulation of
pile-up activity in the same or nearby bunch crossings. Tl&d$dmples are re-weighted to reproduce
the observed distribution of the mean number of interastiper bunch crossing in the data.

The simulation of signal events produced via the gluonefusind VBF-production mechanisms is
performed using the POWHEG [21-23] event generator basedegtito-leading order (NLO) QCD
calculations. Soft-gluon resummation up to next-to-rtexteading logarithm order [24] is adopted. The
finite quark-mass féects are taken into account in POWHEG [25]. The parton shomaronization
and underlying event simulations are provided by PYTHIA,[28]. The CT10 [28] parton distribution

2ATLAS uses a right-handed coordinate system with its orafithe nominal interaction point (IP) in the centre of the
detector and the-axis along the beam direction. Thxeaxis points from the IP to the centre of the LHC ring, and jkexis
points upward. Cylindrical coordinates, §) are used in the transversg §) plane,¢ being the azimuthal angle around the
beam direction. The pseudorapidity is defined in terms ofpiblar angled asn = — Intan@/2). The distancAR in then — ¢
space is defined asR = +/(An)?2 + (Ag)2.



Trigger | pr threshold(s) [GeV]| TiepTiep | TiepThad | ThadThad

Electron 24 ° °

Muon 24 °
Di-electron 12 ;12 °

Di-muon 18;8 °

Electron+ Muon 12:8 °

Electron+ thag 18 ;20 °

Muon + Thag 15; 20 °

Di-Thad 29;20 °

Table 1: Triggers used for each channel. When more than muetris used, a logical OR of the triggers
is taken and the triggerfigciency is calculated accordingly. The electrafag and muor-Thaq triggers
are used for thejepthag channel at preselection, but not in the VBF and boosted cagsgas defined in
Section 7.

function (PDF) is used. The associated productidi) samples are generated at leading order (LO)
in QCD using PYTHIA with the CTEQ6L1 [29] PDF set. The signahwples are normalized to cross
sections computed at next-to-next-to-leading order (NNQ@D and taken from Ref. [9].

Background simulation samples use several generatorsessiloed below, each interfaced with
HERWIG [30] (with one exception noted below) to provide thartpn shower and hadronization.
JIMMY [31] provides the modeling of the underlying event. eTkamples foMV/Z+jets events are
generated with ALPGEN [32]. This generator employs the MLMtahing scheme [33] between the
hard process (calculated with LO matrix elements for up te jigts) and the parton shower. ThgThad
channel uses these samples interfaced with PYTHIA ratrer HERWIG. Thett samples are pro-
duced with MC@NLO [34] with NLO accuracy. Single-top eveate generated with AcerMC [35].
The diboson WW, WZ, ZZ) MC samples are generated using HERWIG for tlagriep channel. In the
ThadThad @NdTiepThad Channels, HERWIG is used for thWZ andZZ samples, while th&VW sample is
obtained using ALPGEN interfaced to HERWIG. The loop-inelligg — WW processes are generated
using gg2WW [36]. The PDF set used with the AcerMC, ALPGEN &itRWIG event generators is
CTEQ6L1, while CT10 is used for the generation of events M@NLO and gg2WW.

TAUOLA [37] performs the tau decay and PHOTOS [38] providddifional photon radiation from
charged leptons for all samples described. The normatizdtr these backgrounds is either estimated
from data control regions, as described in Section 9, or Ntd3< sections are used.

The main and largely irreducibl&/y* — 7~ background is modelled with select&dy* — u*u~
data events, where the muon tracks and associated calericedls are replaced by the corresponding
signatures of the decay afleptons. The twor leptons are simulated by TAUOLA, matched to the
kinematics of the data muons they replace. Here;thelarization and spin correlations are modelled
with the TAUOLA program and thg — r mass diference is taken into account. Thus, only theecays
(both hadronic and leptonic) and the corresponding detegesponse are taken from the simulation,
whereas the underlying event kinematics and all other ptigse including pile-up fects, are obtained
from the data. This hybrid sample will be referred to as endleeld[13] data in the following. The
embedding procedure is extensively validated, e.g. byacépy the muons in selectedy* — "t~ data
events by simulated muons insteadrdéptons. This test is sensitive to systematfieets intrinsic to the
method, for instance due to the subtraction of calorimediramergy associated to the data muons. The
validation does not reveal any bias in the embedding praeefi8] beyond the associated systematic
uncertainties.



5 Object and Event Reconstruction

The reconstruction and identification of leptons, jets, amsking transverse momentum are performed
using standard ATLAS algorithms briefly described below.

5.1 Electrons

Electron candidates are reconstructed from a cluster irEtilecalorimeter and a matching ID track.
They are selected if they pass tedium[39] identification criterid, have transverse energy greater than
15 GeV and are in the regidn| < 2.47. Candidates found in the calorimeter transition regib87 <

Inl < 1.52) are not considered. Typical electrofii@encies, after these selections cuts, range between
80% and 90% depending gnand pr. Additional isolation criteria, based on tracking and cateter
information, are used to suppress the background from emsified jets or from semileptonic decays of
charm and bottom hadrons.

5.2 Muons

Muon candidates are reconstructed from the associatiomdDarack and an MS-track [40]. The
momentum is evaluated from their combination. Muon canéglare selected if they have a transverse
momentum greater than 10 GeV and are in the re@fjpr 2.5. Typical muon #iciencies, after these
selection cuts, are approximately 90%. Further isolatiiteria are required to suppress the background
from misidentified jets or from semileptonic decays of chama bottom hadrons.

5.3 Jets

Jets are reconstructed by the agtalgorithm [41, 42] with a distance parametr= 0.4, taking topo-
logical clusters [43] in the calorimeters as inputs. Thealdmdronic calibration scheme [44] and the jet
energy scale [44] (JES) are used to calibrate energy deposih hadrons based on calorimeter signals
only. Jets are required to be reconstructed in the rayjge 4.5 and to have a minimum transverse mo-
mentum of 30 GeV except in the,qrhag Channel where they are required to have a minimum transverse
momentum of 35 GeV fom| > 2.4 and in countingo-tagged jets in theepriep, channel where the
transverse momentum threshold is lowered to 25 GeV.

A jet-vertex fraction (JVF) requirement is used to reducertimber of selected jets in the event due
to pile-up activity. The JVF is defined as the ratio betweandbalar sum of the transverse momenta
of the tracks in the jet associated to the primary vertex aedstalar sum of the transverse momentum
of the tracks in the jet associated to any vertex in the evéets with|p| < 2.4 andpy < 50 GeV are
required to have a JVF exceeding0

In the pseudorapidity rang| < 2.5, b-jets are selected using a tagging algorithm [45]. The
b-tagging algorithm used has aiffieiency of 60—70% foib-tagged jets in simulatett events [46].
The corresponding light-quark jet misidentification prbitity is 0.1-0.5%, depending on the jpt and
n [47].

5.4 Hadronically Decayingr Leptons

Hadronically decayingr leptons are reconstructed starting from clusters in thet@magnetic and
hadronic calorimeters [48]. Tracks in a cone of radi\R < 0.2 from the cluster barycentre are as-
sociated to thehag candidate, and the,,q charge is determined from the sum of track charges. This
search useshag candidates withpr > 20 GeV andpp| < 2.47. Therhag candidates are required to

3The electron identification criteria have been reoptimifed®012 data-taking conditions.
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have charge:1, and must be 1- or 3-track (prong) candidates. The twdktsatple (where the charge
requirement is dropped) is retained for background stuakedescribed in Section 9.1. A BIxTidenti-
fication method is used, requiring that thgg candidate passes tivedium[49] identification criteria,
corresponding to approximately 55-60%i@ency. Dedicated criteria [49] to suppressg candidates
from misidentified electrons and muons are also applied. mtsdentification probabilities fotyag
candidates witlpr > 20 GeV have a typical value of 1-2% .

5.5 Object Overlap Removal

When diferent objects selected according to the criteria menti@ee overlap with each other geo-
metrically (within AR < 0.2), only one of them is considered. The overlap is resolvesdbgcting muon,
electron,rhag and jet candidates in this order of priority.

5.6 Missing Transverse Momentum

The signal events are characterized by true missing trassyeomentum EUT"‘S% due to the presence
of the neutrinos fronr decays. In this analysis, tHe["*® reconstruction [50] uses calorimeter cells
calibrated according to the reconstructed physics objecighich they are associated. Calorimeter cells
are associated with a reconstructed and identified pigharent object in the following order: electrons,
photons, hadronically decayingleptons, jets and muons. Calorimeter cells not associattddany
other objects are scaled by the soft term vertex fraction amedused in th(-:ErT‘”iSS calculation. This
fraction is the ratio of the scalar sum of tlpg of tracks from the primary vertex unmatched to objects
to the scalar sunpy of all tracks in the event also unmatched to objects. Thishowkeallows a better
reconstruction of th(E?issin high pile-up conditions [51]. Ther of muons identified in the events are
also taken into account in tHg"* calculation. _ _

In the 7iepTiep Channel, a second variable named HighObjectsET"® (HPTO ET"®9) is also used
to reject Drell-Yan background. It is built from the high objects: the two leptons and the jets with
pr > 25 GeV. The tch?“SSvariabIes are strongly correlated for the signal due tonaag in the final
state, but only loosely correlated for background frém»> ete” andZ — u*u~.

5.7 Higgs Candidate Kinematic Reconstruction

The invariantrr mass (M) is reconstructed using the missing mass calculator (MMs2).[ This
requires solving an underconstrained system of equatm&tb 8 unknowns, depending on the number
of neutrinos in the*7~ final state. These unknowns include they-, andz-components of the momen-
tum carried by the undetected neutrinos for each of thertleptons in the event, and the invariant mass
of the two neutrinos from any leptonicdecays. This is done by using the constraints from the medsur
x andy components oErT“iSS, and the visible masses of batltandidates. A scan is then performed over
the yet undetermined variables, and each scan point is teahted by its probability according to the
7 decay topologies. The estimator for themass (M) is then defined as the most probable value of
the weighted scan points.

Another important variable is the transverse momenunl;‘nof the Higgs-boson candidate. This
quantity is reconstructed using the vector sum of the eEér‘ﬁS and the transverse momentum of the
visible  decay products.

6 Preselection

In addition to criteria to ensure the detector was functignproperly, requirements are applied in order
to increase the purity and quality of the data sample by tieig@@on-collision events such as cosmic rays



and beam halo events. To ensure that the event is the redwdtascattering, at least one vertex with at
least four associated tracks and a position consistentthdétibeam spot position is required. After these
basic criteria are applied, the event preselection vaeshiannel.

For all channels, the leptons that are considered for gvedeoval withrh,g candidates need only
satisfy Loosecriteria, to reduce misidentifietsq candidates from leptons. The threshold of muons
considered for overlap removal is also lowered to 4 GeV.

The channels involving real electrons and muong,tiep and Tiepthag USe tighter selections of
electron and muon candidates, including isolation caterfor thern,q candidates considered in the
TlepTlep @Nd TiepThad Channels, the criteria used to reject electrons misidedtifisthag candidates are
tightened [49].

Higher pr thresholds are applied to electrons, muons, afd candidates according to the trigger
condition satisfied by the event, as described in Table 1ef@nts passing the single-electron or single-
muon trigger, an filine requirement opr > 26 GeV is applied for the lepton that triggered the event.
The pr thresholds are unchanged from the general object selectii@vents passing the di-electron and
electron-muon combined triggers. For events passing the di-muogéerjghe leading muon is required
to havepr > 20 GeV. For the combined electrefag and muor-Thag triggers, therpag candidates must
satisfypr > 25 GeV, while the electron and muon candidates must havevease momenta exceeding
20 and 17 GeV, respectively. In thgagrhag channel, where the events are required to pass tha,gi
trigger, the leading (sub-leading),q candidate must satisfyy > 35(25) GeV.

6.1 TheTteTiep Channel

In the TigpTiep Channel, exactly two isolated leptons of opposite-sign)(C¥arges are required. Events
containing arnag candidate are vetoed. The two leptons must satisfy 36/ < 100 GeV in theg*u~
channel, and 3& mS < 75 GeV for thee*e™ andu*u~ channel, thus avoidingZ, charmonium and
bottomonium resonances. Itis also required that the ssafarof the transverse momenga(£1)+ pr(£2)
exceeds 35 GeV and thAp,, < 2.5.

Fore*e” andu*yu~ final states, th&€T"s*and HPTOET"SS must both be greater than 40 GeV, while
for e~ only a requirement oET"* > 20 GeV is made.

Finally, the fraction of the momentum of each tau leptoniedrby its visible decay productgcal-
culated using the collinear approximation to determinertbetrino momenta [53]), as defined by the

equation,
Pvis1(2)
Xr1(2) = (1)
e Pvis1(2) + Pmis1(2)

are required to satisfy.D < X1, X2 < 1.

6.2 TheTpThag Channel

In the 71epThad Channel, exactly one lepton and ongq candidate with OS charges, passing the gigen
thresholds, are required. To substantially reducé/Magets background at this stage, events are rejected
if the transverse maSsonstructed from the lepton and tB&"SS satisfiesnr > 70 GeV.

4m’s is defined as the invariant mass of the visible decay prochidtse leptons.
5puis is defined as the total momentum of the visible decay prodafctise r lepton. pnis is defined as the momentum of
the neutrino reconstructed using the collinear approxionat

Smy = \/ZpT(f) x EMSSx (1 - cosA¢), andA¢ is the azimuthal separation between the directions of thwieand the
missing transverse momentum vector.



6.3 TheTthagThag Channel

In the Thagthag Channel, exactly twenag candidates with OS charges are required. Events with electr
or muon candidates are rejected. Trigger requirementsisrctiannel motivate minimumpy thresholds
of pr(thaq?) > 35 GeV andpr(thago) > 25 GeV, as mentioned at the beginning of Section 6.

In order to reduce the background from multijet productionl &0 exclude badly modelled events,
several additional requirements are applied: g identification criteria are tightened such that at least
one of the candidates satisfies fRight criteria, and the separation between the twgy candidates
must satisfy B < AR(Thag Thad) < 2.8 and An(thas Thad < 1.5. The missing transverse momentum
requirement is set t&T"S > 20 GeV and thé&ET"**direction must either be between the two visibigg
candidates i or the condition minj¢(r, ET"*9] < /2 must be fulfilled.

6.4 Kinematic Distributions after Preselection

In Figures 1-3, the distributions fd&sS, m/S, pt!, and An(jy, j2) (for events with at least two jets)
are shown for each channel after the preselection critene bheen applied. Good agreement is shown
between the observed data and the predictions from the bmakd) modelling, which is discussed in
Section 9. The variabléB"sSandm/S are important kinematic variables that are correlated witf{',
while p? andAn(j1, j2) are variables that help define the categorization of evastdescribed in Sec-
tion 7.

7 Analysis Categories

In order to exploit signal-sensitive event topologies, aalysis categories are defined in an exclusive
way:

e VBF: targeted at the vector boson fusion Higgs productiohmaism. This category is characte-
rized by the presence of two jets with a large pseudorapséfyaration. Some signal events from
the gluon-fusion an H production mechanisms are also selected in this category.

e Boosted: targeted at events with a boosted Higgs boson fiergltion-fusion production mecha-
nism. It includes only events which fail the VBF category digion. Hence, this category selects
Higgs boson candidates which have Iar@er(p? > 100 GeV) and well-measured mass. Some
signal events from the VBF andH production mechanisms are also selected in this category.

While these categories are conceptually identical acitusshiree channels, ftierences in dominant
backgrounds and in dataset size require that the seledtiemia differ in each. Table 2 specifies the
selection criteria used for each channel. For both categpothe requirement on jets is an inclusive
requirement: additional jets aside from those passing #tegory requirements are not discriminated
against. TheAn(j1, j2) requirement is applied using the highest twpjets in the event. A-jet veto
is used in therigptiep and TiepThad Channels to suppress top-quark backgrounds. 7daenad channel
imposes an additional cut on events in the VBF category, inieguthat m‘T"TS > 40 GeV. The events
failing this cut are not used in the boosted category. Funtlbee, while other triggers were included at
preselection, the finalieyThag Categories only consider events accepted by the singlér@teor single
muon trigger.

8 Boosted Decision Trees

BDTs are used in each category to extract the Higgs-bosamalsigpm the large number of background
events. Decision trees [15] recursively partition the pater space into multiple regions where signal
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Figure 1: Kinematic distributions for thgepriep Channel after preselection: (E)F"SS, (b) m“s, (c) p?
and (d)An(j1, j2). The background estimate for these distributions is desdrin Section 9. Then’®
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flavour event selection. Thén(j1, j2) distribution is shown for events with at least two jets. r&ij
shapes are shown multiplied by a factor of 50. These figuredaskground predictions made without
the global fit defined in Section 12.
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Figure 3: Kinematic distributions for the,aqrhag Channel after preselection: (E)f;‘iss, (b) m?s, (c)
p?, and (d)An(j1, j2). The background estimate for these distributions is desdrin Section 9. The
An(j1, j2) distribution is shown for events with at least two jets. rigibshapes are shown multiplied by a

factor of 50. These figures use background predictions méithew the global fit defined in Section 12.
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[ Category| Selection | TiepTiep | TlepThad | ThadThad |

pr(j1) (GeV) 40 50 50
pr(j2) (GeV) 30 30 3m5
VBF An(j1, J2) 2.2 3.0 2.0
b-jet veto for jetpr (GeV) 25 30 -
p7 (GeV) - - 40
pr(ja) (GeV) 40 : :
Boosted | pt (GeV) 100 100 100
b-jet veto for jetpr (GeV) 25 30 -

Table 2: Selection criteria applied in each analysis catefr each channel. The numbers shown are
lower thresholds. Only events that fail VBF category sédgctare considered for the boosted category.
TheAn(j1, j2) cut is applied on the two highept jets in the event. Events in theprhag VBF category
must also satisfyn‘,"TS > 40 GeV, and those that fail this requirement are not consilésr therieprhad
boosted category. Ther(j2) threshold in therpagrnag channel is 30 (35) GeV for jets within (outside
of) In| = 2.4.

or background purities have been enhanced. Boosting is laoah@thich improves the performance and
stability of decision trees and involves the combinatiomainy trees into a single final discriminant [16,
17]. After boosting, the final score undergoes a monotomicsformation to spread the scores between
-1 and 1. The most signal-like events have scores near 1 Widlenost background-like have scores
near -1.

BDTs trained on a sample of signal and background must bei@esl on an independent sample of
events. In this analysis each sample (signal and backgyasipartitioned into two separate samples A
and B, each with separate associated BDTs. The trainingisghrformed with sample A and evaluated
on sample B and vice-versa. For events in data, they areatedlin the same way, such that half use the
BDT trained on sample A and half use the BDT trained on sampledB background model or signal
MC events, the final distributions use all sample A evental(gated using the BDT trained on sample
B) and all sample B events (evaluated using BDT trained orpka#). In this way, 100% of each of the
original samples appears in the final distributions, but OIBs ever applied on an event from its own
training sample.

Separate BDTs are trained for each analysis category amthehaSeparately training by category
naturally exploits dierences in event kinematics betweefiatent Higgs boson production modes. The
VBF category is trained with only a VBF signal sample, white tBoosted category is trained with
gluon-gluon fusion, VBF, an® H signal samples. The signal samples used for all productiocesses
in the training haveny = 125 GeV. Separately training in each channel allowkedint discriminating
variables to be used to address thé&ating background compositions in each channel. The details
of background models and compositions for each channel eseribed in Section 9. The BDT input
variables for each category are shown in Table 3. Most otthiagables have straightforward definitions;
those requiring definition are listed below:

o tha': Magnitude of vector sum of the visible components ofthiecay products, the two leading
jets and theeTs,

e sumpr: Scalar sum opy of the visible components of thedecay products and of the jets.

o EVT“‘S% centrality: A variable that quantifies the relative angydasition of theE'T“iSSwith respect
to thet decay products in the transverse plane. The transverse @aransformed such that the
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direction of ther decay products are orthogonal, and that the smalkergle between thedecay
products defines the positive quadrant of the transformadepET"*% centrality is defined as the
sum of thex andy components of th&{"s* unit vector in this transformed plane.

e sphericity: A variable that describes the isotropy of egefigw. It is based on the quadratic
momentum tensor:

go = 2R p‘a'[f. )
i lpl
Both leptons and the selected jets are considered in thewaiign. In this equatiorny andg are
the indices of the tensor, and the summation is performedtbeenomenta of the leptons and the
jets in the event. The sphericity of the event is then defindgdrims of the two largest eigenvalues

of this tensor,> andAs: 3
S = S(12 + ). ®3)

e objectn centrality: A variable that quantifies thgposition of an object (anag candidate or an
isolated lepton) with respect to the two leading jets in thené It is defined as

—4 n+12\?
(n1 = n2)? (77 2 ) ] )

wheren, andn, are the pseudorapidities of the two leading jets. This Wéifas value 1 when
the object is halfway between the two jetgeivhen the object is aligned with one of the jets, and
< 1/ewhen the object is outside the jets. This variable is useth®following BDT inputs:f; x

{2 n centrality (product of the twq centralities),£ n centrality, j3  centrality andry »  centrality

(7 centrality of eachrnag). When j3 i centrality is used, events with only two jets are assigned a
dummy value of-0.5.

Ch(n) = eXp[

9 Background Estimation

The background models are derived from a mixture of simdlatenples and data. The normalization of
background contributions generally relies on comparimgsimulated samples of individual backgrounds
to data in regions which have little signal contaminatiohe ™iferences in background composition of
the three channels necessitate$edent strategies for the background estimation. Commoti torae

is the dominanZ — 7*7~ background which is taken fromembedded — u*u~ data, described in
Section 4.

In the 71¢p71ep Channel, a non-isolated lepton region is used to model jetlW+jets, and semi-
leptonictt backgrounds, while other contributions are estimatedgusimulated samples.

The 11epThad Channel measures misidentification factors (called “fiaaors”, described below) for
evaluating contributions from multijet antf+jets backgrounds where a jet can be misidentifiedaga
candidate. Other remaining backgrounds are accountedsing MC simulation normalized in control
regions.

The thagrhag Channel strategy is to model the multijet background witicalbed not-opposite-sign
(notOS) data, withrhag candidates being required not to have opposite chargesthando normalize
the multijet andZ — "t~ samples simultaneously as described in Section 9.1. Adirdthckgrounds
and their normalizations are taken from MC simulation.

The treatment of each background contribution is now desdrihighlighting diferences among the
three channels.
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Variable

TlepTlep

VBF

TlepThad ThadThad

TlepTlep

Boosted
TlepThad

ThadThad

MMC
e

AR(7, 1)

An(j1, J2)

Mjy, j

Mjy X Nj,

Total

Pr

sumpr

pr(r1)/pr(r2)

ET'% centrality

Xr1 and X,

Mg, j1

My, e,

Ade, ¢,

sphericity

71

Pt

J1

E_rl_niss/ pﬁ’_z

my

MiN(Ane, ¢, jets)

j3 n centrality

{1 X € n centrality

¢ n centrality

712 7 centrality

Table 3: Discriminating variables used for each channelaatdgory. The filled circles identify which
variables are used in each decay mode. Note that variabtbsasAR(r, 7) are defined either between
the two leptons, between the lepton angy, or between the twep,g candidates, depending on the decay
mode.
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9.1 Data-Driven Backgrounds

TheTepTiep channel treats all backgrounds from a misidentified lepdgether, which accounts for mul-
tijet, W+jets and semileptonitt processes. A control sample is created for this purpose \mrting
isolation selections on one of the two leptons and subtrgaontributions from other electroweak back-
grounds (dileptonidt , Z — e*e™, Z — u*u~, Z — TiepTiep, diboson) obtained from MC simulations.
A template is created from this sample and normalized bydjtthe pr distribution of the sub-leading
lepton at an early stage in the preselection requiremetitsedkin Section 6.1.

The1iepThad Channel uses the “fake-factor” [13] method to derive estamdor multijet andWV+jets
backgrounds that pass thg,mhagselection due to a misidentifieglaq candidate. The fake-factor method
requires a sample enriched in fakg,y candidates defined by applying an event selection equivalen
to the VBF and boosted category definitions except that thelidate must fail théMledium[49] thag
identification requirement. The fake-factor is defined by thtio of identifiedr,5q candidates to non-
identified thag candidates. This is determined separately for samplesraed by quark and gluon
jets using a separai®/+jets control region which is dominated by quark jets defingdhigh mr and a
loose lepton region dominated by gluon jets. The derived-faktors, weighted by the expected relative
W-jetgmultijets composition, also determined in the same comagions, are then applied to the fake
Thad €vents to calculate the expected multijet &djets background. Ther(thag dependence of these
fake-factors is shown in Figure 4.

B 7‘ L ‘ L ‘ L 1T L ‘ 1T ‘ L ‘ L ‘ T \7 !6 0.044 L ‘ L ‘ 1T L 1T ‘ L ‘ L ‘ 1T ‘ T \
‘o 0.14F 1-Prong ATLAS Preliminary ° I 3-Prong ATLAS Preliminary 1
© i ] b
4 b [ra=203m? —— VBF ] LL0.035F [Ldt=20.3fb" (5=8Tev ]
gc" 0.12- (stat. uncert.) 7] g ]
S [ {s=8Tev = - VBF ] S 003" - VBR
L 0.1k (stat. O syst. uncert.) | L - (stat. uncert.)
T — ] e e VBF ]
pi ] 0.025 (stat. O syst. uncert.)
(stat. uncert.) i ¢ . O syst. )
0.08 Boost ] [ —— Boost ]
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Figure 4: Fake-factors used to derive estimates for mulédjed W+jets backgrounds in th@epthad
channel. Factors are plotted as a function of fheof the rhaq candidate for the VBF and boosted
categories: (a) for 1-prongh,g candidates (b) for 3-prongh,q candidates.

In the Thagthad Channel, the notOS data is used as a multijet template. Fdatian plots and as a
starting point for the global fit, the normalization of thergae is determined by performing a simul-
taneous fit of multijet (modeled by notOS data) ahd> r*r~ (modelled by embedding) templates to
preselection data. The variable used in the fikigrhag Thad), Shown in Figure 5. The final normaliza-
tions for multijet andZ — vt~ are floated in the global fit in this channel, as described tiiGe 12.
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Figure 5. TheAn(thas Thad) distribution for thernagrhag Channel after preselection. A fit to this distri-
bution determines the starting values of the» "7~ and multijet normalizations used in the global fit
defined in Section 12. The signal shape is shown multiplied factor of 50.

9.2 Z - t*r~ Background

Z — "1~ decays constitute the dominant irreducible backgroundt ddmtribution of this background

is estimated using theeembedded — u*u~ data sample described in Section 4. The normalization
for this process is taken from the final fit described in Secti@ where it is a free parameter. These
normalizations are independent for thg,Tiep, TiepThad: @aNAThadThad Channels.

9.3 Z - ete  and Z —» u*u~ Background

The Drell-YanZ/y* — e*e™,u*u~ background is important for the final states with two samesfla
leptons. It also makes contributions to the other chanedsiescribed below, ALPGEN MC simulation
samples are used and correction factors to account for @cyegiancies with data are applied.

In the 1igp71ep Channel, the ALPGEN MC simulation is normalized to the dattheZ-mass control
region, 80 GeV< m/S < 100 GeV, for each category and f@r —» e'e” andZ — u*u~ events
separately.

TheZ — e*e” andZ — pu*u~ backgrounds are accounted for in thg,thad channel using MC
simulation, with separate treatments fggq candidates originating from a lepton from thé&oson decay
or from a jet. In the first case, corrections from data, detifrem dedicated tag-and-probe studies, are
applied to account for the filerence in the rate of fake,ag candidates resulting from electrons [54,
55]. This is particularly important fof — e*e~ events with a misidentifiedn,q candidate originating
from a true electron. In the second case, a dilepton conggibn is used, where the MC simulation
is normalized to data. Merent normalizations are used for the VBF and Boosted cAtsgadue to
differing kinematic cuts.

In the thadthag Channel the contribution of this background is very smatll & taken from MC
simulation.
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9.4 W-+jets Background

Events withW bosons and jets are a background to all channels sincé/theson can decay te u

or 7 and feed into all signatures when accompanied by a jet whiobigies a falsely identifiea,aq or
lepton candidate. This process can also contribute whea the& semi-leptonic heavy quark decay that
provides an identified lepton.

As stated in Section 9.1, in thes,riep Channel andreprhag channel, theV+jets contributions are
determined from data-driven methods. Thggrhag Channel uses MC simulation samples to evaluate,
bothW — thagv+jets andW(— ¢v)+jets backgrounds. The dominant contribution is frivh— thaqv
decays.

9.5 Top-quark Background

Backgrounds that arise fromh and single-top quark production are estimated from MC satioh in
the TiepTiep @nd TiepThad Channels. The normalization is obtained from data con&glans defined by
inverting theb-tag veto (and requiring larger for the 7j¢ythag Channel) to enhance the top backgrounds
and suppress the signal contribution. This backgroundgggikle for thaqrnag but is included using MC
simulation.

For thetiepTiep channel, a correction to thig,, distribution is determined in the top-quark control
region, defined by inverting thie-tag requirement, by comparing simulation with data, andiaegpo
the MC events in the signal region. Better agreement is seatl kinematic variables in the top-quark
background control region after this correction. Tivetag jet multiplicity distribution in therigpriep
top-quark background control region, after this corracti® applied, is shown in Figure 6 for the VBF
and boosted categories.

1% [ \ \ T ] 12 \ \ \
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Figure 6. Theb—tag jet multiplicity distributions, for jets wittpyr > 25 GeV, for the top-quark back-
ground control regions in theepriep channel for the (a) VBF and (b) boosted categories. Theseegu
use background predictions made without the global fit ddfineSection 12. The signal shapes are
shown multiplied by a factor of 50.
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9.6 Diboson Background
The production oiWV*W~, ZZ andW=*Z pairs with subsequent decays to leptons or jets contritiotdse

background, especially in thee.p7iep channel. In each channel, the contribution is estimateah ftC
simulation.

9.7 Overlap with Other Higgs Boson Decays

In the Tiep7iep Channel, there is a non-negligible contribution frétn— W*W~ with both W bosons
decaying leptonically. Therefore, the procéss> W*W-, with a Higgs boson mass @iy = 125 GeV,

is considered as a background in thgrep, channel, and is estimated using MC simulation. The cross
section for this process, as for the signal, is taken frontdieulation in Ref. [9].

10 Background Model Validation

The background model described in Section 9 was decided hgione looking into bins sensitive to the
presence of signal, in order to ensure that the presencéo$enae) oH — v~ events plays no role
in the final background estimates.

Since each channel has dfdrent background composition, separate control regiomsiafined for
each channel in order to validate the background model.

The following control regions are defined for thgyriep channel, modifying the signal regions with
the following cuts:

e Z - (t-enriched for same-flavour events, them/S selection is changed to
80 GeV<m/? <100 GeV.

e Z — tr-enriched: miPTO < 100 GeV, wherant!PTO s the invariant mass, obtained using the

T

collinear approximation, calculated only with high objects.
e tt-enriched: invertb-jet veto.
e Fake-enriched same sign lepton events.
e Low BDT score.

The following control regions have been defined fortRgrnagchannel, modifying the signal regions
with the following cuts:

e Z — rr-enriched: mr < 40 GeV andm¥MC < 110 GeV.
e W-enriched: my > 70 GeV.

e tt-enriched: invertb-jet veto andny > 50 GeV.

e Low BDT score.

In the Thagthad Channel, the following regions are used, modifying the aigagions with the follo-
wing cuts:

e Mass sideband m"MC€ < 100 GeV omMMC > 140 GeV.

e Multijet-enriched : inverted signal regior\n selection:An(thag Thad) > 1.5.
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e Rest category events that pass preselection but fail the VBF and boosttegdjory selections. This
region is used in the global likelihood fit to determine the» "7~ and the multijet background
normalizations.

e Low BDT score.

TheZ — rr-enriched and mass sideband control regions are not omtado the signal region.
Nevertheless, the signal is suppressed strongly througjladditional criteria imposed for these control
regions. The low BDT score region is defined as the backgrolamlinated region of the BDT distribu-
tion where 30% or less of the signal yield would be located.

The BDT scoremMMC and other distributions in these background-dominatedrabregions were
scrutinized closely. Other kinematic variables for theestdd objects and the BDT input variables were
also examined in the entire signal region. Figure 7 show®i& score distributions for th& — £¢-
enriched control region in thge,7iep channel, th& — rr-enriched control region in th@ephad Channel,
and the mass sideband control regions fordhgrnag channel.

11 Systematic Uncertainties

Systematic uncertainties are evaluated for the followifigats in signal and background samples. Their
inclusion in the profile likelihood global fit is described $®ction 12.

11.1 Experimental Systematic Uncertainties

The following experimental systematic uncertainties andkient yields and BDT distributions are con-
sidered, and are treated either as fully correlated or ual@ied across channels and categories as ap-
propriate.

e Luminosity: The uncertainty on the integrated luminos#&yR.8%. It is derived following the
same methodology as that detailed in Ref. [56], from a piiekmy calibration of the luminosity
scale derived from beam-separation scans performed inNioge2012.

e Tau identification fficiency: The MC simulation is corrected, as described in R, so that the
Thad Identification éficiency matches that measured in the data. The correctiahshair corre-
sponding uncertainties are obtained using tag and proldesturo assign a systematic uncertainty
to this evaluation, then,qidentification dficiency is varied within these uncertainties.

e Tau energy scale (TES): The TES calculation and its unceytaire described in Ref. [57]. To
obtain the systematic uncertainty due to the TES, upwardsdawnwards variations are applied
to therhagenergy scale. These systematic variations are also prigghgatheET">S measurement.

e Jet energy: The jet energy scale (JES) uncertainties anse $everal independent sources [58].
Since several backgrounds are evaluated from data, the d&Stainty enters mainly through
the lesser backgrounds which are determined from MC simoulatThe systematic uncertainty
due to the jet energy resolution (JER) is obtained by smgasiery jet by the uncertainty in the
resolution as determined by the in-situ measurement destin Ref. [59].

e b-tagging dficiency: Theb-tagging dficiencies are corrected to match those measured in data,
using a sample of jets containing muons [46]. Systematietainties on these corrections are
considered.
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fit defined in Section 12. 19



e Lepton energimomentum resolution: The electron energy and the muon mtumeare smeared
according to the resolutions measured in data. This sysieonacertainty plays a very minor role
on the final result.

e Lepton reconstructigidentificatiorfisolationtrigger dficiency: Corrections are obtained for each
of these types offéiciencies using tag-and-probe measurements. These ar@ppéed to MC
samples to ensure agreement with data. The uncertaingeprapagated to the final result by
varying the corrections by one standard deviation.

. EfT“‘SS. Systematic uncertainties on the energy scales of all thpiect theErT‘”iss and so it is re-
calculated after each of these variations is applied. Initiatd the scale of the sofET"*® term
for energy outside reconstructed objects and the resoluiiecertainties are considered indepen-
dently [51].

e Embedding method: The selection of the- u*u~ events for the embedding method contributes
to a systematic uncertainty related to the isolation remment which is applied to the muons. The
uncertainty is calculated by varying the isolation requiemt. In addition, the uncertainty from
the subtraction of the calorimeter cell energy associatitld thhe muons is considered [13].

11.2 Background Modelling Uncertainties

This section details the most significant systematic uaggies on the background estimation techniques
described in Section 9.

In the 7i¢p71ep Channel, systematic uncertainties on the shape and naatiah of fake lepton back-
grounds are estimated from comparisons of tiiedences in same-sign lepton events that pass and fail
the lepton isolation criteria. The overal — "t~ background normalization is left free in the likeli-
hood fit described in Section 12, but an additional systammiatapplied to the predicted fEierence in
normalization between fierent lepton flavour and same lepton flavour events. The taiosr on the
Z — (¢ normalization is obtained by varying the cuts on th‘,(if window that define the control region
for this background. The uncertainty on the normalizatidriop-quark backgrounds is derived from
the diference of event yields in observed events and predictiam ¥C simulation in the top-quark
control regions.

In the 1iepThad Channel, an important systematic uncertainty on the backgt estimation comes
from the estimated fake-factors, based upon ttigeince in the determination of these factors in two
different regions dominated by gluon- and quark-initiated, jetspectively. In addition, the uncertain-
ties on the normalization & — ¢¢ and top-quark backgrounds, obtained from the global fit ritesd
in Section 12 are important. Dominant uncertainties asgediwith the normalization of these back-
grounds come from systematic uncertaintiesbetagging dficiencies and the jet energy scale, along
with statistical uncertainties on the observed data in éispective control regions.

In the thagthag channel, the multijet template, derived from the notOS damp compared with a
same-sign sample and thetdrence in both the shape and normalization obtained fromi@ag, Thad)
fitis taken as a systematic uncertainty.

11.3 Theoretical Uncertainties

Theoretical systematic uncertainties are estimated fpradisamples and for any backgrounds modelled
using MC simulations.

Uncertainties on the signal cross sections are assigned flvar sources: QCD scale uncertainty,
modelling of diferential cross section ip?, modelling of the underlying event, and uncertainties due t
the choice of PDFs.
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Uncertainties resulting from the choice of QCD scale arewudated following the prescription exten-
sively discussed in Refs. [60] and [61]. This prescripti@s been shown to provide a realistic estimate of
higher order contributions to analyses which classify évéy the number of jets. In order to apply the
procedure, the scale uncertainties for the inclusive fetitross sections need to be computed together
with the event fractions in each analysis category. Whiteititlusive cross section uncertainty for the
ggF process is only 8%, the uncertainty in the exclusive bgel in this analysis ranges from 22—-26%
and can be as high as 74% for boosted events with at least tsvo je

A theoretical systematic uncertainty is also assigned duaddelling of the ggF dierential cross
sectiondo-/dp'T*. The defaulyg — H simulation in ATLAS is performed using the POWHEG generator
The MC@NLO generator implements the same matrix elementbatk mass féects ondcr/dp? of
the two generators are known to be quitéfelient. The dierence between the output of these two
generators is assigned as an additional systematic uimtgri@are has been taken to compare these two
calculations at the same QCD scale, to avoid double-cayittieuncertainty from that source. Variations
of 17%—-29% are observed depending on channel and category.

Underlying event ffects have been computed comparing the Perugia 2011C uimgeglyent tuning
with the AUET2B tune [62]. Discrepancies 6% and~30% for the signal yields in VBF and ggF
production in the VBF category have been found, and are madigs underlying event uncertainties.

A systematic uncertainty due to the choice of PDF set is giptied. MCFM [63] was used to verify
that the variation of the étierential cross sections associated with each analysigargtdue to diferent
PDF sets (comparing MSTW [64], NNPDF [65] and CT10) are senathan or equal to the inclusive
variation. A PDF uncertainty of.8% is assigned in all categories for gluon fusion productamd 28%
is assigned for VBF an®f H production.

While most major backgrounds are normalized in data com&rgions, some smaller background
sources are normalized by their theoretical cross sectiQ@D scale and PDF uncertainties are assigned
on these minor backgrounds and typically range from 3—-4%.

12 Signal Extraction Procedure

The parameter of interest in this analysis is the signahgtieparameter which is defined as the ratio of
the measured cross section times branching ratio norndalzéhe Standard Model cross section times
the branching ratio foH — "7~ [9]. The valueu = 0 (u = 1) corresponds to the absence (presence) of
a Higgs boson signal with the SM production cross sectiomr Sthtistical analysis of the data employs a
binned likelihood function/(u, 5) constructed as the product of Poisson probability ternaasstimator
for u.

The inputs to the determination of the maximum likelihootblgl fit) are as follows: BDT score
distributions in the six signal regions (VBF and boostecekgaties for each channel), event yields in the
top andZ — ¢¢ control regions for theyeptiep @aNdriepThad Channels in both VBF and boosted categories,
and the Rest category control region for thggrhag channel, binned i (thag Thad)-

The impact of systematic uncertainties on the signal an#tdraand expectations is described by
nuisance parameteré, which are parametrized by a Gaussian or log-normal canstrdhe expected
numbers of signal and background events in each bin areifumscof . The test statisticy, is then

constructed according to the profile likelihood ratiq; = —2In(£(u,;7)/£(ﬁ,§)), where and § are

the parameters that maximize the likelihood, @rate the nuisance parameter values that maximize the
likelihood for a givenu. This test statistic is used to measure the compatibilitthefbackground-only
hypothesis with the observed data.

TheZ — r*1~ background rate is allowed to float freely in the global fitfl@constrained primarily
in the signal regions, due to thefidirence between the BDT distribution f8r— 77~ compared to the
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signal. The top and — (¢ background rates for thgeptiep andriepThad Channels are also allowed to
float freely, but are primarily constrained by the inclusiointhe respective control regions included in
the fit. For therpagrhag Channel, theZ — 7~ and multijet background rates are constrained from the
simultaneous fit of the two signal regions and the Rest cagegntrol region. The normalizations of
other backgrounds are constrained within their unceiitsrdas described in Section 11.

Figure 8 shows the BDT score distributions for all signalieeg in each channel, with background
normalizations, signal normalization, and nuisance patars adjusted by the profile likelihood global
fit. Agreement between data and the model predictions fdkdracnd together with a Standard Model
Higgs boson oy = 125 GeV is observed within the uncertainties. The fitted nemslof signal and
background events in the three rightmost bins in each catesyad channel are shown in Tables 46,
together with the observed number of events in the data.

13 Results

The fitted value of the signal strength parameter for eacivishaal channel and for the combined result,
all obtained from the global fit, are shown in Figure 9. Thefitvalue of the signal strength parameter
from the likelihood fit isy = 143*8 Si(stat)*935(syst) for my = 125 GeV. Theory systematic uncer-

tainties ornu, WhICh are included in the quoted systematic uncertaimhount to+8 %g The dependence

of -2 InL(,u,e) on the signal strength parameter is shown in Figure 10. ikeéHood as a function of
the signal strength for the individual channels is also show
The probability pg of obtaining a result at least as S|gnal like as observedhendata if no signal

is present is calculated using the test statigticy = —2 In(£(0, 67)/£(u 0)) in the asymptotic approxi-
mation [66]. Formy=125 GeV, the observe, value is 20 x 107>, which corresponds to a deviation
from the background-only hypothesis of 4.1 standard dewnat This can be compared to an expected
Po value of 66 x 107# (3.2 standard deviations). This is direct evidenceHors> 7~ decays.

Figure 11 shows the expected and observed data, in bins qSl8y’, for all signal region bins.
Here,S/B is the signal-to-background ratio calculated assuming 1 for each BDT bin in the signal
regions. The expectation is shown for signal yields for hotk 1 and the best-fit valug = 1.4 for
my = 125 GeV, are shown on top of the background prediction talemfeom the best-fit values. The
background expectation where the signal strength pararnatebeen fixed ta = 0 is also shown for
comparison.

In order to visualize the compatibility of this excess of gabove background predictions, with the
SM Higgs boson atny = 125 GeV, a weighted distribution of events as a functiomiC is shown
in Figure 12. The events are weighted by a factor of ln(&/B). The excess of events in these mass
distributions is consistent with the expectation for a 8tad Model Higgs boson withny = 125 GeV.
The distributions for the predicted excess in data over gek@round are also shown for alternative SM
Higgs boson mass hypotheses with = 110 GeV andnyg = 150 GeV. This illustrates that the signal is
compatible with a Higgs boson of 1Z5eV mass.

The dominant uncertainties on the measurement of the sipeaigth parameters include: statistical
uncertainties in the data from the signal regions, the #tezal systematic uncertainty on thetdrential
Cross sectiordo-/dp'T* for ggF production, the uncertainty on the normalizatiortrefZ — ¢¢ and top
backgrounds in thejepythag VBF and boosted categories, and the uncertainty on the JHSat@n in
different detector regions. Table 7 shows the contribution of each of the sicanili sources to the
uncertainty of the measured signal strength, by assess@igiinpactAu on the measured value pof
when varying the #ect by one standard deviation.

’In this document, log always refers to log base 10.
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Figure 8: BDT distributions for the VBF (left) and boostew(it) category signal regions for the,7iep
(top), TiepThad (Middle), andrhadrhad (bottom) channels. The Higgs boson signal(= 125 GeV) is
shown stacked with a signal strengthiof= 1 (dashed line) angd = 1.4 (solid line). The background
predictions come from the global fit (that gives= 1.4). The size of the statistical and normalization
systematics is indicated by the hashed band. Z%e binning)iar(d (f) is coarser than that used in the
global fit and shown in Table 6.



Table 4: Predicted event yields in thgpriep channel formy = 125 GeV in the three highest bins of the BDT distributions. e dackground
normalizations, signhal normalization, and uncertainteftect the preferred values from the global fit. The uncaties on the total background and
total signal reflect the full statisticabystematic uncertainty, while the uncertainties on th&iddal background components reflect the full systematic

e

uncertainty only.

Procesg&Category VBF Boosted
BDT score bin edges 0.684-0.789 0.789-0.§95 0.895{1.0 7@06B7/8| 0.778-0.889  0.889-1.(
ggF 053+ 0.26 08+ 04 07+04 53+21 52+20 17+07
VBF 115+ 0.35 20+ 0.6 50+15 | 101+0.33 15+05 | 067+0.22
WH < 0.05 <0.05 < 0.05 071+0.22 | 064+0.20 | 016+ 0.05
ZH < 0.05 < 0.05 < 0.05 036+ 0.11 | 032+0.10 | 006+ 0.02
Z— 1t 7.6+0.8 90+0.9 46+06 97+7 615+32 | 136+13
Fake 28+ 0.7 58+20 45+17 | 101+£31 15+ 5 0.79+0.29
Top 40+0.9 29+ 0.7 18+ 04 28+ 7 15+ 4 35+09
Others 197+ 0.26 33+04 27+04 | 247+19 88+06 | 234+024
Total Background 18+15 209+24 | 135+24 160+ 7 101+ 4 202+ 18
Total Signal 17+ 05 29+09 57+17 74+24 7.7+25 26+0.8
SB 0.10 014 042 005 008 013
Data 23 28 19 156 128 20




Table 5: Predicted event yields in th@prhag channel formy = 125 GeV in the three highest bins of the BDT distributions. e Tiackground
normalizations, signal normalization, and uncertainteftect the preferred values from the global fit. The unceti@$ on the total background and
total signal reflect the full statisticatystematic uncertainty, while the uncertainties on th&iddal background components reflect the full systematic

T4

uncertainty only.

ProcesgCategory VBF Boosted
BDT score bin edges 0.5—0.66]7 0.667—0.&33 0.833-1.0 @820. 0.733—0.867‘ 0.867-1.Q
ggF 22+0.9 35+15 12+06 177+29 6.3+23 55+21
VBF 41+12 92+27 75+22 17+05 15+05 13+04
WH < 0.05 < 0.05 < 0.05 095+ 0.29 | 085+0.26 | 081+ 0.25
ZH < 0.05 < 0.05 < 0.05 042+ 0.13 | 047+0.14 | 041+0.12
Z -ttt 286+14 | 250+16 | 241+035| 483+34 | 261+27 184+ 2.0
Fake 377+18 | 279+21 35+05 27+ 4 108+ 1.8 58+14
Top 65+ 0.7 41+08 15+04 7.0+ 09 57+0.8 | 223+0.33
Diboson 29+04 30+05 | 023+£004| 48+05 40+05 169+ 0.23
Z — (] > Thad) 87+17 33+05 | 040+010| 38+05 | 071+0.07 < 0.05
Z — tl(l > Thad 28+12 19+12 0.7+06 94+19 49+11 38+12
Total Background 8227 65+ 5 87+25 101+ 6 52+ 4 32+4
Total Signal 63+18 | 127+35 87+24 107+ 33 92+28 80+25
SB 0.07 020 10 011 018 025
Data 90 80 18 103 64 34




Table 6: Predicted event yields in thgagrhag channel formy = 125 GeV in the three highest bins of the BDT distributions. e THackground
normalizations, signal normalization, and uncertainteftect the preferred values from the global fit. The uncaties on the total background and
total signal reflect the full statisticasystematic uncertainty, while the uncertainties on th&iddal background components reflect the full systematic

9Z

uncertainty only.

ProcesgCategory VBF Boosted
BDT score bin edges 0.85—0.9\ 0.9—0.9$ 0.95-1/0 0.85—q.9 -0@S \ 0.95-1.0
ggF 039+0.17 | 035+0.16| 20+0.9 22+0.8 25+10 23+0.9
VBF 057+0.18 | 072+0.22| 59+18 | 055+0.17| 061+0.19 | 057+0.17
WH < 0.05 < 0.05 < 0.05 034+0.11| 040+0.12 | 044+0.14
ZH < 0.05 < 0.05 < 0.05 022+ 0.07 | 022+ 0.07 | 022+ 0.07
Z -ttt 32+06 34+0.7 53+1.0 157+17 | 123+18 97+16
Multijet 3.3+0.6 29+ 06 59+ 0.9 52+ 0.6 37+05 | 140+0.22
Others 038+ 0.09 | 049+0.12 | 064+0.13 | 149+0.27| 28+05 | 007+0.02
Total Background ®+13 6.8+13 118+26 | 224+25 | 188+28 | 112+19
Total Signal M7+029 | 109+031| 80+22 33+10 38+12 36+11
SB 0.14 016 067 015 02 0.32
Data 6 6 19 20 16 15




: — o(statistical .
ATLAS Prelim. ( ) Total uncertainty
125 GeV — o(syst. incl. theory) 1
my = e +
H — o(theory) tloonp
+0.3 .
T03 : T
H o tt  p=14%5500%] e
+0.3 . I o e B .
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, o2f oo b b b b
Boosted H=12792]+98 I }—l—i I l
VBF H=1.67%3]"34 | 1 1
o7 —_—
H - TIepTIep szo%g ig:g — .
+04 H— :
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ~02 l - i A R
Boosted u=2018-13 i i I I
ver e e m——
+0.4 X X
-0.4 o | 0
H - TlepThad p= 14*822 tgg — .
+0.3 H—
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ~01 | | R L S
Boosted n=127%11"938 a0 el ;
P AU A .
ver wmens] . =
+0.5 3
“0s —t—
H — ThaqThas 1= 1070803 T
+0.2 H—
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ~0.1 | | i
Boosted n=0.8'12|738 I}—I—{ l l
VBF M=1097"63| *—I—* | :

0 1 2 3 4
\s=8TeV [Ldt=20.3fb™  Signal strength (u)

Figure 9: The best-fit value for the signal strengtlin the individual channels and the combination.
The total+10 uncertainty is indicated by the shaded green band, withrttiigidual contributions from
the statistical uncertainty (top, black), the total (expental and theoretical) systematic uncertainty
(middle, blue), and the theory uncertainty (bottom, red)}ttom signal cross section (from QCD scale,
PDF, and branching ratios) shown by the error bars and grintéhe central column.
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Figure 10: The likelihood dependence on the the signal gtheparametep:, where they—axis is the
deviation from the maximum likelihood:2A In L.

The normalization uncertainties f@r — ¢/ and top-quark backgrounds in thgpriep and riepThad
channels are decorrelated across categories, whilg ther™r~ normalization uncertainties are corre-
lated for the categories in each respective channel. ThHeagfa also constrains the normalization for
Z — 7+t~ more strongly than for th& — ¢¢ and top-quark backgrounds, as the low BDT score region
is dominated by — 7~ events.

Two-dimensional contours in the plane @fgr x B/Bsy anduyer+vh X B/Bsw [67] are shown in
Figure 13 formy = 125 GeV, whereB and Bsy are the hypothesised and the SM branching ratios for

H — r*7. The best-fit values aygyyr x B/Bsm = 1.171:3 anduver.vh X B/Bsy = 1.6798.

14 Conclusions

A search for a Higgs boson of mass 125 GeV decaying intorthe final state has been performed
using the full ATLAS 2012 dataset, corresponding to an irdts luminosity of£ = 20.3 fb~! of pp
collisions at a centre-of-mass energy of 8 TeV. A signal heenbmeasured with a significance ot 4
standard deviations, compared with an expected signifecah@2 standard deviations. This constitutes
direct evidence of the decay of the Higgs boson to fermiohe dbserved signal strengih= 1.4i8:i is
compatible with the Standard Model expectation.
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Figure 11: Event yields as a function of I&)B), where S (signal yield) and B (background yield) are
taken from each event's bin in the BDT. All events in the BDTesiacluded. The predicted background
is obtained from the global fit (with = 1.4), and signal yields are shown foiy = 125 GeV, aju = 1
andu = 1.4 (the best-fit value). The background only distributionsfud line), is obtained from the
global fit, but fixingu = 0.

Source of Uncertainty

| Uncertainty gn|

Signal region statistics (data)

0.30

Z — ¢ normalization €jepThad DOOSted)

0.13

ggFdo/dpH

0.12

JESn calibration

0.12

Top normalization €jepthad VBF)

0.12

Top normalization €jepthad boosted)

0.12

Z — ¢ normalization €jepThad VBF)

0.12

QCD scale

0.07

di-Thag trigger dficiency

0.07

Fake backgroundsrigptiep)

0.07

Thad identification dficiency

0.06

Z — 77~ normalization tiepThad)

0.06

Thad €Nergy scale

0.06

Table 7: The important sources of uncertainty on the medssignal strength parametgr given as
absolute uncertainties @n
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Figure 12: Distributions fomMC where events are weighted by In¢1S/B) for all channels. These
weights are determined by the signal and background predgfor each BDT bin. The bottom panel
in each plot shows the filerence between weighted data events and weighted backijewents (black
points), compared to the weighted signal yields. The bamkgpsl predictions are obtained from the
global fit with themy = 125 GeV signal hypothesig (= 1.4). Themy = 125 GeV signal is plotted
with a solid red line, and, for comparison, thg; = 110 GeV (blue) andny = 150 GeV (green) signals
are also shown. (a) Shows all signal strengths set to thel&tdiodel expectation while (b) shows the
signal strengths set to their best fit values.
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A Additional Figures

A.1 BDT Input Variables
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Figure 14: BDT input variables for theepthad VBF category obtained in the signal region. The following
distributions are shown: (aj, (b) p¥°ta', (¢) An(j1, j2) and (d)AR(r, 7). The signal shapes are shown
multiplied by a factor of 20. These figures use backgroundipt®ns made without the global fit defined
in Section 12. The lowest bin in tl‘@"ta‘ distribution acts as an underflow bin, and includes evertis wi

ploal < 30 GeV.
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Figure 15: BDT input variables for the.pmhaq VBF category obtained in the signal region. The following
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shapes are shown multiplied by a factor of 20. These figuredaskground predictions made without
the global fit defined in Section 12.
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A.2 Additional Mass Figures
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Figure 19: Distributions fomMMC normalized to unit area faf — v*7~, from r-embedded — utu~
data, andH — 77~ events in the (aJiepTiep, (D) TiepThad @Nd (C)ThadThad Channels for events that pass
preselection requirements and have at least 1 jet. Fullhwatihalf maximum (FWHM) values for the
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TlepThad distributions are: 47 GeV foH — %7~ and 33 GeV forZ — v*r~. FWHM values for the
ThadThad distributions are: 38 GeV fod — v~ and 26 GeV foZ — t+7r~.
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Figure 21: Distributions fomMMC where events are weighted by In{1S/B) for the tiepTiep (2), TiepThad
(b), andthadrhad (€) channels. These weights are determined by the signabacihround predictions

for each BDT bin. Signal is shown stacked on background, bgth predictions coming from the global
fit yielding a signal strength gf = 1.4. The bottom panel shows thefdrence between weighted data
events and weighted background events (black points), amedpto the weighted signal yields. The
my = 125 GeV signal is plotted with a solid red line, and, for comgaan, themy = 110 GeV (blue)

andmy = 150 GeV (green) signals are plotted with a signal strengttoste observed values from the

global fit, for those respective signal hypotheses.
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A.3 Additional Sensitivity Figures
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Figure 22: Distribution of the,—o for the background only (blue) and signélackground hypothesis
(red), in the asymptotic approximation [66]. The observatlg (dotted line) obtained on data is also
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background hypothesigg), are computed as the integral ©f,-o | hyp) overg,—o > q}‘l’bg
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A.4 Additional Control Region Figures
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Figure 23: BDT score distributions for the— rr-enriched (a, ¢) and top-quark enriched (b, d) control
regions for the VBF (a, b) and Boosted (c, d) categories inrifiep, channel. The signal shapes are
shown multiplied by a factor of 50. These figures use backuitquredictions made without the global
fit defined in Section 12.
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Figure 24: BDT score distributions for the top-quark eneidh(a, c) andV-enriched control regions
(b, d) for the VBF (a, b) and Boosted (c, d) categories inthgrhad channel. The signal shapes are
shown multiplied by a factor of 50. These figures use backuitquredictions made without the global
fit defined in Section 12.
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A.5 B ordered Event Yields
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Figure 25: Event yields as a function of I&®) in all signal regions bins in theieptiep (2), TiepThad

(b), Thadrhad (€) channels. The predicted background, obtained from libleadfit (« = 1.4), and signal
yields, formy = 125 GeV, aju = 1 andu = 1.4 are shown. The background only distribution (dashed
line), is obtained from the global fit, but fixing= 0.
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A.6  Comparison with other channels

ATLAS Prelim. |— o(statistical) Total uncertainty
m, = 125.5 GeV — o(syst.incl.theo.) +1oon
— o(theory)
H +0.23[Phys. Lett: B 726 (2013) 88 1
oW -0.22 :
0.24 .
+0.33 “o18 : .
n=1.55 +0.17 :
-0.28 - 0.12 1 ‘ 'T_|
+0.35|Phys. Lett. B 726 (2013) 88
* - 0.32 :
H - zz* - 4l 0% 5 1
=1 43+0_40 - 013 :
H "l035 TB;}S HT
+0.20|Phys.Lett.B726(2013)88 —F
£3 - 021 :
H - WW* - Iviv oo :
+0.31 |- 0.19 : =
p=0.99 +0.15 :
028l ooo) L f 1
Combined +8'ﬁ Phys. Lett. B 726 (2013) 88 -
H -vyy, ZZ*, WW* voi7 :
=1 33+o.21 - 013 T
HELSSosley -
WZH bB 405 ATLAS-CONF-2013-079
’ 04| ——t—
—_  ot0.7 :
p=0.2 :
-0.6<0.1 1 | |
H - TT (8TeV: 20.31b 7Y :g% ATLAS_C?NF_ZOB{OS
+0.5 |- 03 T
u:l.4_04+0,3 o
il I I IR PR S
s=7TeV [Ldt=4.6-4.8 fb™ -0.5 0 O. 1 15 2
Is =8 TeV [Ldt = 20.7/20.3 fbo* Signal strength ()

Figure 26: The measured production strengths normalizaldcSM expectations, for the — yy,

H — ZZ(+x) - 4, H - WW(x) — {vtv final states and their combination [68] together with the
preliminary signal strength measurements forlthe» bb [69] andH — 77 final states. The measured
production strengths are aty = 1255 GeV, except foH — 77 which is atmy = 125 GeV. The
best-fit values are shown by the solid vertical lines. Thaltelo uncertainty is indicated by the shaded
band, with the individual contributions from the statisticincertainty (top), the total (experimental and
theoretical) systematic uncertainty (middle), and theotheuncertainty (bottom) on the signal cross
section (from QCD scale, PDF, and branching ratios) showsupsrimposed error bars.
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A.7 Event Displays

Run: 204153
Event: 35369265
2012-05-30 20:31:28 UTC

Figure 27: Display of an event selected by the— 7iep7iep Channel in the VBF category, where one
decays to a muon and the other to an electron. The electrowliisated by a blue track and the muon
indicated by a red track. The approximately horizontal éashine in theR — ¢ view represents the
direction of theErTniSS vector, and there are two VBF jets marked with turquoise sorgne muonpr

is 53 GeV, the electromr is 34 GeV,E$1iSS = 102 GeV,mj, j, = 1.04 TeV andmMC = 127 GeV and
BDT= 0.97. The 3B ratio in the BDT score bin of this event is42.

49



Run: 214021
Event: 269834309

2012-11-05 09:48:46 UTC

U,Q%‘f;

A EXPERIMENT

Figure 28: Display of an event selected by tHe— 7iepThad Channel in the VBF category, where one
7 decays to an electron. The hadronically decayirnigpton (1 prong decay) is indicated by a green
track and the yellow cluster. The electron is indicated keylthue track match to the green cluster. The
approximately horizontal dashed line in tRe- ¢ view represents the direction of ttEéT“iSS vector, and
there are two VBF jets marked with turquoise cones. The®@eqir is 56 GeV, thernaq pr is 27 GeV,
E?“SS =113 GeV,mj, j, = 1.53 TeV,mMMC = 129 GeV, and the BDT score isd®. The $B ratio in the
BDT score bin of this event is.Q.

CATLAS
1A EXPERIMENT

) Run: 209074
‘7 - Event: 29487501

= .
- 2012-08-23

< 2> 15:06:35 UTC

Figure 29: Display of an event selected by e~ haqrhagChannel in the VBF category, where the two
7 decays into hadrons. The hadronically decayirgptons are indicated by green tracks. The dashed
line in the lower left quadrant of the — ¢ view represents the direction of tlEér”issvector, and there are
two VBF jets marked with turquoise cones. The leadifg; pt is 122 GeV, the sub-leading,aq pr is

67 GeV,EMsS = 72 GeV,m;, j, = 1.02 TeV andmMC = 126 GeV and BDE 1.0. The 3B ratio in the
BDT score bin of this event is.67.
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