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Abstract

A measurement of the Zγ → ννγ cross section in pp collisions at
√

s = 13 TeV is
presented, using data corresponding to an integrated luminosity of 2.3 fb−1 collected
with the CMS detector at the LHC. Events are selected requiring a single photon with
transverse momentum above 175 GeV within the pseudorapidity range |η| < 1.44 ac-
companied by missing transverse energy above 170 GeV. The measured Zγ→ ννγ
production cross section, 66.5 ± 13.6 (stat) ± 14.3 (syst) ± 2.2 (lumi) fb for a single
photon with transverse momentum above 175 GeV within the pseudorapidity range
|η| < 1.44, agrees within uncertainties with the next-to-next-to-leading order stan-
dard model prediction of 65.5± 3.3 fb.
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1 Introduction
The study of the production of boson pairs provides an important test of the electroweak
sector of the standard model (SM). This production is sensitive to trilinear gauge boson self-
interaction couplings (TGCs), a consequence of the non-Abelian nature of the SU(2) × U(1)
symmetry. The values of these couplings are fixed in the SM, and thus, any measured devia-
tion from the SM prediction would be an indication of new physics at the vertex involving the
bosons [1, 2]. New symmetries or new particles would give rise to non-zero values of these
couplings with cross sections different from the SM prediction, particularly for high energy
bosons.

In this paper, we describe the measurement of the cross section for a Z boson produced in
association with a photon, with the Z boson decaying to a pair of neutrinos. We used an in-
tegrated luminosity of 2.3 fb−1 at a center of mass energy of

√
s = 13 TeV, extending previous

measurements performed at
√

s = 7 TeV and 8 TeV [3, 4].

The ννγ final state can be produced through initial-state radiation, where a photon is emitted by
an initial-state parton, or through anomalous coupling vertices. The allowed tree-level diagram
in the SM for Zγ production in pp collisions is shown in Fig. 1.
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Figure 1: The tree-level Feynman diagram for Zγ production via initial state radiation in the
SM.

The fiducial phase space for this measurement is defined by the requirements of photon trans-
verse energy Eγ

T > 175 GeV and photon pseudorapidity |ηγ| < 1.44. The pseudorapidity re-
quirement reduces the contamination from other particles misidentified as photons [5].

2 The CMS detector and particle reconstruction
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel (|η| < 1.479)
and two endcap (1.479 < |η| < 3.0) sections. Extensive forward calorimetry complements the
coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization
detectors embedded in the steel flux-return yoke outside the solenoid. The energy resolution
for photons with transverse momentum above 60 GeV varies between 1% and 2.5% over the
solid angle of the ECAL barrel, and from 2.5% to 3.5% in the endcaps [5]. The timing measure-
ment of the ECAL has a resolution better than 200 ps for energy deposits larger than 10 GeV [5].
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In the η-φ plane and for |η| < 1.48, the HCAL cells map onto 5× 5 arrays of ECAL crystals to
form calorimeter towers projecting radially outward from the nominal interaction point.

The event reconstruction is performed using a particle-flow (PF) algorithm [6, 7], which recon-
structs and identifies individual particles using an optimized combination of information from
all subdetectors. Photons are identified as energy clusters in the ECAL by a cluster reconstruc-
tion algorithm that consists of three steps. First, cluster seeds are identified as local energy
maxima above a given threshold. Second, topological clusters are grown from the seeds by
aggregating crystals with at least one side in common with a clustered crystal, and with an
energy in excess of a given threshold. These thresholds represent about two standard devi-
ations of the electronic noise in the ECAL (i.e. 80 MeV in the barrel and up to 300 MeV in
the endcaps, depending on |η|). Finally, the clusters are dynamically merged into “superclus-
ters”. The merging allows for good energy containment, provides robustness against a high
number of additional proton-proton interactions (pileup) in the same bunch crossing, and ac-
counts for geometrical variations with η in the detector. The energy of charged hadrons is
determined from a combination of the track momentum and the corresponding ECAL and
HCAL energies, corrected for the combined response function of the calorimeters. The en-
ergy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL en-
ergies. For each event, hadronic jets are formed from these reconstructed particles with the
infrared- and collinear-safe anti-kt algorithm [8], using a distance parameter ∆R = 0.4, where
∆R =

√
(∆η)2 + (∆φ)2. The missing transverse momentum vector ~Emiss

T is defined as the pro-
jection on the plane perpendicular to the beams of the negative vector sum of the momenta of
all reconstructed PF candidates in an event; its magnitude is referred to as Emiss

T .

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [9].

3 Event selection
Events are selected using a single-photon trigger that requires a photon with transverse energy
Eγ

T > 165 GeV. The trigger is 98% efficient for events in the fiducial phase space of this analysis,
Eγ

T > 175 GeV and |ηγ| < 1.44 [10]. Photon candidates are restricted to be in the barrel region,
where the signal to background ratio is highest.

To distinguish photons from misidentified jets, we apply additional requirements on the en-
ergy deposits in the calorimeter. The hadronic energy associated with the photon supercluster
should not exceed 5% of its energy as measured in the ECAL. In addition, the photon can-
didates must have a lateral shower distribution in the ECAL consistent with that expected
for an electromagnetic (EM) particle [10]. To further reduce photon contamination arising from
misidentified jets, isolation requirements on photon candidates are imposed. Isolation deposits
are obtained by considering particles in a cone around the axis defined by the supercluster po-
sition and the primary vertex [10]. In particular, the scalar sum of the transverse momenta of all
PF photons that are not in the area of the supercluster of the candidate photon, but are within
a cone of ∆R = 0.3 around the photon, is required to be less than (0.28 + 0.0053× pγ

T) GeV.
In addition, the scalar sum of the transverse momenta of all PF charged hadrons within a cone
of ∆R = 0.3 that are associated with the primary vertex and not associated with the candidate
photon, is required to be less than 1.37 GeV. Finally, the scalar sum of the transverse momen-
tum magnitude of all PF neutral hadrons within a cone of ∆R = 0.3 of the candidate photon
is required to be less than (1.06 + 0.014× pγ

T + 0.000019× pγ
T

2
)GeV. Due to the high pileup

conditions at the LHC, it is difficult to know the true interaction vertex of the photon for a
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γ + Emiss
T final state, which could lead to an underestimation of isolation values. Therefore,

an additional PF isolation is computed with the charged hadrons from each vertex, and the
largest value of this isolation sum is required to be smaller than the nominal threshold used for
charged particle isolation.

In each event the highest-energy crystal within the EM shower of the photon candidate is re-
quired to be within ±3 ns of the time expected for particles from a collision. This requirement
reduces the background rate arising from showers produced by bremsstrahlung from muons
associated with the beam and travelling parallel to the beam line (beam halo), or coming from
cosmic rays. To further reduce this background, we exploit the characteristic signature of show-
ers from beam halo in the ECAL. A search region is defined around the highest energy (seed)
crystal of the EM cluster in a narrow φ window and over a wide η range, after removal of the
EM shower in a 5 × 5 array around the seed crystal. A fit is performed over the remaining
cells within this region by a straight line, parallel to the beam direction. Events are tagged as
containing a minimum ionizing particle (MIP tag) if the total energy deposited in the crystals
associated with the straight-line fit is greater than 4.9 GeV.

Photon candidates are also removed if they are likely to be electrons, as inferred from charac-
teristic patterns of hits in the pixel detector that are associated to the EM clusters [11]. This
is called the “pixel seed” criteria. After the above mentioned selection criteria, events are re-
quired to have Emiss

T > 170 GeV. A topological requirement of ∆φ > 2 radians between the
direction of the photon candidate and the vector ~Emiss

T is applied to reduce the contribution
from the γ+jet background. Events are rejected if they contain significant leptonic activity, de-
fined as a lepton (an electron or a muon) with pT > 10 GeV that is ∆R > 0.5 away from the
photon. A requirement of ∆φ < 0.5 between the jet and Emiss

T is applied to reject events with
Emiss

T induced by mismeasurement of the jet energy in the γ+jet background, where the jet is
selected by requiring pT > 30 GeV and |η| < 5.0.

After applying all of the selection criteria, 77 candidate events are found in data.

4 Signal and background modeling
The final state consisting of an energetic photon accompanied by an imbalance in transverse
energy can be mimicked by several other SM processes. These processes include Wγ → `νγ
where ` is a charged lepton (if the lepton escapes detection), W→ `ν (if the lepton is misiden-
tified as a photon), γ + jets (if the jets are misreconstructed, resulting in Emiss

T ), QCD multijet
production including Z→ νν + jets (if a jet is misidentified as a photon), Zγ→ `+`−γ (if both
leptons escape detection), and also backgrounds from beam halo or spurious ECAL signals, the
latter of which are due to highly ionizing particles interacting with the electronics.

The analysis strategy consists of using observed data to measure those major SM backgrounds
that are not modeled accurately in the simulation. Such backgrounds generally are not well
constrained by experiment and include fragmentation and misidentification of a jet or an elec-
tron as a photon. The dominant background contribution estimated using simulated events
arises from Wγ→ `νγ production. Smaller contributions from γ+ jets, Zγ→ `+`−γ, W→ µν,
W→ τν and ttγ processes are also estimated using simulation. Samples for these backgrounds
are generated with PYTHIA 8.2 [12] and MADGRAPH5 aMC@NLO v2.2 [13].

The cross section for the SM Wγ → `νγ background is corrected with the cross section com-
puted at next-to-next-to-leading order (NNLO) in pQCD. The cross section for Wγ → `νγ
with photon transverse momentum above 175 GeV at NNLO is predicted to be 243± 17 fb [14,
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15]. To estimate the efficiency for the SM Zγ measurement, events are generated with the
MADGRAPH5 aMC@NLO generator at leading order (LO) with up to two jets, employing
NNPDF3.0 LO (αS = 0.130) as the parton distribution function [16]. The pT distribution in
simulation is corrected with the differential cross section for Zγ at NNLO [14, 15]. Additionally,
to account for rate suppression due to higher-order electroweak effects at high vector boson pT,
correction factors taken from Refs. [17] and [18] are applied to both the Wγ → `νγ and Zγ
samples as a function of the photon pT. The electroweak corrections are of the order of 5–30%,
5–20% for Zγ and Wγ → `νγ, respectively, in the pT range considered. The γ + jets sample is
normalized using the next-to-leading order (NLO) cross section.

In all cases, the underlying event and pile-up particles contribution is included, the energy de-
positions in various parts of the detector are simulated using GEANT4 [19, 20] and the detector
response is simulated using CMS code to produce raw data, which is ultimately reconstructed
in the same software as is used for collision data.

To account for differences arising from imperfect modeling of the data in the simulation, a to-
tal correction factor ρ = 0.99± 0.08 is applied to all backgrounds estimated from simulation,
where ρ is the product of individual correction factors defined as ratios of the efficiencies mea-
sured in data and in simulation. These ratios include a correction of 0.99± 0.02 for the modeling
of photon identification, measured using Z → ee events, and 1.00± 0.02 for the modeling of
pixel seed, measured using Z → ee events. Another ratio is assessed for the combination of
several requirements: the PF isolation computed from the charged hadron having the largest
isolation sum, the MIP tag, and the rejection of events with additional leptons. This ratio is
measured to be 1.00± 0.08 using Zγ→ µ+µ−γ events.

5 Background estimation
The Wγ → `νγ background estimate after the full event selection is found be 10.60 ± 1.58
events, where the uncertainty includes statistical and systematic components. For the system-
atic uncertainty in the Wγ → `νγ estimates, four sources are considered. Firstly, the parton
density function (PDF) and QCD scale uncertainties are determined to be 5.4% and 8.9%, re-
spectively. Secondly, the electroweak correction uncertainties are estimated to be the size of
the full correction, which is 7.0%. Thirdly, the uncertainty in the correction factor ρ, is deter-
mined to be 8.0% as described in Section 4. Finally, the systematic uncertainty due to potential
mismodeling of the jet, Emiss

T , and photon energy scales, as well as pileup, is found to be 6.2%.

The other backgrounds estimated from simulation include γ + jets, Zγ → `+`−γ, W → µν,
W→ τν and ttγ. These backgrounds constitute a small fraction of the total background expec-
tation. The total number of events is estimated to be 3.03± 0.69 after the full selection, where
the uncertainty includes the statistical and systematic uncertainties due to the correction factor
ρ and mismodeling of reconstructed objects.

The background originating from jets misidentified as photons is estimated from data. The
method is based on a class of jets, referred to as “photon-like” jets, that have properties similar
to electromagnetic objects. Photon-like jets are required to pass a very loose photon selection
but at the same time fail one of the isolation requirements. The method is based on the measure-
ment of the ratio of jets passing the full photon selection to those identified as photon-like jets.
This ratio is applied as a weight to the events passing the loose selection in order to estimate the
misidentified contribution passing the full selection. This ratio is measured in a control sample
enriched in QCD multijet events. To suppress the contribution of electroweak processes, the
missing transverse energy in this control sample is required to be smaller than 30 GeV. This
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sample also contains prompt isolated photons from QCD direct photon production; this con-
tribution is subtracted from the numerator of the ratio. The required correction is estimated
by performing a fit to the distribution of the width of the shower in pseudorapidity [5]. Two
shower shape profiles are used in this fit. The first is the shower shape of prompt photons,
obtained from simulated γ + jets events. The second is the shower shape of photon-like jets
obtained from a 7–13 GeV sideband of the charged hadron isolation distribution. The number
of background events from jets misidentified as photons is measured to be 1.7 ± 0.6, where
the uncertainty includes uncertainty in the ratio due to sample purity, different Emiss

T selections
for defining the control region of Emiss

T < 30 GeV, alternate definitions of the photon-like jet
object criteria and the statistical uncertainty (dominant) in the sample used to make the final
estimate. The shape of the signal template is also checked in Zγ → µ+µ−γ events in data and
the difference from the signal template in the simulation is found to be negligible relative to the
background uncertainty.

An instrumental background from electrons arises due to the inefficiency of reconstructing a
hit in the pixel associated with the electron, resulting in the misidentification of the electron as
a photon. For our kinematic requirements, this background largely originates from W boson
(W → eν) production and is estimated from the data. The pixel seed efficiency, εpix, is mea-
sured using the tag-and-probe method [21] and is estimated to be 0.972± 0.002 for electrons
with pT > 100 GeV. To estimate the final yield of this background, a factor of (1-εpix)/εpix is
applied to a set of events in the data with the same selection as the signal candidates, except
that they are required to have associated hits in the pixel detector. The resulting contribution
is estimated to be 7.8± 1.8 events, where the uncertainty is dominated by the uncertainty from
the measurement of εpix.

Because photon candidates are only identified within the ECAL, selected events are suscepti-
ble to contamination from non-collision backgrounds. These backgrounds arise from material
interactions with accelerator-related particles (beam halo), spurious signals in the ECAL itself,
and particles originating from cosmic ray interactions. The timing distribution measured from
the ECAL for each of these backgrounds is different from the arrival time distribution from
photons produced in collisions. A fit is performed to the candidate time distribution, using
profiles taken from data. The profile distributions of beam halo events are constructed by tag-
ging the events using the MIP tag and spurious ECAL signals by requiring a low value of the
shower shape variable. The arrival time for photons from the interaction region is modeled
using data W → eν candidates. Residual backgrounds from beam halo and spurious signals
in the ECAL are significant and contribute 5.9± 4.7 and 5.6± 2.2 events, respectively, to the
signal region. The uncertainty on these values is dominated by the statistical component.

6 Systematic uncertainties
The largest experimental systematic uncertainty on the Zγ cross section measurement (which
has a small yield relative to the number of expected signal events) is the uncertainty in events
with objects misidentified as photons. These events include jets fragmenting to photons, elec-
trons with missing tracks, energy deposits from beam halo particles, and spurious ECAL sig-
nals.

The theoretical uncertainties that contribute to the extraction of the measured cross section
arise from imprecise knowledge of parton density function , from the choice of QCD scales
and electroweak corrections. The magnitude of the PDF uncertainty is estimated according to
the LHAPDF prescription [22] using the NNPDF3.0 LO as PDF. The QCD scale uncertainty
is determined by raising and lowering the magnitude of the renormalization and factorization
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scales by a factor of two. The electroweak correction factors are taken from Refs. [17] and [18]
and their uncertainty is the largest theoretical uncertainty on the measured cross section.

An additional source of uncertainty in the measured cross section is smearing and scaling of
distributions from uncertainty in the photon and Emiss

T energy scales. The calibration of the
reconstructed Z boson mass is used to derive scale factors for the electron energy scale. The
differences between the electron and photon energy scales are corrected using simulation. The
uncertainty on the photon energy scale is estimated to be 1.5%. The uncertainty on the Emiss

T is
due to the uncertainties in the measured PF candidate four-momentum. The charged hadron
momentum uncertainty is dominated by the tracker resolution. The photon energy scale is cal-
ibrated using the π0 mass and the Z mass with electron-to-photon correction factors. The neu-
tral hadron energy has the largest uncertainty. Individual PF candidate momenta and energy
are varied within ±1σ of their uncertainties to determine the Emiss

T uncertainty. Subdominant
uncertainties in the trigger and reconstruction efficiency of photons are determined using the
tag-and-probe technique with Z → e+e− events. The photon and Emiss

T reconstruction uncer-
tainties together translate into an uncertainty of 6% in A× ε, where A is the acceptance and ε
is the efficiency. The uncertainty on the integrated luminosity is 2.7% [23]. A summary of the
systematic uncertainties on the cross section is shown in Table 1.

Sources Effect on cross section (%)
Luminosity 3.3

PDF and QCD scale 6.8
Electroweak corrections 11.3
Jets misidentified as γ 1.3

Electron misidentified as γ 3.6
Beam halo 11.0

Spurious ECAL signals 5.0
Emiss

T , photon energy scales, pileup 7.1
Data/sim. scale factors 9.7

Table 1: Summary of systematic uncertainties on the cross section in %. Data/simulation scale
factors include a correction for the modeling of photon identification, pixel seed and for the
combination of several requirements: the PF isolation computed from the charged hadron hav-
ing the largest isolation sum, the MIP tag, and the rejection of events with additional leptons.

7 Cross section measurement
The cross section at next-to-next-to-leading order is predicted to be 65.55± 3.3 fb [14, 15], where
the uncertainty includes only QCD scale variations. The expected number of Zγ→ ννγ signal
events, 41.7± 6.7, is obtained using MADGRAPH5 aMC@NLO at LO with up to two additional
jets, where the differential pT distribution is normalized to the NNLO predicted cross section.
The total number of expected background events is 34.7± 5.8. A summary of the backgrounds
and data yields is given in Table 2, where the uncertainties in the background estimates include
both statistical and systematic sources.

The distributions of photon transverse energy and Emiss
T are given in Fig. 2, with the signal and

background predictions overlaid. No excess of events is observed above the standard model
expectation, within uncertainties.

The Zγ → ννγ cross section for Eγ
T > 175 GeV and |η| < 1.44 is calculated using the following

formula:

σ×B =
Ndata − Nbg

A× ε×L ,

where Ndata is the number of observed events, Nbg is the estimated number of background
events, A is the geometrical and kinematic acceptance of the selection criteria, ε is the sig-
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Process Estimate
Zγ→ ννγ 41.74 ± 6.67
Wγ→ `νγ 10.60 ± 1.58

W→ eν 7.80 ± 1.78
Jet→ γ misidentified 1.75± 0.61

Beam halo 5.90 ± 4.70
Spurious ECAL signals 5.63 ± 2.20

Rare backgrounds 3.03 ± 0.69
Total Expectation 76.45 ± 8.82

Data 77

Table 2: Summary of estimated backgrounds and observed total number of candidates for
2.3 fb−1 at 13 TeV. Other rare backgrounds include the contributions from the γ + jets, Zγ →
`+`−γ, W→ µν, W→ τν and ttγ processes.
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Figure 2: The Eγ
T (left) and Emiss

T (right) distributions in data (points with error bars) compared
with the SM Zγ→ ννγ signal and estimated contributions from backgrounds. The background
uncertainty includes statistical and systematic components.

nal selection efficiency, and L is the integrated luminosity. The calculation of A accounts for
the residual photon resolution effects at the kinematic edges of the allowed phase space. The
product of A× ε is estimated from the simulation to be 0.279 ± 0.002 (stat) ± 0.042 (syst),
where the systematic uncertainties include those listed in Table 1 for Zγ → ννγ. In the regime
of pγ

T > 175 GeV and |ηγ| < 1.44, the measured production cross section for Zγ → ννγ is
66.5± 13.6 (stat)± 14.3 (syst)± 2.2 (lumi) fb, which is in agreement with the theoretical cross
section, predicted at NNLO, of 65.5± 3.3 fb [14, 15].

8 Summary
A measurement of the Zγ→ ννγ cross section in pp collisions at

√
s = 13 TeV is presented, us-

ing data corresponding to an integrated luminosity of 2.3 fb−1 collected with the CMS detector
at the LHC. Events are selected requiring a single photon with transverse momentum above
175 GeV within the pseudorapidity range |η| < 1.44 accompanied by missing transverse en-
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ergy above 170 GeV. The measured Zγ → ννγ production cross section, 66.5± 13.6 (stat)±
14.3 (syst) ± 2.2 (lumi) fb, agrees within uncertainties with the next-to-next-to-leading order
standard model prediction of 65.5± 3.3 fb.
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