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Pattern-based Topics for Document Modelling in
Information Filtering

Yang Gao,Yue Xu and Yuefeng Li

Abstract—Many mature term-based or pattern-based approaches have been used in the field of information filtering to generate
users’ information needs from a collection of documents. A fundamental assumption for these approaches is that the documents in the
collection are all about one topic. However, in reality users’ interests can be diverse and the documents in the collection often involve
multiple topics. Topic modelling, such as Latent Dirichlet Allocation (LDA), was proposed to generate statistical models to represent
multiple topics in a collection of documents, and this has been widely utilized in the fields of machine learning and information retrieval,
etc. But its effectiveness in information filtering has not been so well explored. Patterns are always thought to be more discriminative
than single terms for describing documents. However, the enormous amount of discovered patterns hinder them from being effectively
and efficiently used in real applications, therefore, selection of the most discriminative and representative patterns from the huge
amount of discovered patterns becomes crucial. To deal with the above mentioned limitations and problems, in this paper, a novel
information filtering model, Maximum matched Pattern-based Topic Model (MPBTM), is proposed. The main distinctive features of the
proposed model include: (1) user information needs are generated in terms of multiple topics; (2) each topic is represented by patterns;
(3) patterns are generated from topic models and are organized in terms of their statistical and taxonomic features; and (4) the most
discriminative and representative patterns, called Maximum Matched Patterns, are proposed to estimate the document relevance to the
user’s information needs in order to filter out irrelevant documents. Extensive experiments are conducted to evaluate the effectiveness
of the proposed model by using the TREC data collection Reuters Corpus Volume 1. The results show that the proposed model
significantly outperforms both state-of-the-art term-based models and pattern-based models.

Index Terms—Topic model, information filtering, pattern mining, relevance ranking, user interest model

F

1 INTRODUCTION

Information filtering (IF) is a system to remove redun-
dant or unwanted information from an information or
document stream based on document representations
which represent users’ interest. Traditional IF models
were developed using a term-based approach. The ad-
vantage of the term-based approach is its efficient com-
putational performance, as well as mature theories for
term weighting, such as Rocchio, BM25, etc [1], [2].
But term-based document representation suffers from
the problems of polysemy and synonymy. To overcome
the limitations of term-based approaches, pattern mining
based techniques have been used to utilize patterns to
represent users’ interest and have achieved some im-
provements in effectiveness [3], [4], since patterns carry
more semantic meaning than terms. Also, some data
mining techniques have been developed to improve the
quality of patterns (i.e. maximal patterns, closed patterns
and master patterns) for removing the redundant and
noisy patterns [5]–[8].

All these data mining and text mining techniques hold
the assumption that the user’s interest is only related to
a single topic. However, in reality this is not necessarily
the case. For example, one news article talking about a
”car” is possibly related to price, policy, market and so
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on. At any time, new topics may be introduced in the
document stream, which means the user’s interest can
be diverse and changeable. Therefore, in this paper, we
propose to model users’ interest in multiple topics rather
than a single topic, which reflects the dynamic nature of
user information needs.

Topic modelling [9]–[11] has become one of the most
popular probabilistic text modelling techniques and has
been quickly accepted by machine learning and text
mining communities. It can automatically classify doc-
uments in a collection by a number of topics and repre-
sents every document with multiple topics and their cor-
responding distribution. Two representative approaches
are Probabilistic Latent Semantic Analysis (PLSA) [12]
and Latent Dirichlet Allocation (LDA) [11]. However,
there are two problems in directly applying topic models
for information filtering. The first problem is that the
topic distribution itself is insufficient to represent doc-
uments due to its limited number of dimensions (i.e. a
pre-specified number of topics). The second problem is
that the word-based topic representation (i.e. each topic
in a topic model is represented by a set of words) is
limited to distinctively represent documents which have
different semantic content since many words in the topic
representation are frequent general words.

In order to alleviate the ambiguity of the topic rep-
resentations in LDA, in [13], we proposed a promising
way to meaningfully represent topics by patterns rather
than single words through combining topic models with
pattern mining techniques. Specifically, the patterns are
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generated from the words in the word-based topic rep-
resentations of a traditional topic model such as the
LDA model. This ensures that the patterns can well
represent the topics because these patterns are comprised
of the words which are extracted by LDA based on
sample occurrence and co-occurrence of the words in the
documents. The pattern-based topic model, which has
been utilized in IF [14], can be considered as a ”post-
LDA” model in the sense that the patterns are gener-
ated from the topic representations of the LDA model.
Because patterns can represent more specific meanings
than single words, the pattern-based topic models can
be used to represent the semantic content of the user’s
documents more accurately compared with the word-
based topic models. However, very often the number of
patterns in some of the topics can be huge and many of
the patterns are not discriminative enough to represent
specific topics. In this paper, we propose to select the
most representative and discriminative patterns, which
are called Maximum matched Patterns, to represent
topics instead of using frequent patterns. A new topic
model, called Maximum matched Pattern-Based Topic
Model (MPBTM) is proposed for document representa-
tion and document relevance ranking. The patterns in
the MPBTM are well structured so that the maximum
matched patterns can be efficiently and effectively se-
lected and used to represent and rank documents.

The original contributions of the proposed MPBTM to
the field of IF can be described as follows:

(1) We propose to model users’ interest with multiple
topics rather than a single topic under the assumption
that users’ information interests can be diverse.

(2) We propose to integrate data mining techniques
with statistical topic modelling techniques to generate a
pattern-based topic model to represent documents and
document collections. The proposed model MPBTM con-
sists of topic distributions describing topic preferences of
each document or the document collection and pattern-
based topic representations representing the semantic
meaning of each topic.

(3) We propose a structured pattern-based topic rep-
resentation in which patterns are organized into groups,
called equivalence classes, based on their taxonomic and
statistical features. Patterns in each equivalence class
have the same frequency and represent similar semantic
meaning. With this structured representation, the most
representative patterns can be identified which will ben-
efit the filtering of relevant documents.

(4) We propose a new ranking method to determine
the relevance of new documents based on the proposed
model and, especially, the structured pattern-based topic
representations. The Maximum matched patterns, which
are the largest patterns in each equivalence class that
exist in the incoming documents, are used to calculate
the relevance of the incoming documents to the user’s
interest. The maximum matched patterns are the most
representative and discriminative patterns to determine
the relevance of incoming documents.

In Section 2, we discuss the related work about some
state-of-the-art IF models and related techniques. Sec-
tion 3 provides a brief introduction to the background
works of LDA. Sections 4 and 5 present the details of
our proposed model. Then, extensive experiments on
the proposed model and baseline models have been
conducted on a popular benchmark data collection in
Section 6. According to the experimental results, we
discuss the strengths of the proposed model from dif-
ferent perspectives in Section 7. Specifically, compared
with [14], we conduct more baseline models and discuss
further benefits of our proposed model. Finally, Section 8
concludes the whole work and presents ideas for future
work.

2 RELATED WORK

IF systems obtain user information needs from ’user
profiles’. IF systems are commonly personalized to sup-
port the long-term information needs of a particular
user or a group of users with similar needs [15]. In
an IF process, the primary objective is to perform a
mapping from a space of incoming documents to a space
of user relevant documents. More precisely, denoting
the space of incoming documents as D, the mapping
rank : D → R such that rank(d) corresponds to the
relevance of a document d. The filtering track in the
TREC data collection [16] was to measure the ability of IF
systems to separate relevant from irrelevant documents.

The document filtering can be regarded as a classi-
fication task or a ranking task. Methods [17], such as
Naive Bayes, kNN and SVM, assign binary decisions
to documents (relevant or irrelevant) as a special type
of classification. The relevance of a document can be
modelled by various approaches that primarily include
a term-based model [2], a pattern-based model [18], [19],
a probabilistic model [20] and a language model [21].

The popular term-based models include tf*idf, Okapi
BM25 and various weighting schemes for the bag of
words representation [1], [17], [22]. Term-based models
have an unavoidable limitation on expressing semantics
and problems of polysemy and synonymy. Therefore,
people tend to extract more semantic features (such as
phrases and patterns) to represent a document in many
applications. Data mining techniques were applied to
text mining and classification by using word sequences
as descriptive phrases (n-Gram) from document col-
lections [23], [24]. But the performance of n-Gram is
restricted due to the low frequency of phrases. Pattern
mining has been extensively studied for many years. A
variety of efficient algorithms such as Apriori, PrefixS-
pan, and FP-tree have been proposed and extensively
developed for mining frequent patterns more efficiently.
But normally, the number of returned patterns is huge
because if a pattern is frequent, then each of its sub-
patterns is frequent too. Thus, selecting reliable patterns
[8] is always very crucial. For example, a number of con-
densed representations of frequent itemsets have been
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proposed such as closed itemsets [6], maximal itemsets
[5], free itemsets [25], disjunction-free itemsets [26] etc.
The primary purpose of these condensed representations
is to enhance the efficiency of using the generated fre-
quent itemsets without losing any information. Among
these proposed itemsets, frequent closed patterns show
great potential for representing user profiles and docu-
ments. That is mainly because for a given support thresh-
old, all closed patterns contain sufficient information
about all that is involved in all corresponding frequent
patterns. Wang et al. [27] proposed the TFP algorithm
to extract the top-k most representative closed patterns
by pattern length that no less than min−l instead of tra-
ditional support confidence criteria. In addition, closed
patterns stand on the top of the hierarchy induced
by each equivalence class, allowing the algorithm to
informatively infer the supports of frequent patterns. So,
in this paper, we intend to utilize the hierarchical struc-
ture of patterns based on equivalence class partitions to
represent user profiles creatively.

Topic models techniques have been incorporated in
the frame of language model and have achieved suc-
cessful retrieval results [9], [21], [28], which has opened
up a new channel to model the relevance of a docu-
ment. The LDA-based document models are state-of-
the-art topic modelling approaches. Information retrieval
systems based on these models have achieved good
performance. The authors claimed the retrieval perfor-
mance achieved by [9] was not only because of the
multiple topic document model, but also because each
topic in the topic model is represented by a group of
semantically similar words, which solves the synonymy
problem of term based document models. In these docu-
ment models, smoothing techniques [29] utilize the word
probability across the whole collection to smooth the
maximum likelihood (ML) estimate of observing a word
in a particular document, which has the same effect as
IDF in a term weighting model.

Probabilistic topic modelling [10] can also extract long-
term user interests by analysing content and represent-
ing it in terms of latent topics discovered from user
profiles. The relevant documents are determined by a
user-specific topic model that has been extracted from
the user’s information needs [30]. These topic model
based applications are all related to long-term user needs
extraction and related to the task of this paper. But,
there is a lack of explicit discrimination in most of the
language model based approaches [31] and probabilistic
topic models. This weakness indicates that there are still
some gaps between the current models and what we
need to accurately model the relevance of a document.
Especially when information needs are sensitive to some
parameters, both the topic model and the language
models are very limited in representing the specificities.

In order to overcome the weakness of topic models
to interpret specificity, labelling topic techniques [32]
are developed for interpreting the semantics of topics
by phrases instead of the word-based representations.

N-gram statistics can be incorporated with latent topic
variables forming a generative probabilistic model to
automatically generate topically relevant phrases, such
as bigram topic model [33]. The topical n-Gram (TNG) in
[34] is seamlessly integrated into the language modelling
based IR task, but the improvement this provides is
not that significant. In our proposed model, patterns are
used to represent corpus and documents, which not only
can solve the synonymy problem, but also can deal with
the low frequency problem of phrases. In [35], frequent
patterns are pre-generated from the original documents
and then inserted into the original documents as part of
the input to a topic modelling model such as LDA. The
resulting topic representations contain both individual
words and pre-generated patterns. It can be considered
a partial pattern-based topic model since both individual
words and patterns are used to represent topics. It was
applied to classification rather than information filtering.
Our proposed model MPBTM is different from the model
in [35] in the sense that the topics in the MPBTM model
are represented by patterns only. Most importantly, the
patterns in the model are well structured so that only
the maximum matched patterns are identified and used
to estimate document relevance.

3 LATENT DIRICHLET ALLOCATION

Topic modelling algorithms are used to discover a set
of hidden topics from collections of documents, where
a topic is represented as a distribution over words.
Topic models provide an interpretable low-dimensional
representation of documents (i.e. with a limited and
manageable number of topics). Latent Dirichlet Alloca-
tion (LDA) [11] is a typical statistical topic modelling
technique and the most common topic modelling tool
currently in use. It can discover the hidden topics in
collections of documents using the words that appear
in the documents. Let D = {d1, d2, · · · , dM} be a collec-
tion of documents. The total number of documents in
the collection is M. The idea behind LDA is that each
document is considered to contain multiple topics and
each topic can be defined as a distribution over a fixed
vocabulary of words that appear in the documents.

The resulting representations of the LDA model are
at two levels, document level and collection level. At
document level, each document di is represented by
topic distribution θdi = (ϑdi,1, ϑdi,2, · · · , ϑdi,V ), V is the
number of topics. At collection level, D is represented
by a set of topics each of which is represented by
a probability distribution over words, φj for topic j.
Overall, we have Φ = {φ1, φ2, · · · , φV } for all topics.
Apart from these two levels of representations, the LDA
model also generates word-topic assignments, that is, the
word occurrence is considered related to the topics by
LDA. Take a simple example and let D = {d1, d2, d3, d4}
be a small collection of four documents with 12 words
appearing in the documents and assume the documents
in D involve 3 topics, Z1, Z2 and Z3. TABLE 1 illustrates

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TKDE.2014.2384497

Copyright (c) 2015 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



JOURNAL OF , VOL., NO., 4

TABLE 1
Example results of LDA: word-topic assignments

Topic Z1 Z2 Z3

Document ϑd,1 words ϑd,2 words ϑd,3 words

d1 0.6 w1, w2, w3, w2, w1 0.2 w1, w9, w8 0.2 w7, w10, w10

d2 0.2 w2, w4, w4 0.5 w7, w8, w1, w8, w8 0.3 w1, w11, w12

d3 0.3 w2, w1, w7, w5 0.3 w7, w3, w3, w2 0.4 w4, w7, w10, w11

d4 0.3 w2, w7, w6 0.4 w9, w8, w1 0.3 w1, w11, w10

the topic distribution over the documents and the word-
topic assignments in this small collection.

From the outcomes of the LDA model, the topic dis-
tribution over the whole collection D can be calculated,
θD = (ϑD,1, ϑD,2, · · · , ϑD,V ), where ϑD,j indicates the
importance degree of the topic Zj in the collection D.

The topical n-Gram model proposed in [34] automat-
ically and simultaneously discovers topics and extracts
topically relevant phrases. It has been seamlessly inte-
grated into the language modelling based IR task [34].
Readers can refer to [34] for more details. Compared
with word representation, phrases are more discrimina-
tive and carry more concrete semantics. Since phrases
are less ambiguous than words, they have been widely
explored as text representation for text retrieval, but
few studies in this area have shown significant im-
provements in effectiveness. The likely reasons for the
discouraging performances include: (1) low occurrences
of phrases in relevant documents; and (2) lack of a
flexible number of words for a set of discovered phrases,
which restricts the semantic expression.

The topic representation using word distribution and
the document representation using topic distribution
are the most important contributions provided by the
LDA model. The topic representation indicates which
words are important to which topic and the document
representation indicates which topics are important for
a particular document. Given a collection of documents,
the LDA can learn topics and decompose the documents
according to the topics. Furthermore, for a new incoming
document, various methods can be utilized to situate its
content in terms of the trained topics. However, single
word based topic representations contain ambiguous
semantics. Thus, TNG improves the LDA model by
expanding word-based topic representation to phrase-
based, which enhances the explicit semantics of topics.
However, TNG suffers from the low occurrence problem
and fails to significantly improve the LDA model.

In this paper, we propose a new approach for generat-
ing a pattern-based topic model to represent documents
and also a new ranking method to determine relevant
documents based on the topic model.

4 PATTERN ENHANCED LDA
Pattern-based representations are considered more
meaningful and more accurate to represent topics than

TABLE 2
Transactional datasets generated from Table 1(topical

document transaction(TDT))

T TDT TDT TDT
1 {w1, w2, w3} {w1, w8, w9} {w7, w10}
2 {w2, w4} {w1, w7, w8} {w1, w11, w12}
3 {w1, w2, w5, w7} {w2, w3, w7} {w4, w7, w10, w11}
4 {w2, w6, w7} {w1, w8, w9} {w1, w11, w10}

Γ1 Γ2 Γ3

word-based representations. Moreover, pattern-based
representations contain structural information which can
reveal the association between words. In order to dis-
cover semantically meaningful patterns to represent top-
ics and documents, two steps are proposed: firstly, con-
struct a new transactional dataset from the LDA model
results of the document collection D; secondly, gener-
ate pattern-based representations from the transactional
dataset to represent user needs of the collection D.

4.1 Construct Transactional Dataset

Let Rdi,Zj represent the word-topic assignment to topic
Zj in document di. Rdi,Zj is a sequence of words
assigned to topic Zj . For the example illustrated in
TABLE 1, for topic Z1 in document d1, Rd1,Z1

=
〈w1, w2, w3, w2, w1〉. We construct a set of words from
each word-topic assignment Rdi,Zj instead of using the
sequence of words in Rdi,Zj , because for pattern min-
ing, the frequency of a word within a transaction is
insignificant. Let Iij be a set of words which occur in
Rdi,Zj

, Iij =
{
w|w ∈ Rdi,Zj

}
, i.e. Iij contains the words

which are in document di and assigned to topic Zj by
LDA. Iij , called a topical document transaction, is a set of
words without any duplicates. From all the word-topic
assignments Rdi,Zj

to Zj , i = 1, ...,M , we can construct
a transactional dataset Γj . Let D = {d1, · · · , dM} be the
original document collection, the transactional dataset Γj
for topic Zj is defined as Γj = {I1j , I2j , · · · , IMj}. For the
topics in D, we can construct V transactional datasets
(Γ1,Γ2, · · · ,ΓV ). An example of transactional datasets
is illustrated in TABLE 2, which is generated from the
example in TABLE 1.
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4.2 Generate Pattern Enhanced Representation

The basic idea of the proposed pattern-based method
is to use frequent patterns generated from each trans-
actional dataset Γj to represent Zj . In the two-stage
topic model [13], frequent patterns are generated in
this step. For a given minimal support threshold σ, an
itemset X in Γj is frequent if supp(X) >= σ, where
supp(X) is the support of X which is the number of
transactions in Γj that contain X. The frequency of

the itemset X is defined as
supp(X)

|Γj |
. Topic Zj can be

represented by a set of all frequent patterns, denoted
as XZi = {Xi1, Xi2, · · · , Ximi}, where mi is the total
number of patterns in XZi and V is the total number
of topics. Take Γ2 in TABLE 2 as an example, which is
the transactional dataset for Z2. For a minimal support
threshold σ = 2, all frequent patterns generated from
Γ2 are given in TABLE 3 (’itemset’ and ’pattern’ are
interchangeable in this paper).

5 INFORMATION FILTERING MODEL BASED ON
PATTERN ENHANCED LDA
The representations generated by the pattern enhanced
LDA model, discussed in Section 4, carry more concrete
and identifiable meaning than the word-based repre-
sentations generated using the original LDA model.
However, the number of patterns in some of the topics
can be huge and many of the patterns are not discrimi-
native enough to represent specific topics. As a result,
documents cannot be accurately represented by these
topic representations. That means, these pattern-based
topic representations which represent user interests may
not be sufficient or accurate enough to be directly used
to determine the relevance of new documents to the user
interests. In this section, one novel IF model, Maximum
matched Pattern-based Topic Model (MPBTM), is pro-
posed based on the pattern enhanced topic representa-
tions. The proposed model consists of topic distributions
describing topic preferences of documents or a document
collection and structured pattern-based topic representa-
tions representing the semantic meaning of topics in a
document. Moreover, the proposed model estimates the
relevance of incoming documents based on Maximum
Matched Patterns, which are the most distinctive and
representative patterns, as proposed in this paper. The
details are described in the following subsections.

5.1 Pattern Equivalence Class

Normally, the number of frequent patterns is consider-
ably large and many of them are not necessarily useful.
Several concise patterns have been proposed to represent
useful patterns generated from a large dataset instead
of frequent patterns such as maximal patterns [5] and
closed patterns [6]. The number of these concise patterns
is significantly smaller than the number of frequent
patterns for a dataset. In particular, the closed pattern

TABLE 3
The frequent patterns for Z2, σ = 2

Patterns supp

{w1} , {w8} , {w1, w8} 3
{w9} , {w7} {w8, w9} , {w1, w9} , {w1, w8, w9} 2

TABLE 4
The equivalence classes in Z2

EC21 (f21 = 0.75) EC22 (f22 = 0.5) EC23 (f23 = 0.5)

{w1, w8} {w1, w8, w9} {w7}
{w1} {w1, w9}
{w8} {w8, w9}

{w9}

has drawn great attention due to its attractive features
[7], [8].

Definition 1. Closed Itemset: for a transactional dataset,
an itemset X is a closed itemset if there exists no itemset
X ′ such that (1) X ⊂ X ′, (2) supp(X) = supp(X ′).

Definition 2. Generator: for a transactional dataset Γ,
let X be a closed itemset and T (X) consists of all
transactions in Γ that contain X , then an itemset g is
said to be a generator of X iff g ⊂ X,T (g) = T (X) and
supp(X) = supp(g).

Definition 3. Equivalence Class: for a transactional
dataset Γ, let X be a closed itemset and G(X) consist of
all generators of X , then the equivalence class of X in Γ,
denoted as EC(X), is defined as EC(X) = G(X)∪{X}.

Let EC1 and EC2 be two different equivalence classes
of the same transactional dataset. Then EC1 ∩ EC2 = ∅,
which means that the equivalence classes are exclusive
of each other.

All the patterns in an equivalence class have the same
frequency. The frequency of a pattern indicates the sta-
tistical significance of the pattern. The frequency of the
patterns in an equivalence class is used to represent the
statistical significance of the equivalence class. TABLE 4
shows the three equivalence classes within the patterns
for topic Z2 in TABLE 3, where f indicates the statistical
significance of each class.

There are two parts in the proposed model MPBTM:
the training part to generate user interest information
from a collection of training documents (i.e. user interest
modelling introduced in Section 5.2) and the filtering
part to determine the relevance of incoming documents
based on the user’s interests (i.e. document relevance
ranking introduced in Section 5.3).

5.2 Topic-based User Interest Modelling
For a collection of documents D, the user’s interests
can be represented by the patterns in the topics of
D. As discussed in Section 3, θD represents the topic
distribution of D and can be used to represent the user’s
topic interest distribution, θD = (ϑD,1, ϑD,2, · · · , ϑD,V ),
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and V is the number of topics. In this paper, the topic
distribution in the collection D is defined as the average
of the topic distributions of the documents in D, i.e.

ϑD,j =
1

M

∑M
i=1 θdi,j . The probability distribution of

topics in θD represents the degree of interest that the
user has in these topics.

By using the methods described in Section 4, for
a document collection D and V pre-specified latent
topics, from the results of LDA to D, V transactional
datasets, Γ1, · · · ,ΓV can be generated from which the
pattern-based topic representations for the collection,
U = {XZ1

,XZ2
, · · · ,XZV

}, can be generated, where each
XZi

= {Xi1, Xi2, · · · , Ximi
} is a set of frequent patterns

generated from transactional dataset Γi. U is considered
the user interest model, the patterns in each XZi repre-
sent what the user is interested in terms of topic Zi.

As mentioned before, normally, the number of fre-
quent patterns generated from a dataset can be huge
and many of them may be not useful. A closed pattern
reveals the largest range of the associated terms. It covers
all the information that its subsets describe. Closed
patterns are more effective and efficient to represent top-
ics than frequent patterns. However, only using closed
patterns to represent topics may impact the effectiveness
of document filtering since closed patterns often may not
exist in new incoming documents. On the other hand,
frequent patterns can be well organized into groups
based on their statistics and coverage. As discussed in
Section 5.1, equivalence class is a useful structure which
collects the frequent patterns with the same frequency
into one group. The statistical significance of the patterns
in one equivalence class is the same. This distinctive fea-
ture of equivalence classes can make the patterns more
effectively used in document filtering. In this paper, we
propose to use equivalence classes to represent topics
instead of using frequent patterns or closed patterns.

Assume that there are ni frequent closed patterns
in XZi

, which are ci1, · · · , cini
, and that XZi

can be partitioned into ni equivalence classes,
EC(ci1), · · · , EC(cini). For simplicity, the equivalence
classes are denoted as ECi1, · · · , ECini for XZi , or simply
for topic Zi. Let E(Zi) denote the set of equivalence
classes for topic Zi, i.e. E(Zi) = {ECi1, · · · , ECini

}. In
the model MPBTM, the equivalence classes E(Zi) are
used to represent user interests which are denoted as
UE = {E(Z1), · · · ,E(ZV )}.

5.3 Topic-based Document Relevance Ranking
In terms of the statistical significance, all the patterns
in one equivalence class are the same. The differences
among them are their size. If a longer pattern and a
shorter pattern from the same equivalence class appear
in a document simultaneously, the shorter one becomes
insignificant since it is covered by the longer one and it
has the same statistical significance as the longer one.

In the filtering stage, document relevance is estimated
to filter out irrelevant documents based on the user’s

information needs. In this paper, for a new incoming
document d, the basic way to determine the relevance of
d to the user interests is firstly to identify maximum pat-
terns in d which match some patterns in the topic-based
user interest model and then estimate the relevance of d
based on the user’s topic interest distributions and the
significance of the matched patterns.

The significance of one pattern is determined not only
by its statistical significance, but also by its size since the
size of the pattern indicates the specificity level. Among
a set of patterns, usually a pattern taxonomy exists. For
example, Fig. 1 depicts the taxonomy constructed for XZ2

in TABLE 3. This tree-like structure demonstrates the
subsumption relationship between the discovered pat-
terns in Z2. The longest pattern in a pattern taxonomy,
such as {w1, w8, w9} in Fig. 1, is the most specific pattern
that describes a user’s interests since longer patterns
have more specific meanings, while single words, such
as w1 in Fig. 1, are the most general patterns which are
less capable of discriminating the meaning of the topic
from other topics as compared to longer patterns such
as {w1, w8, w9}. The pattern taxonomy presents different
specificities of patterns according to the level in the
taxonomy structure and thus the size of the pattern.

In a pattern taxonomy, the longer a pattern is, the
more specific it is. As a result, the specificity of a pattern
can be estimated as a function of pattern length. For
example, a single word ’mining’ usually represents the
’-ing’ form of ’mine’ and it has a general meaning
indicating any kind of ’prospecting’, whereas ’pattern
mining’ represents a specific technique in data mining.
’Closed pattern mining’ is even more specific but still
in the same technique area. Generally, the specificity is
not necessarily linearly increasing as the pattern size
increases. Based on our experimental results, the increase
in the specificity of a pattern should be slower than the
increase in the pattern size. Therefore, we define the
pattern specificity below.

Definition 4. Pattern specificity: The specificity of a
pattern X is defined as a power function of the pattern
length with the exponent less than 1, denoted as spe(X),
spe(X) = a|X|m, where a and m are constant real
numbers and 0 < m < 1.

Fig. 1. Pattern Taxonomy in Z2

Definition 5. Topic Significance: Let d be a document,
Zj be a topic in the user interest model, PAdjk be a
set of matched patterns for topic Zj in document d,
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k = 1, · · · , nj , and fj1, · · · , fjnj
be the corresponding

supports of the matched patterns, then the topic signifi-
cance of Zj to d is defined as:

sig (Zj , d) =

nj∑
k=1

spe
(
PAdjk

)
× fjk =

nj∑
k=1

a|PAdjk|m × fjk

(1)
where m is the scale of pattern specificity (we set m =
0.5), and a is a constant real number (in this paper, we
set a = 1).

In the MPBTM model, the topic significance is deter-
mined by maximum matched pattern, which is defined
below.

Definition 6. Maximum Matched Pattern: Let d be a
document, Zj be a topic in the user interest model,
ECj1, · · · , ECjnj

be the pattern equivalence classes of
Zj , then a pattern in d is considered a maximum matched
pattern to equivalence class ECjk, denoted as MCdjk, if
the following conditions are satisfied:

1) MCdjk ⊆ d and MCdjk ∈ ECjk;
2) 6 ∃X such that X ∈ ECjk, X ⊆ d and MCdjk ⊂ X .
The maximum matched pattern MCdjk to equivalence

class ECjk must be the largest pattern in ECjk which
is contained in d and all the patterns in ECjk that are
contained in d must be covered by MCdjk. Therefore, the
maximum matched patterns MCdjk, where k = 1, · · · , nj
are considered the most significant patterns in d which
can represent the topic Zj . Take the equivalence class
EC22 in Z2 shown in TABLE 4 as an example, for
a document d′ = {w1, w2, w9, w10, w12}, the maximum
matched patterns would be MCd

′

22 = {w1, w9}.
For an incoming document d, we propose to estimate

the relevance of d to the user interest based on the
topic significance and topic distribution. The document
relevance is estimated using the following equation:

Rank(d) =

V∑
j=1

sig(Zj , d)× ϑD,j (2)

For the MPBTM, the patterns PAdjk in the topic sig-
nificance sig (Zj , d) are maximum matched patterns in
UE . By incorporating Equation (1) into Equation (2),
the relevance ranking of d, denoted as RankE(d), is
estimated by the following equation:

RankE(d) =

V∑
j=1

nj∑
k=1

|MCdjk|0.5 × δ(MCdjk, d)× fjk × ϑD,j

(3)
where V is the total number of topics, MCdjk is the max-
imum matched patterns to equivalence class ECjk, k =
1, · · · , nj and fj1, · · · , fjnj is the corresponding statistical
significance of the equivalence classes, ϑD,j is the topic
distribution, and

δ(X, d) =

{
1 if X ∈ d
0 otherwise

(4)

The higher the RankE(d), the more likely the docu-
ment is relevant to the user’s interest.

5.4 Algorithms

The proposed IF model can be formally described in
two algorithms: User Profiling (i.e. generating user in-
terest models) Algorithm and Document Filtering (i.e.
relevance ranking of incoming documents) Algorithm.
The former generates pattern-based topic representations
to represent the user’s information needs. The latter
ranks the incoming documents based on the relevance
of the documents to the user’s needs.

Algorithm 1 User Profiling
Input: a collection of positive training documents D;

minimum support σj as threshold for topic Zj ;
number of topics V

Output: UE = {E(Z1), · · · ,E(ZV )}
1: Generate topic representation φ and word-topic as-

signment zd,i by applying LDA to D
2: UE := ∅
3: for each topic Zj ∈ [Z1, ZV ] do
4: Construct transactional dataset Γj based on φ and

zd,i
5: Construct user interest model XZj for topic Zj

using a pattern mining technique so that for each
pattern X in XZj

, supp(X) > σj
6: Construct equivalence class E(Zj) from XZj

7: UE := UE ∪ {E(Zj)}
8: end for

Algorithm 2 Document Filtering
Input: user interest model UE = {E(Z1), · · · ,E(ZV )}, a

list of incoming document Din

Output: rankE(d), d ∈ Din

1: rank(d) := 0
2: for each d ∈ Din do
3: for each topic Zj ∈ [Z1, ZV ] do
4: for each equivalence class ECjk ∈ E(Zj) do
5: Scan ECk,j and find maximum matched pat-

tern MCdjk which exists in d
6: update rankE(d) using Equation 3:
7: rank(d) := rank(d) + |MCdjk|

0.5 × fjk × ϑD,j
8: end for
9: end for

10: end for

6 EVALUATION

Two hypotheses are designed for verifying the IF model
proposed in this paper. The first hypothesis is given
that user information needs involve multiple topics,
then document modelling by taking multiple topics into
consideration can generate more accurate user models to
represent user information needs. The second hypoth-
esis is that the proposed maximum matched patterns
are more effective than other patterns to be used in
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determining relevant documents. To verify the hypothe-
ses, experiments and evaluation have been conducted.
This section discusses the experiments and evaluation
in terms of data collection, baseline models, measures
and results. The results show that the proposed topic-
based model significantly outperforms the state-of-the-
art models in terms of effectiveness.

6.1 Data
The Reuters Corpus Volume 1 (RCV1) dataset covers
a variety of topics and a large amount of information.
100 collections of documents were developed for the
TREC filtering track. Each collection is divided into a
training set and a testing set. According to Buckley
and others [36], the 100 collections are stable and suffi-
cient enough for high quality experiments. In the TREC
track, a collection is also referred to as a ’topic’. In
this paper, to differentiate from the term ’topic’ in the
LDA model, the term ’collection’ is used to refer to a
collection of documents in the TREC dataset. The first
50 collections were composed by human assessors and
another 50 collections were constructed artificially from
intersections collections. In this paper, only the first 50
collections are used for experiments. The ’title’ and ’text’
of the documents are used by all the models in the
experiments.

6.2 Measures
The effectiveness is assessed by five different measures:
average precision of the top K (K = 20) documents,
Fβ(β = 1) measure, Mean Average Precision (MAP),
break-even point (b/p) and Interpolated Average Preci-
sion (IAP) on 11-points. F1 is a criterion that assesses the
effect involving both precision (p) and recall (r),which is
defined as F1 = 2pr

p+r . The larger the top20, MAP, b/p or
F1 score, the better the system performs. The 11 points
measure is the precision at 11 standard recall levels (i.e.
recall = 0, 0.1,· · · , 1).

The experiments tested across the 50 collections of in-
dependent datasets, which satisfy the generalized cross-
validation for the statistical estimation model.

The statistical method, T-Test, was also used to verify
the significance of the experimental results. If the p-value
associated with t is significantly low (< 0.05), there is
evidence to verify that the difference in means across
the paired observations is significant.

6.3 Baseline Models and Settings
The experiments were conducted extensively covering
all major representations such as terms, phrases and
patterns in order to evaluate the effectiveness of the
proposed topic-based IF model. The evaluations were
conducted in terms of three technical categories: topic
modelling methods, pattern mining methods and term-
based methods. For each category, some state-of-the-art
methods were chosen as the baseline models. For the

topic modelling category, three topic modelling meth-
ods are chosen as baseline models, two of them are
PLSA word and LDA word which represent topics with
single terms, the other is TNG which uses phrases to
represent topics. We have proposed two topic-based
models [14], Pattern-based Topic Models PBTM FP and
PBTM FCP which use frequent patterns and closed pat-
terns to represent topics, respectively. These two models
were also chosen as topic-based baseline models. For the
pattern mining category, the baseline models include fre-
quent closed patterns (FCP), frequent sequential closed
patterns (SCP) and phrases (n-Gram). The third category
includes the classical term-based methods BM25 and
SVM. An important difference between the topic mod-
elling methods and other methods is worth mentioning,
that is, the topic modelling methods consider multiple
topics in each document collection and use patterns
(e.g. PBTM and MPBTM) or words (e.g. LDA word) to
represent the topics, whereas the pattern mining and
term-based methods assume that the documents within
one collection are about one topic and use patterns
or terms/words to represent documents directly. More
details about these baseline models are given below.

(1) Topic modelling based category
• PLSA word and LDA word
In the word-based topic model [11], [12], words asso-

ciated with different topics are used to represent user
interest needs and word frequency is used to represent
topic relevance.
• TNG

In the phrase-based topic model, n-gram phrases that
are generated by using the TNG model [34] introduced
in Section 3 are used to represent user interest needs and
phrase frequency is used to represent topic relevance.
• PBTM

In [14], two PBTM models have been proposed and
they use frequent patterns (FP) and frequent closed
patterns (FCP), respectively, denoted as PBTM FP and
PBTM FCP. The frequent patterns and the frequent
closed patterns associated with different topics are used
to represent user interest needs and the pattern support
is used to represent topic relevance. The following equa-
tion is used to calculate the relevance of a document d:

Rank(d) =

V∑
j=1

mj∑
k=1

|Xd
jk|0.5 × δ(Xd

jk, d)× fjk × ϑD,j (5)

where |Xd
jk| is a frequent pattern in PBTM FP and a

closed pattern in the PBTM FCP.
We implement PLSA model with Lemur toolkit 1 with

1000 iterations as default setting. And the LDA model
is implemented by MALLET toolkit 2. The parameters
for all LDA-based topic models are set as follows: the
number of iterations of Gibbs sampling is 1000, the
hyper-parameters of the LDA model are α = 50/V and

1. http://www.lemurproject.org/
2. http://mallet.cs.umass.edu/topics.php
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β = 0.01, which were used and justified in [37]. Our
experience shows that the performance of the proposed
MPBTM model is not very sensitive to the settings of
these parameters. But the number of topics V affects the
results depending on the size of various data collections.
The results are shown in TABLE 5.

In the process of generating pattern enhanced topic
representations, the minimum support σrel for every
topic in each collection is different, because the num-
ber of positive documents in different collections of
the RCV1 is very different. In order to ensure enough
transactions from positive documents to generate accu-
rate patterns for representing user needs, the minimum
support σrel is set as follows :

σrel =



1 n ≤ 2

max(2/n, 0.3) 2 < n ≤ 10

max(3/n, 0.3) 10 < n ≤ 13

max(4/n, 0.3) 13 < n ≤ 20

0.3 otherwise.

(6)

where n is the number of transactions from relevant
documents in each transactional database.

(2) Pattern-based category
• FCP

Frequent closed patterns are generated from the docu-
ments in the training dataset and used to represent the
user’s interests. The minimum support in the pattern-
based models, including the following two models for
sequential closed patterns and phrases, is set to 0.2.
• Sequential Closed Pattern (SCP)
The Pattern Taxonomy Model is one of the state-of-the-

art pattern-based models. It was developed to discover
sequential closed patterns from the training dataset and
rank incoming documents in the filtering stage with the
relative supports of the discovered patterns that appear
in the documents [19]. In this model, every document
in the training dataset (D) is split in paragraphs which
are the transactions for pattern mining. Readers who are
interested in the details can refer to [38] and [19].
• n-Gram

Most researches on phrases in modelling documents
have employed an independent collocation discovery
module. In this way, a phrase with independent statistics
can be indexed exactly as a word-based representation.
In our experiments, we use n-Gram phrases to repre-
sent a document collection (i.e. user information needs),
where n is empirically set to 3.

(3) Term-based category
• BM25
BM25 [1] is one of the state-of-the-art term-based

document ranking approaches. In this paper, the term
weights are estimated using the following equation:

W (t) =
tf × (k + 1)

k × ((1− b) + b
DL

AV DL
) + tf

× log(
N − n+ 0.5

n+ 0.5
)

(7)

where N is total number of documents in the collection;
n is the number of documents that contain term t; tf is
the term frequency; DL and AVDL are the document
length and average document length, receptively; and k
and b are the parameters, which are set as 1.2 and 0.75
as used and explained in [39].
• Support Vector Machine (SVM)

The linear SVM has been proven very effective for text
categorization and filtering [40]. We would compare
it with other baseline models, however, most existing
SVMs are designed for making a binary decision rather
than ranking documents. In this paper, we adopted the
ranked-based SVM (see http://svmlight.joachims.org).

The SVM only uses term-based features extracted from
training documents. There are two classes: yi ∈ {−1, 1}
where +1 is assigned to a document if it is relevant;
otherwise it is assigned with −1 and there are N labelled
training examples: (d1, y1), . . . , (di, yi), . . . , (dN , yN ), di ∈
Rn where n is the dimensionality of the vector. Given a
function h(d) =< w·d > +b where b is the bias, h(d) = +1
if < w.d > +b ≥ 0; otherwise h(d) = −1, and < w · d > is
the dot product of an optimal weight vector w and the
document vector d. To find the optimal weight vector w
for the training set, we perform the following function:

w =
∑N
i=1 yiαidi subject to

l∑
i=1

αiyi = 0 and αi ≥ 0, where

αi is the weight of the sample di. For the purpose of
ranking, b can be ignored.

6.4 Results
For different document collections, the number of topics
involved in the collections can be different. Therefore,
selecting an appropriate number of topics is important.
As TABLE 5 shows, the result of the MPBTM with 5 or 10
topics achieves relatively the best performance for this
particular dataset. When the topic number rises or re-
duces, the performance drops. Especially when the topic
number rises to 15, the performance drops dramatically,
although still outperforms most of the baseline models
in TABLE 6.

TABLE 5
The MPBTM with different topic number

Number of Topics top20 b/p MAP F1

3 0.517 0.428 0.449 0.436
5 0.551 0.464 0.481 0.457
10 0.552 0.467 0.478 0.460
15 0.473 0.409 0.430 0.433

The proposed model MPBTM with 10 topics, is com-
pared with all the baseline models mentioned above
using the 50 human assessed collections. The results are
depicted in TABLE 6 and evaluated using the measures
in Section 6.2. TABLE 6 consists of three parts. The
top, middle, and bottom parts in TABLE 6 provide the
results of the topic modelling methods, the pattern min-
ing methods, and term-based methods, respectively. The

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TKDE.2014.2384497

Copyright (c) 2015 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



JOURNAL OF , VOL., NO., 10

TABLE 6
Comparison of all models on all measures using the first

50 document collections of RCV1

Methods top20 b/p MAP F1

MPBTM 0.552 0.467 0.478 0.460
PBTM FCP 0.494 0.420 0.424 0.424
PBTM FP 0.470 0.402 0.428 0.424
LDA word 0.458 0.417 0.421 0.426
PLSA word 0.434 0.393 0.386 0.395

TNG 0.446 0.367 0.374 0.388
improvement% 11.7 11.2 11.7 8.5

SCP 0.406 0.353 0.364 0.390
n-Gram 0.401 0.342 0.361 0.386

FCP 0.428 0.346 0.361 0.385
improvement% 29.0 32.3 31.3 17.9

BM25 0.434 0.339 0.401 0.410
SVM 0.447 0.409 0.408 0.421

improvement% 23.5 14.2 17.2 9.3

improvement% line at the bottom of each part provides
the percentage of improvement achieved by the MPBTM
against the best model among all the other baseline
models in that part for each measure. From TABLE 6,
we can see that the MPBTM consistently performs the
best among all models.

6.4.1 Comparisons with Topic-based Models

From the top part of TABLE 6, we can see that, the
MPBTM outperforms all other topic-based models for
all the four measures. The PBTM FCP is the second best
model for measures top20 and b/p, and is in a tie with
the PBTM FP as the second best model for measure F1.
The PBTM FP is the second best model for measure
MAP . This result demonstrates that using closed pat-
terns (PBTM FCP) and, especially, using the proposed
maximum matched patterns (MPBTM) to represent top-
ics achieved better results than using frequent patterns
(PBTM FP) for most measures and better than using
phrases (TNG) or words (PLSA word and LDA word)
for all measures. The improvement% line in the top
part of TABLE 5 shows that, the MPBTM which uses
the maximum matched patterns consistently achieves
the best performance with the improvement percentage
against the second best model from a minimum of 8.5%
to a maximum of 11.7%. The comparison results clearly
support the second hypothesis.

By observing the results in TABLE 5 accross all three
parts, we can see that the topic-based models in the
top part (except for TNG and PLSA word) achieved
better performance than the models in the second and
third parts. Even though the TNG model did not al-
ways perform better than the non topic modelling based
models, it performs considerably better than the n-
Gram models. Both TNG and n-Gram use phrases, the
difference is that TNG uses phrases to represent the
semantic meaning of topics and also uses topic distri-

butions to represent the user’s topic preference, whereas
n-Gram directly uses phrases to represent the user’s
information needs. Similar comparisons can be made
between PBTM FCP and FCP, LDA word and BM25,
and between LDA word and SVM. Both PBTM FCP
and FCP use frequent closed patterns to represent user
interests. However, PBTM FCP achieved clearly better
performance than FCP simply because it takes multiple
topics into consideration when generating user interests.
The same reason applies for the better performance of
LDA word over BM25 and SVM; all of these use words
to represent user interest, but LDA word is a topic
modelling method while BM25 and SVM are not. These
comparisons can strongly validate the first hypothesis,
i.e. taking multiple topics into consideration can generate
more accurate user information needs. However, the
performance of the PLSA word model is not better than
BM25 or SVM. The poor performance of the PLSA word
model indicates its weakness on topic classification, es-
pecially lack of discriminative topic representation.

6.4.2 Comparisons with Pattern-based Models

The comparison results among the proposed model and
pattern-based baseline models are in the middle part of
TABLE 6. We can see that all the three pattern-based
topic modelling models, i.e. MPBTM, PBTM FCP and
PBTM FP, outperform the three pattern-based baseline
models, i.e. SCP, n-Gram, and FCP, which clearly shows
the strength obtained by combining topic modelling with
pattern-based models. Among the three baseline models,
the SCP outperforms the other two models for b/p, MAP
and F1, while the FCP model performs the best for top20.
The bottom line of the pattern-based part in the table
provides the percentage of improvement achieved by
the MPBTM against the SCP for b/p, MAP and F1, and
against the FCP model for top20. The MPBTM achieves
excellent performance in improvement percentage with
a maximum of 32.3% and a minimum of 17.9%.

6.4.3 Comparisons with Term-based Models

From the bottom section of TABLE 6, we can see that
the SVM achieved better performance than the BM25,
while the MPBTM and the PBTM FCP and the PBTM FP
consistently outperform the SVM. The maximum and
minimum improvement achieved by the MPBTM against
the SVM is 23.5% and 9.3%, respectively.

We also conducted the T-test to compare the MPBTM
with all other PBTM models and baseline models. The
results are listed in TABLE 7. The statistical results indi-
cate that the proposed MPBTM significantly outperforms
all the other models (all values in TABLE 7 are less
than 0.05) and the improvements are consistent on all
four measures. Therefore, we conclude that the MPBTM
is an exciting achievement in discovering high-quality
features in text documents mainly because it represents
the text documents not only using the topic distributions
at a general level but also using hierarchical pattern
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TABLE 7
T-Test p-values for all models compared with the MPBTM

Methods top20 b/p MAP F1

PBTM FCP 0.00218 0.02990 0.00048 0.00020
PBTM FP 0.00093 0.00204 0.00223 0.00360
LDA word 0.00051 0.02210 0.00117 0.00951
PLSA word 5.05× 10−5 0.00594 0.00022 0.00016

TNG 0.00052 0.00054 0.00026 0.00017
SCP 1.22× 10−5 6.26× 10−5 4.44× 10−5 0.00019

n-Gram 0.00034 0.00011 0.00013 0.00026
FCP 0.00031 3.94× 10−5 2.54× 10−5 0.00013

BM25 0.00227 0.03414 0.00249 0.00539
SVM 0.00051 0.04504 0.00307 0.01714

representations at a detailed specific level, both of which
contribute to the accurate document relevance ranking.

Fig. 2. 11 point results of comparison between the
proposed MPBTM and baseline models

The 11-points results of all methods are shown in Fig.
2. The results indicate that the MPBTM has achieved the
best performance compared with all the other baseline
models.

7 DISCUSSION

As we can see from the experiment results, taking
multiple topics and topic distribution into considera-
tion in generating user interest models and also in
document relevance ranking can greatly improve the
performance of information filtering. The reason behind
the MPBTM and the PBTM achieving the excellent per-
formance is mainly because we inventively incorporated
pattern mining techniques into topic modelling to gen-
erate pattern-based topic models which can represent
user interest needs in terms of multiple topics. Most
importantly, the topics are represented by patterns which
bring concrete and precise semantics to the user inter-
est models. Moreover, the outstanding performance of
the MPBTM over the PBTM FP and the PBTM FCP
indicates the significant benefit of using the proposed
maximum matched patterns in estimating document
relevance over using frequent patterns and frequent

closed patterns. Clustering is a classical technique for
classifying objects (e.g., documents) into multiple clus-
ters and has been used for user interest modelling and
document modelling [9]. It could be an alternative multi-
topic model for generating pattern-based topic models.
However, the performance of the clustering-based tech-
nique has been proved worse than the LDA model in
document modelling for IR [9] and document cluster-
ing [41]. Moreover, since the clustering-based technique
assigns documents to clusters without identifying topic
related words for each cluster, all the words appearing
in the documents would be used to generate patterns.
In contrast, the topic representations of the LDA model
specify topic related words from which more accurate
patterns can be generated. This advantage makes the
LDA model superior to the clustering based technique
to generate pattern-based topic models. This section will
provide more discussions on the performance of the
proposed model.

7.1 Topic based Relevance Estimation
TABLE 6 shows that all the topic based models (ex-
cept for PLSA word) outperform all the other baseline
models including the pattern-based, phrase-based, and
term-based models. As we have mentioned above, this
is mainly because the topic-based models represent the
documents not only using patterns, phrases, or words,
but also using topic distributions. Most importantly,
the patterns, phrases or words used by the topic-based
models are topic related, which is a key difference from
the pattern-based or word-based baseline models.

All the topic-based models estimate the relevance of
a new document based on topic distribution as well as
topic significance represented by patterns (i.e. MPBTM,
PBTM FCP), phrases (i.e. TNG), or words (LDA word).
However, a key difference between the MPBTM and the
other topic-based models is that the MPBTM estimates
the relevance only utilizing the most representative pat-
terns, the maximum matched patterns, instead of us-
ing all the patterns, whereas the other models use all
matched patterns, phrases, or words. It is because of only
using the maximum matched patterns which are sensi-
tive to user specific interests, the MPBTM significantly
outperforms all the other topic-based models.

7.2 Topical Transactions
As mentioned in pattern-based baseline models, the
transactional datasets for generating patterns usually
use sentences or paragraphs as transactions. Classifying
an itemset as frequent means it is contained in many
sentences or paragraphs. It makes sense to some extent
when the collection of documents focuses only on one
topic. In the case that multiple topics are involved in
the collection, the frequent patterns generated from the
whole collection may not be able to represent any of
the topics and thus unlikely to be able to represent the
collection correctly.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TKDE.2014.2384497

Copyright (c) 2015 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



JOURNAL OF , VOL., NO., 12

To emphasize the semantic structure of the user’s
interests which involve multiple topics, the MPBTM and
the PBTM construct transactional databases in terms
of different topics. As result, transactions in the same
topical transactional database share relatively common
interests. The discovered patterns from one topical trans-
actional dataset are more likely to represent one aspect
of the user’s interests and be more sensitive to effecting
accurate representations of this aspect.

For example, collection 101 in RCV1, the traditional
method, like SCP, can only find patterns “vw, piech”,
“piech, carmake”, “piech, vw” and other single words.
But the MPBTM can discover topical patterns, such as
“germany, vw, volkswagen, carmake, car, chairman” and
“ag, manage, piech, largest, vw, develop, ” in topic 2
and topic 4, respectively. This example shows that the
patterns generated by the MPBTM are much longer than
that generated by the SCP, not to mention the single
words in LDA. Therefore, the MPBTM patterns are more
specific and meaningful than the SCP patterns and single
words in LDA.

7.3 Maximum Matched Patterns

In the MPBTM, the patterns which represent user in-
terests are not only grouped in terms of topics, but
also partitioned based on equivalence classes in each
topic group. The patterns in different groups or different
equivalence classes have different meanings and distinct
properties. Thus, user information needs are clearly rep-
resented according to various semantic meanings as well
as distinct properties of the specific patterns in different
topic groups and equivalence classes.

7.3.1 Pattern Quality

TABLE 8
Comparison of the number of patterns or terms used for

filtering by each method on all collections

BM25 SCP MPBTM
(Terms) (Patterns) (Equivalence classes)

Avg. Number 623 157 33

Closed patterns have been widely recognized as qual-
ity patterns to concisely represent the data in a given
dataset. The model PBTM FCP utilizes closed patterns to
represent user interests. In this experiment, the effective-
ness of the proposed MPBTM is verified by comparing
the MPBTM with the PBTM FCP since both models
utilize closed patterns. The PBTM FCP directly uses
all closed patterns to represent user interests and also
to estimate the relevance of a new document, whereas
the MPBTM uses equivalence classes based on frequent
closed patterns to represent user interests and estimates
document relevance using maximum matched patterns
only. From TABLE 6, we can see that the PBTM FCP

achieved better performance than all the other models
but the MPBTM. This result is an excellent example to
show the quality of closed patterns.

TABLE 8 shows the average number of patterns or
terms extracted from the whole collections using three
models, BM25, SCP, and MPBTM, which represent the
three categories of models, i.e. term-based, pattern-
based, and topic-based with equivalence classes. For all
the collections, the BM25 generates the largest feature
space (i.e. the set of terms), while the SCP has a relatively
fewer set of patterns. The number of patterns found by
the MPBTM is much smaller than either of the other
two models, being only about 21% of the number in the
SCP and 5.3% of the number in the BM25. However,
the performance of the MPBTM is the best of the three
models. It should be mentioned that the number of
maximum matched pattens when using the MPBTM to
determine the relevance of an incoming document is
always equal to the number of equivalence classes in
the MPBTM model because only one pattern is selected
from each equivalence class to estimate the document
relevance. The selected patterns won’t be repeatedly
used for different equivalence classes since the patterns
belong to only one equivalence class, i.e. they are parti-
tioned exclusively by equivalence class. Thus, we believe
that the patterns selected to estimate the relevance of
a document are high quality patterns with excellent
characteristics because they are, (1) comprehensive (i.e.
cover all topics and also all equivalence classes of each
topic), (2) non-redundant (i.e. not be repeatedly used
for different equivalence classes), (3) representative (i.e.
the maximum matched among the patterns in the same
equivalence class), and compact (i.e. small number of se-
lected patterns). With these distinctive characteristics, the
maximum matched patterns make the MPBTM model
achieve the best performance.

7.3.2 Pattern Specificity

LDA supports a very strong foundation for generating
semantics in terms of topic representation and topic dis-
tribution. But simply utilizing topic distribution to rep-
resent user interests is insufficient. The topical phrases
(i.e. the phrases in the n-Gram model) are too strict
to exactly match the phrases in documents, while the
topical words (i.e. the words in the LDA word model)
are single words and are often too general to repre-
sent specific topics. The patterns in the MPBTM, on
the contrary, are grouped based on their support and
are structured based on their taxonomic relationship.
The patterns in the MPBTM deliver specificity that is
enhanced by using the association of words (rather than
single words as in LDA word) and the taxonomic levels
of the patterns. These specificity enhanced patterns can
more accurately represent specific topics and thus more
accurately represent users’ information needs.
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7.4 Complexity

As discussed in Section 5.4, there are two algorithms
in the proposed model, user profiling and document
filtering. The complexity of the MPBTM is discussed
below.

For user profiling, the proposed pattern-based topic
modelling methods consist of two parts, topic modelling
and pattern mining. For the topic modelling part, the
initial user interest models are generated using the LDA
model, and the complexity of each iteration of Gibbs
sampling for the LDA model is linear with the number
of topics (V ) and the number of documents (N ), i.e.
O(V ∗N) [9].

For pattern mining, there is no specific quantitative
measure for the complexity of pattern mining reported
in relevant literature. But the efficiency of the FP-Tree
algorithm for generating frequent patterns has been
widely accepted in the field of data mining and text
mining. The proposed MPBTM and PBTM have the same
computational complexity as SCP or frequent closed
pattern mining. On the other hand, the MPBTM and the
PBTM generate patterns from very small transactional
datasets compared with the datasets used in general data
mining tasks, because the transactional datasets used in
the MPBTM and the PBTM are generated from the topic
representations produced by the LDA model rather than
the original document collections. The patterns used to
represent topics are generated from the words which are
considered to represent the document topics by the LDA
model. These words are part of the original documents,
whereas other pattern mining models generate patterns
from the whole collection of documents.

Moreover, the MPBTM and PBTM models combine
the topic modelling and pattern mining linearly. Thus,
in summary, the complexity of the MPBTM and PBTM
models can be determined by topic modelling or pattern
mining. In most cases, the complexity of the MPBTM
and PBTM models would be the same as pattern mining
since, in general, the complexity of pattern mining is
greater than that of topic modelling.

It should be mentioned that the user profiling part can
be conducted off-line which means that the complexity
of the user profiling part will not affect the efficiency of
the proposed IF model.

For information filtering, the set of patterns or terms
used to represent the user’s information needs is usually
called a feature space. For an incoming document, the
complexity to determine its relevance to the user needs
is linear to the size of the feature space for the pattern-
based methods (i.e. SCP, n-Gram, and FCP) and the term-
based methods (i.e. BM25 and SVM), O(S) where S is
the size of the feature space. For the topic modelling
based methods, due to the use of topics, the complexity
of determining a document’s relevance is O(V ∗S) where
V is the number of topics and S is the number of patterns
or terms in each topic representation. For the MPBTM
model, even though it has an extra loop (i.e. step 5 in

Algorithm 2) to check equivalence classes for each topic,
it has the same complexity as the other topic modelling
based methods because the patterns are partitioned into
equivalence classes (i.e. no patterns will be included in
more than one equivalence class and thus will not be
scanned more than once) and the number of patterns in
the worst case. Theoretically the complexity of the three
models is the same. But in practice, the complexity of
the MPBTM is actually lower than the other two models
because only part of the patterns will be scanned, while
the other two models have to scan all patterns or terms.

8 CONCLUSION

This paper presents an innovative pattern enhanced
topic model for information filtering including user in-
terest modelling and document relevance ranking. The
proposed MPBTM model generates pattern enhanced
topic representations to model user’s interests accross
multiple topics. In the filtering stage, the MPBTM se-
lects maximum matched patterns, instead of using all
discovered patterns, for estimating the relevance of in-
coming documents. The proposed approach incorporates
the semantic structure from topic modelling and the
specificity as well as the statistical significance from the
most representative patterns. The proposed model has
been evaluated by using the RCV1 and TREC collections
for the task of information filtering. In comparison with
the state-of-the-art models, the proposed model demon-
strates excellent strength on document modelling and
relevance ranking.

The proposed model automatically generates discrim-
inative and semantic rich representations for modelling
topics and documents by combining statistical topic
modelling techniques and data mining techniques. The
technique not only can be used for information filtering,
but also can be applied to many content-based feature
extraction and modelling tasks, such as information
retrieval and recommendations.
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