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Abstract—Most objects and data in the real world are in-
terconnected, forming complex, heterogeneous but often semi-
structured information networks. However, many database re-
searchers consider a database merely as a data repository that
supports storage and retrieval rather than an information-rich,
inter-related and multi-typed information network that supports
comprehensive data analysis; whereas many network researchers
focus on homogeneous networks. Departing from both, we
view interconnected, semi-structured datasets as heterogeneous,
information-rich networks and study how to uncover hidden
knowledge in such networks. For example, a university database
can be viewed as a heterogeneous information network, where
objects of multiple types, such as students, professors, courses,
departments, and multiple typed relationships, such as teach and
advise are intertwined together, providing abundant information.

In this tutorial, we present an organized picture on mining
heterogeneous information networks and introduce a set of
interesting, effective and scalable network mining methods. The
topics to be covered include (i) database as an information net-
work, (ii) mining information networks: clustering, classification,
ranking, similarity search, and meta path-guided analysis, (iii)
construction of quality, informative networks by data mining,
(iv) trend and evolution analysis in heterogeneous information
networks, and (v) research frontiers. We show that heterogeneous
information networks are informative, and link analysis on such
networks is powerful at uncovering critical knowledge hidden
in large semi-structured datasets. Finally, we also present a few
promising research directions.

I. INTRODUCTION

People usually treat a database as a data repository that
stores a large set of data and facilitates indexing, updating,
query processing, and transaction management. However, en-
tities and objects in databases are not isolated records; they
contain rich, inter-related semantic information that should be
systematically explored. One important fact that most previous
research has not paid enough attention is that objects in
relational or semi-structured databases are inter-related and
linked across multiple relations (e.g., via foreign keys) or other
structures, forming gigantic information networks. Information
network analysis methods can be systematically developed for
in-depth network-oriented data mining, which is far beyond the
scope of traditional search and retrieval functions provided in
database systems.

Example 1. Databases as information networks. In a
bibliographic database, such as DBLP' and PubMed?, papers
are linked together via authors, venues and terms, and in a so-
cial media website, such as Flickr?, photos are linked together
via users, groups, tags and comments. A database therefore
contains rich, inter-related, multi-typed data and information,
forming a gigantic, interconnected, heterogeneous information
network. Much knowledge can be mined from such a network
by clustering, ranking, classification, role discovery, topic and
ontology analysis, and so on. These new functions would be
extremely useful considering the ubiquitous online databases
in almost every industry. For example, clusters of research
areas and ranks for authors and conferences can be discovered
by such analysis in a bibliographic database, which will be
very useful for better understanding and usage of the data
stored in databases. ]

This tutorial presents a comprehensive overview of the tech-
niques developed for database-oriented information network
analysis in recent years. It will cover the following key issues.

o Database as an information network: A data analyst’s
view

e Mining information networks: Clustering, classification,
ranking, similarity search, and meta path-guided analysis

o Construction of informative networks by data mining:
Data cleaning, role discovery, trustworthiness analysis,
and ontology discovery

« Evolution analysis, prediction, and diffusion analysis in
heterogeneous information networks, and

o Research frontiers in database-oriented information net-
work analysis.

This short paper is organized in a similar structure as the
themes to be covered in the tutorial. Following a brief discus-
sion on how a database can be viewed as a heterogeneous
information network and why mining becomes interesting
when it is so organized, Section 2 presents recent research
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progress on mining heterogeneous information networks. Sec-
tion 3 discusses how data mining methods may impact the
construction of clean, intelligent, and informative networks.
Section 4 presents methods for evolution analysis, prediction,
and diffusion analysis in heterogeneous information networks.
Finally, section 5 summarizes the results and points out some
promising research frontiers.

II. MINING HETEROGENEOUS INFORMATION NETWORKS

There are many studies on the analysis of homogeneous
networks, such as network measures (e.g., density, connec-
tivity, centrality, etc. [1], [2]), statistical behavior study (e.g.,
the small world phenomenon and the power-law distribution of
degrees [3], [4]), and modeling of trend and dynamic evolution
of networks [5], [4], [6], [7]. These themes will not be covered
in depth since our focus is on mining heterogeneous informa-
tion networks. Moreover, other recent work on homogeneous
networks, such as clustering (e.g., spectral clustering [8] and
SCAN [9]), ranking (e.g., PageRank [10] and HITS [11]),
and similarity search (e.g., SimRank [12] and Personalized
PageRank [13]) will be introduced in our comparative study
of heterogeneous networks.

Ranking-based clustering in heterogeneous information
networks. Most methods perform clustering based on attribute
values of the data. However, for link-based clustering of
heterogeneous information networks, we need to explore links
across heterogeneous types of data. Besides several interesting
studies on clustering heterogeneous networks (e.g., spectral
clustering [14], LinkClus [15] and CrossClus [16]), recent
studies develop a ranking-based clustering approach (e.g.,
RankClus [17] and NetClus [18]) that generates interesting re-
sults for both clustering and ranking efficiently. This approach
is based on the observation that ranking and clustering can
mutually enhance each other because objects highly ranked
in each cluster may contribute more towards unambiguous
clustering, and objects more dedicated to a cluster will be
more likely to be highly ranked in the same cluster.

Classification of heterogeneous information networks. Clas-
sification can also take advantage of links in heterogeneous in-
formation networks. Knowledge can be effectively propagated
across a heterogeneous network because the nodes that are
close to similar objects via similar links are likely to be similar.
Moreover, following the idea of ranking-based clustering, one
can explore ranking-based classification since objects highly
ranked in a class are likely to play a more important role in
classification. These ideas lead to effective algorithms, such as
GNetMine [19] and RankClass [20], for model construction in
heterogeneous networks.

Similarity search in heterogeneous information networks.
Similarity search often plays an important role in the analysis
of networks. However, it is challenging to define a good
measure of similarity between objects in a heterogeneous
information network. By considering different linkage paths
in a network, one can derive various semantics on similarity.
A meta-path based similarity measure is introduced, where

a meta-path is a structural path defined at the meta level
(i.e., relationships among object types). A new similarity
measure, PathSim [21], is introduced for finding peer objects
in the network (e.g., find authors sharing similar research
fields and with similar reputation), which turns out to be
more meaningful in many scenarios compared with random-
walk based similarity measures and is also efficient for top-k
similarity search in heterogeneous networks.

Meta-path guided analysis in heterogeneous information
networks. Since different meta-paths in a heterogeneous in-
formation network may represent different semantic meanings,
meta-path plays an important role in the analysis of hetero-
geneous information networks. User guidance in the form of
a small set of training examples on some types of data in
a heterogeneous network may effectively communicate with
a network miner on what should be the user preference on
the results of mining. Then the most preferred meta-path or
weighted meta-path combinations can be selected based on the
interaction between the mining parameters and the provided
training examples to reach better consistency between mining
results and the training examples. The essential role of meta-
path will be demonstrated with multiple tasks at mining
heterogeneous networks [22].

IIT. MINING FOR EFFECTIVE NETWORK CONSTRUCTION

Database data can be used for construction of heterogeneous
information networks; however, for effective knowledge dis-
covery it is important to enhance such data by various data
mining methods. Interestingly, methods for mining hetero-
geneous information networks can often help data cleaning,
data integration, trustworthiness analysis, role discovery, and
ontology discovery, which in turn help construction of high
quality information networks.

Data cleaning in information networks. Before a database-
derived information network can be used to mine interesting
knowledge, data cleaning should first be applied on such data,
since noise and inconsistency may exist in these real databases.
For example, in bibliographic networks like DBLP, there are
ambiguity and synonym problems for authors. Different au-
thors may carry the same name whereas the same author may
be presented with different names. Entity resolution methods
have been developed by exploring data semantics. A novel
algorithm, Distinct [23], has been developed to distinguish
objects with identical names by link analysis.

Role discovery in information networks. Information net-
work contains abundant knowledge about relationships among
people or entities. Unfortunately, such knowledge, such as
advisor-advisee relationships among researchers in a biblio-
graphic network, is often hidden. Role discovery is to uncover
such hidden relationships by information network analysis.
For example, a time-constrained probabilistic factor graph
model, which takes a research publication network as input and
models the advisor-advisee relationship mining problem using
a jointly likelihood objective function has been developed
[24]. It successfully mines advisor-advisee hidden roles in the



DBLP database with high accuracy. Such mechanism can be
further developed to discover hierarchical relationships among
objects under different kinds of user-provided constraints or
rules, hence enhance information network construction.

Trustworthiness analysis in information networks. A major
challenge for data integration is to derive the most complete
and accurate integrated records from diverse and sometimes
conflicting sources. The fruth finding problem is to decide
which piece of information being merged is most likely to
be true. By constructing an information network that links
multiple information providers with multiple versions of the
stated facts for each entity to be resolved, novel network
analysis methods, such as TruthFinder [23] and LTM [25],
can be developed to resolve the conflicting source problem
effectively. Truth-finding will help data cleaning and data in-
tegration, hence improve the quality of information networks.

Ontology and structure discovery in heterogeneous infor-
mation networks. Interconnected, multiple typed objects in
a heterogeneous information network often provide critical
information for generating high quality, fine-level concept hier-
archies. For example, it is often difficult to identify researchers
just based on their research collaboration networks. However,
putting them in a network that links their publication, confer-
ences, terms and research papers, their roles in the network
becomes immediately clear. For example, NetClus [17] can
help build concept hierarchies for bibliographic networks, and
iTopicModel [26] can help build hierarchical topic models
utilizing both text information and link information in a
document network. By further integration of data cleaning,
role discovery and trustworthiness analysis methods, ontology
and structure discovery can be performed effectively using
progressively enriched and refined heterogeneous networks.

IV. TREND AND EVOLUTION ANALYSIS IN
HETEROGENEOUS INFORMATION NETWORKS

There have been many studies on evolution and trend anal-
ysis in homogeneous networks. Comparatively, heterogeneous
links capture more sensible information across multiple types
of objects and thus facilitates such analysis more substantially.

Evolution analysis in heterogeneous information networks.
Modeling co-evolution of multi-typed objects will capture
richer semantics than modeling on single-typed objects alone.
For example, studying co-evolution of authors, venues and
terms in a bibliographic network can tell better the evolution
of research areas than just examining co-author network or
term network alone. Thus an important direction is how to
model the co-evolution of multi-typed objects in the form
of multi-typed cluster evolution in heterogeneous networks,
such as EvoNetClus which builds a hierarchical Dirichlet
process mixture model-based online model to study the real
heterogeneous networks formed by DBLP and twitter [27].

Link and relationship prediction in heterogeneous informa-
tion networks. One important application of network analysis
is to predict links or interactions between objects in a network.
Heterogeneous information network brings interactions among

multiple types of objects and hence the possibility of pre-
dicting relationships across heterogeneous typed objects. For
example, in a bibliographic network, there are multiple types
of objects (e.g., venues, topics, papers) and multiple types of
links among these objects that may contribute to the co-author
relation prediction. By systematically designing topological
features and measures in the network, a supervised model can
be used to learn the best weights associated with different
topological features in deciding the co-author relationship,
thus lead to high-quality coauthor relationship prediction [22].
Moreover, by modeling the distribution of relationship building
time between candidate objects with the use of the extracted
topological features, one can also predict when a certain
relationship will happen in the scenario of heterogeneous
networks [28].

Diffusion analysis in heterogeneous information networks.
In a well-connected online community, topics may spread
ubiquitously among user-generated messages (e.g., tweets) and
documents. Together with this diffusion process is the evolu-
tion of topic content, where novel contents are introduced by
documents which adopt the topic. Unlike explicit user behavior
(e.g., buying a TV), both the diffusion paths and the evolu-
tionary process of a topic are implicit, making their discovery
challenging. By modeling the task as a joint inference problem,
considering textual documents, social influences, and topic
evolution in a unified way, one can construct a probabilistic
mixture model to track the evolution of an arbitrary topic
and reveal the latent diffusion paths of that topic in a social
community and achieve promising results [29].

V. RESEARCH FRONTIERS

Viewing database as an information network and study-
ing systematically the methods for mining database-oriented
heterogeneous information networks is a promising frontier
in database and data mining research. There are still many
challenging research issues. Here we illustrate only a few of
them.

Online analytical processing of heterogeneous informa-
tion networks. The power of online analytical processing
(OLAP) has been shown in multidimensional data analysis.
However, the extension of OLAP to analysis of heterogeneous
information network is not straightforward. One of the major
challenges is how to discover concept hierarchies for entities
based on both data objects and their interactions in a network.
Another is how to systematically discover subnetworks, sum-
marize a heterogeneous network, and provide multiple views at
different granularity in a network. There are some preliminary
studies on this issue, such as [30], [31], [32]. However, much
work needs to be done to make OLAP heterogeneous networks
a reality.

Discovery and mining of hidden information networks.
Although a network can be huge, a user at a time could be only
interested in a tiny portion of nodes, links, or sub-networks.
Instead of directly mining the entire network, it is more
fruitful to mine hidden networks “extracted” dynamically from



some existing networks, based on user-specified constraints or
expected node/link behaviors. For example, instead of mining
an existing social network, it could be more fruitful to mine
networks containing suspects and their associated links; or
mine subgraphs with nontrivial nodes and high connectivity.
How to discover of such hidden networks and how to mine
knowledge (e.g., clusters, behaviors, and anomalies) from such
hidden but non-isolated networks (i.e., still intertwined with
the gigantic network in both network linkages and semantics)
could be an interesting but challenging problem.
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