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ABSTRACT 
Balloon Selection is a 3D interaction technique that is modeled 
after the real world metaphor of manipulating a helium balloon 
attached to a string. Balloon Selection allows for precise 3D selec-
tion in the volume above a tabletop surface by using multiple 
fingers on a multi-touch–sensitive surface. The 3DOF selection 
tasks is decomposed in part into a 2DOF positioning task per-
formed by one finger on the tabletop in an absolute 2D Cartesian 
coordinate system and a 1DOF positioning task performed by 
another finger on the tabletop in a relative 2D polar coordinate 
system. We have evaluated Balloon Selection in a formal user 
study that compared it to two well-known interaction techniques 
for selecting a static 3D target: a 3DOF tracked wand and key-
board cursor keys. We found that Balloon Selection was signifi-
cantly faster than using cursor keys and had a significantly lower 
error rate than the wand. The lower error rate appeared to result 
from the user’s hands being supported by the tabletop surface, 
resulting in significantly reduced hand tremor and arm fatigue.   

 
Keywords: 3D interaction, selection technique, augmented real-
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1 INTRODUCTION 
In their survey paper, Hinckley et al. [23] identify many of the 
challenges associated with designing 3D interactions, dividing the 
design space into two broad categories: those that deal with hu-
man perception and those that deal with ergonomics. The authors 
suggest that spatial references (props or the user’s own body), 
two-handed interaction, multi-sensory feedback, and physical 
constraints are invaluable for helping users to perceive and inter-
act with a 3D object and environment. They also strongly recom-
mend the reduction of extraneous degrees-of-freedom (DOF) to 
simplify the 3D task when possible. For example, in tasks requir-
ing translation, but not rotation, rotation should be disabled. Fur-
thermore, they suggest that providing a clear control metaphor 
(e.g., eyeball-in-hand [2, 9] camera or ray-casting) significantly 

improves the effectiveness of the interface and enhances the abil-
ity of the user to perceive the task at hand.  

In this paper, we present a novel interaction technique, called 
Balloon Selection (Figure 1), which follows these guidelines and 
allows for precise and accurate 3D selections in a constrained 
within-reach 3D environment. We are particularly interested in 
scenarios in which the user wishes to interact with a very small 
scale 3D environment, such as a model of the city, university 
campus, or an archaeological dig site [4, 25], seen from an out-
side-in (exocentric) view. Such environments, also known as 3D 
maps or world-in-miniature (WIM) models [37], are particularly 
well suited for collaborative scenarios in which multiple users 
discuss and analyze a given model over an augmented tabletop 
(e.g., [4, 35]).  Unfortunately, objects in small scale WIMs tend to 
be very hard to select, due to their small size, closeness, and po-
tential overlap (Figure 2).   

We designed Balloon Selection to fully exploit the benefits of a 
firm touch-sensitive surface to assist the user in accurate 3D se-
lections. First, the surface is able to provide passive haptic support 
for the user’s hands, which would otherwise need to be held con-
tinuously in mid air. By having the user rest their hands on the 
surface, we improved selection accuracy by significantly reducing 
hand tremor and arm fatigue. Second, when the user’s hands are 
on the surface, they tend to remain below the 3D model and thus 
do not obscure the 3D objects being manipulated. Third, we took 
advantage of the multi-touch surface by designing a technique that 
decomposes the 3DOF selection task into a 2DOF positioning task 
performed by one finger on the tabletop in an absolute 2D Carte-
sian coordinate system and a 1DOF positioning task performed by 
another finger on the tabletop in a relative 2D polar coordinate 
system.  
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Figure 1: Balloon Selection in action. 3D spherical cursor above 
the surface is controlled by multi-finger interaction on the touch-
sensitive surface. This image is taken through a video-mixed 
augmented reality system on a black paper-covered projection 
surface.  
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In the remainder of this paper, we first provide an overview of 
related work, followed by a detailed description of our technique. 
We then present a user study that compares our technique with 
two well-known interaction techniques for selecting a static 3D 
target: a 3DOF tracked wand (chosen for its intuitive and direct 
mapping to the task) and keyboard cursor keys (chosen for accu-
racy and insensitivity to hand tremor and arm fatigue). We con-
clude with a discussion of our results and some potential future 
applications of our work. 

2 RELATED WORK 
Research on selection techniques in 3D immersive environments 
can be divided into two broad categories. First, the ray-based 
selection techniques, and their aperture-based superset, use a pro-
jected ray, either visible or not, from the user’s hand or head to 
select targets that the ray intersects [6, 16, 29, 31, 38]. Second, 
virtual hand techniques, or 3D cursors, provide a direct or offset 
mapping between the hand position and the location of a 3D cur-
sor [17, 29, 34, 38]. For example, thirty-five years ago, Vickers 
[38] described the use of a hand-held 3D position-tracked wand 
that could be used to select vertices within a small virtual cube at 
its tip (3D cursor selection); buttons on the wand allowed the 
selection geometry to move to an otherwise out-of-reach vertex 
along the vector defined by the right eye and the tip of the wand 
(ray-based selection). 

While ray-based selection has been shown to achieve faster se-
lection times than the use of a 3D cursor for general virtual reality 
(VR) tasks [7], it is not as well suited to selecting targets that are 
small, closely grouped together, or partially or completely oc-
cluded, such as the ones found in many WIM models. It is possi-
ble to enhance the WIM metaphor by showing just a relevant 
subset of the environment [41] and then scrolling or scaling 
through it; however, this technique tends to lose the context pro-
vided by the complete WIM, which is one of the benefits of using 
a scaled model of the environment.  

Several researchers have tried to address the problems posed by 
nearby and occluding objects in ray-based selection. Hinckley et 
al. [23] and Bowman and Hodges [8] discuss methods for choos-
ing one of multiple selections along a ray. Work by Olwal et al. 
on SenseShapes [31] uses multimodal input and the history of 
interaction with the selection geometry to disambiguate among 
potential selections, while Wyss et al. [42] present a two-handed 
technique based on the intersection of two rays. Olwal and Feiner 

[32] describe a flexible pointer that allows the user to bend the 
selection ray to avoid other objects. Recently, the use of flexible 
and adjustable rays to select 2D widgets in 3D environments has 
been further explored by Andujar and Argelaguet [1] and de Haan 
et al. [20]. 

Improvements to 3D cursor techniques usually focus on two 
categories: extending the user’s reach and making the user’s vir-
tual hand or 3D cursor more accurate. Poupyrev et al. developed 
GO-GO [34], which nonlinearly maps the distance between the 
user’s body and their real hand to the distance that the virtual 
hand moves from the user. Pierce et al. developed the Voodoo 
Dolls technique [33], which brings scaled copies of distant objects 
within reach for fine manipulation. Frees and Kessler [17] adap-
tively adjust the control-display ratios of a 3D cursor to assist in 
precise position and rotation interactions. Herndon et al., in their 
work on Interactive Shadows [22], manipulate 3D objects by 
means of their 2D projections on principle plains, inspiring our 
manipulation of the balloon on the projection surface.  

Bimanual interaction has been explored in both 2D and 3D con-
texts. In their pioneering work, Buxton and Myers [11] demon-
strated that users tend to parallelize interaction tasks between 
hands, thus gaining significant performance improvements. 
Guiard highlighted the asymmetric roles of human hands in many 
bimanual tasks [19]. Cutler et al. [13] describe bimanual interac-
tions for manipulating both the user’s perspective and 3D models. 
Mine et al. employ two-handed interaction for travel [29], while 
Hinckley et al. [24] argue for use of tangible props held with a 
non-dominant hand and manipulated with a dominant hand. 
Grossman et al. [18] evaluated several two-handed and multi-
finger interactions for 3D volumetric displays.  

The recent emergence of many multi-touch–sensing tabletop 
surfaces [14, 21, 36, 39, 40] has inspired numerous techniques 
that explore the benefits of multi-touch interactions. Moscovich et 
al. [30] demonstrate the use of multi-touch methods to interac-
tively animate 2D figures. Benko et al. [5] use multiple fingers to 
adaptively scale cursor movement and increase precision in a 
cursor selection task. In many ways, our Balloon Selection tech-
nique follows the ideas of Benko et al. [3], whose Cross-
Dimensional Gestures use the multi-touch surface in conjunction 
with a 3D tracked glove to enable seamless transitions between 
displays and dimensions in a hybrid augmented environment.  

3 BALLOON SELECTION TECHNIQUE 
Balloon Selection was inspired by how people play with a helium 
balloon on a string. A tethered helium balloon floats straight up 
from the point where its string is being held. If one holds the 
string tightly with one hand, with the string passing loosely 
through the fingers of the other hand and moves the hands relative 
to each other, the balloon will change in height along a vector 
passing perpendicularly through the hand closest to the balloon 
(Figure 3). This simple, yet powerful, metaphor demonstrates one 
way in which a 3DOF positioning task can be effectively decom-
posed into two separable tasks [26]: a 2DOF positioning task in 

Figure 2: A world-in-miniature model of an archaeological excava-
tion site at Monte Polizzo, Sicily, annotated with representations of
excavated finds. Note that the objects representing the excavated
finds tend to be extremely small and grouped together, making
their selection difficult at this scale. 

Figure 3: An illustration of the basic principle of Balloon Selection. 



the ground plane and a 1DOF “string-pulling” task for regulating 
the balloon height. This basic metaphor has the interesting prop-
erty that the user’s hands only need to move in a single plane to 
control the 3D location of the balloon. This inspired us to use a 
multi-touch surface to control and select 3D objects above the 
surface.  

While we consider Balloon Selection to be a 3D cursor tech-
nique, it is also possible to analyze it as a modified ray-casting 
technique in which the ray always originates on the surface, points 
in a fixed direction (vertical), and has variable finite length (string 
length). Not being able to change the (always vertical) angle of 
the ray restricts the volume in which Balloon Selection can oper-
ate; however, this constraint eliminates some of the hand tremor 
difficulties associated with ray-casting techniques where small 
angular movement at the origin results in large physical move-
ment at a distance.  

3.1 Interaction Implementation 
We implemented Balloon Selection in a hybrid multi-display 
augmented reality (AR) environment consisting of a tracked head-
worn display and a multi-touch–sensitive projected tabletop dis-
play. A pair of instrumented gloves allows the locations on the 
tabletop of four fingers (the index fingers and thumbs) to be indi-
vidually tracked. (A detailed description of our environment can 
be found in Section 4.2.) The physical balloon is replaced by a 
virtual balloon, consisting of three-axis crosshairs within a semi-
transparent sphere. The physical string is replaced by a pair of 
dashed virtual lines. In our environment, a horizontal line is dis-
played on the projected tabletop, while the cursor and a vertical 
line are displayed in the head-worn display. (Alternatively, both 
lines could have been displayed in the head-worn display.)  

To instantiate the balloon, the user touches the tabletop with 
one sensed finger (anchor) and places a second sensed finger 
(stretching finger) immediately adjacent to it. This dual-and-

adjacent finger state triggers the creation of a 3D balloon sphere 
that now resides on the surface at the location of the anchor (Fig-
ure 4a). It also allows for a simple yet powerful way to disam-
biguate between regular (single touch) pointing and invocation of 
the Balloon Selection technique.  

By moving the stretching finger away from the anchor, the user 
“stretches” the virtual string between the fingers (Figure 4b). 
When the user reverses direction, the string’s length becomes 
fixed and the balloon rises from the surface (Figure 4c).  

At this point, the user’s anchor finger controls the position of 
the balloon in the horizontal plane (2DOF) while the stretching 
finger controls its elevation from the surface (1DOF). It is impor-
tant to note that only the relative distance between the anchor and 
the stretching finger matters, and not the absolute location of the 
stretching finger on the surface, thus making the specification of 
the height a pure 1DOF task. Moving the two fingers in parallel 
translates the balloon in a horizontal plane above the surface. 
Maintaining a constant offset between the fingers can be challeng-
ing, so we have designed some variants that make high precision 
possible (see Section 3.3).  

Additional modifications of the balloon are possible by employ-
ing a separately sensed third finger. The user can adjust the size of 
the balloon by changing the distance between the third finger and 
the anchor, which is used as a scaling factor: moving the fingers 
apart scales up the balloon, while moving them closer together 
scales it down (Figure 4d–e). To perform a selection, the user 
again uses the dual-and-adjacent finger method, this time between 
the stretching finger and a third finger, making the equivalent of a 
“clicking” action (Figure 4f).  

3.2 Visual and Audio Feedback  
In initial testing, we discovered that users had difficulty under-
standing the string stretching state, since it did not map well to a 
physical metaphor. Therefore, we decided to add visual and audio 

Figure 4: Frames from a Balloon Selection interaction sequence (captured through a video-mixed display). (a) Placing two fingers (the anchor 
and the stretching finger) adjacent to each other on the tabletop instantiates the 3D cursor (balloon).  (b) Moving the stretching finger away 
from the anchor stretches the virtual string between the two fingers. (c) Moving the fingers closer together raises the balloon from the surface. 
(d–e) Moving the thumb on the anchor’s hand towards or away from the anchor scales the balloon up (for easier) or down (for more precise) 
selection. (f) Moving the anchor on the surface translates the balloon parallel to the plane of the table, while varying the distance between the 
anchor and the stretching finger determines the balloon’s height. Placing the thumb of the stretching finger’s hand adjacent to the stretching 
finger triggers the selection of the target cube. 

(a) (b) (c) 

(d) (e) (f) 



cues to attempt to guide the user through successful use of Bal-
loon Selection. Currently, both the string and the balloon change 
color when the string is being stretched (orange during stretching, 
white while in use). In addition, when stretching, the user hears a 
rapid sequence of ratcheting clicks to enhance the physicality of 
the string/chain that holds the balloon. Interestingly, despite the 
mixed metaphors, our test users often highlighted this feature as 
the key aspect in making the balloon-on-a-string metaphor believ-
able.  

Additionally, we change the cursor and string color and add a 
different single clicking sound during selection to provide clear 
feedback for the triggering action.  

3.3 Multi-Finger Considerations 
While our technique requires the use of multiple fingers, the fin-
gers are not assigned a predefined role. Rather, we assign the 
finger role based strictly on the order in which the fingers touch 
the surface (following the approach outlined in  Benko et al. [5], 
and inspired by the complementary notion of determining hand-
edness from the spatial relationship of two tracked devices de-
scribed by Kurtenbach et al. [28]). Thus, rather than requiring the 
particular assignment of fingers shown in Figure 4, we general-
ized our technique by classifying the first contact with a tabletop 
surface as the primary finger (anchor), the second contact as the 
secondary finger (stretching finger), and the third contact as the 
tertiary finger (scaling finger or selection finger). Therefore, our 
technique does not depend on the tabletop surface identifying the 
specific fingers or hands that are currently touching the surface, 
even though the glove-based sensing technology that we use can 
provide that information.  

This order-based approach has several significant benefits. 
First, it makes our technique more widely applicable, given that 
most touch screens cannot identify individual touches as belong-
ing to a particular user or hand. Second, both left-handed and 
right-handed users have no problems adopting their preferred 
finger usage, since Balloon Selection allows either hand to be the 
dominant positioning hand. Additionally, allowing the user to 
choose which finger/hand to use for the particular role ensures 
that the entire table surface is easily reachable. For example, it is 
possible to control the position of the cursor with the left hand 
when close to the left border, to avoid crossing the hands. Third, 
this approach has an added benefit, in that Balloon Selection can 

be used as both a two-handed and a single-handed technique. (We 
note here that our current glove design supports only two touches 
per glove, necessitating the use of two gloves to trigger the selec-
tion.)  

3.4 String Height Clutching  
The requirement of always needing to hold at least two fingers on 
the surface can be relaxed once the balloon has been created. In 
fact, by lifting the secondary finger off the surface, the user can 
“declutch,” temporarily fixing the height of the balloon. Reposi-
tioning the secondary finger on the surface automatically reac-
quires the string, with the height of the balloon remaining con-
stant, while the horizontal portion of the string is lengthened or 
shortened to fit between the primary and secondary fingers.  

Clutching has two major benefits. First, when further height ad-
justment is not desired, the user can eliminate this DOF (and po-
tential effects of additional hand tremor) by lifting the secondary 
finger off the surface. Second, by clutching, the string can be 
extended beyond the maximum length allowed by the surface 
diagonal. This makes it possible to extend the balloon’s reach far 
above the surface and for the total length of the balloon string to 
be lengthened or shortened as desired.  

While string height clutching and declutching might not be nec-
essary in a two-handed approach in which the distance between 
the primary and secondary fingers can be sufficiently great, we 
believe that it would be very beneficial in single-handed operation 
where the physical distance between the fingers of a single hand is 
a serious limiting factor. Our system supports string height clutch-
ing and declutching; however, we disabled it for our user experi-
ment to minimize learning time.  

4 USER EVALUATION 
We performed a user study to determine how Balloon Selection 
compared with other selection techniques. Twelve paid partici-
pants (10 male and 2 female), ages 20–27, were recruited by mass 
email to graduate and undergraduate Computer Science students 
at our university. All subjects were frequent computer users, but 
had little previous experience with VR or AR techniques or tech-
nology. Two participants reported that they actively play 3D 
computer games (several hours per week). All subjects identified 
themselves as right-handed. Four participants wore corrective 
contact lenses, while the others reported no vision impairment. 
While all subjects reported using touch-screens regularly (mostly 
ATM machines), none had experience with multi-touch screens.  

4.1 Baseline Comparison Techniques 
To evaluate the performance of Balloon Selection (BALLOON), 
we decided to compare it to two existing 3D selection techniques 
for selecting static targets: a direct interaction technique using a 
3DOF tracked wireless wand (WAND), and a keyboard technique 
(KEYBOARD). Each of these baseline techniques is known for 
having certain benefits with which we wanted to compare Balloon 
Selection. WAND has the advantage of being relatively fast and 
using a direct, absolute interaction device that relies on well 
trained 3D human motor skills. In contrast, KEYBOARD would 
be expected to offer the most accuracy, eliminating the effect of 
hand tremor and arm fatigue. All three techniques offered the user 
the same capabilities: 3DOF positioning of a spherical cursor, 
1DOF cursor size (radius) control, and selection triggering. For 
each technique, all scene objects intersecting the cursor were se-
lected when the trigger was fired. 

4.1.1 WAND Technique 
WAND was implemented with a wireless Logitech TrackMan 
Live device whose trackball was removed (Figure 5). The 3D 

Figure 5: Interaction devices used in our experiment (top to bot-
tom): A 3DOF tracked three button wand (Logitech TrackMan 
Live), a pair of specially constructed gloves with two active fingers 
on each hand, and the keyboard. The devices are laid out on the 
DiamondTouch surface.  



cursor tracked the position of the wand in space, which was ac-
complished by using an Origin Instruments DynaSight optical 
tracker to track a passive retroreflective target affixed to the wand. 
Cursor size was controlled by pressing the buttons on the wand 
(the left and middle buttons made the cursor incrementally smaller 
and larger, respectively), while selection was performed by press-
ing on the right button. 

4.1.2 KEYBOARD Technique 
KEYBOARD used the number pad on a standard keyboard to 
provide cursor position and size control. Keys 4 and 6 moved the 
cursor left and right, keys 8 and 2 moved the cursor out and in, 
and keys 7 and 1 moved the cursor up and down. The participant 
could adjust the size of the cursor by pressing 3 (smaller) and 9 
(larger), and select by pressing the space key. Positioning was 
done in the absolute world-coordinate system and was therefore 
consistent with WAND and BALLOON. Movement was per-
formed at a fixed speed of 4 cm / second when a key was de-
pressed, which we found to offer a good balance between speed 
and accuracy in our preliminary pilot experiments. Our implemen-
tation supported moving in more than one dimension simultane-
ously; however, we observed that participants rarely took advan-
tage of this. 

4.2 Experimental Setup 
The experiment was performed on a PC running Windows XP 
Pro, with two NVIDIA Quadro FX 4500 graphics cards. One 
display output was connected to a Proxima Ultralight x350 DLP 
projector (1024 × 768 resolution), which projected onto a Mitsu-
bishi Electric Research Laboratory DiamondTouch table [14], a 
multi-user, multi-touch interaction surface. The other display 
output was connected to a Sony LDI-D100B stereo, see-through, 
head-worn display (800 × 600 resolution). The projected and 
head-worn displays are driven by separate application modules, 
both developed in Java and Java3D, which communicate through 
the Adaptive Agent Architecture [27] to facilitate easy connection 
to, discovery of, and communication among the modules.  

Head tracking was performed by a ceiling-mounted InterSense 
IS900 6DOF tracker, while the wand’s position was tracked by a 
Origin Instruments DynaSight optical tracker mounted 60 cm 
from the surface. This setup was deliberately chosen to maximize 
the measurement accuracy of the wand and therefore not provide 
a bias against this technique. The DynaSight documentation re-
ports that the optimal measurement resolution of the DynaSight 
tracker at about 40 cm is 0.05 mm in three axes. While we did not 
attempt to verify this numeric claim, we did determine that the 
rendered cursor did not move when the wand was held stationary. 
This sub-pixel resolution was deemed more than adequate given 
that the smallest target in our test was 4 mm wide and projected to 
multiple pixels. (Note that because we were selecting virtual, 

rather than real targets, we were concerned more with resolution 
than absolute accuracy.) 

The DiamondTouch surface reports an interpolated touch reso-
lution of 2032 × 1520 touch pixels. The physical dimensions of 
the DiamondTouch surface are 64 cm × 48 cm, which translates 
into a measurement resolution of about 0.3 mm in each dimen-
sion. Again, this was deemed more than satisfactory for our tar-
gets of 4 mm width and up. To receive individual reports for each 
of the user’s two thumbs and index fingers on the DiamondTouch 
surface, we created gloves with conductive fabric (Shieldex Bre-
men), inspired by those developed by Butler et al. for their Habi-
lisDraw DT system [10]. As shown in Figure 5, a separate strip of 
conductive fabric is run along each thumb and index finger, and 
each strip is connected by a cable to a separate DiamondTouch 
input. 

4.3 Task 
Participants were asked to perform a target acquisition task. The 
experiment environment consisted of a cubic array of 3 × 3 × 3 
wireframe cubes, of which only the center (red) cube was the 
actual goal target and the other 26 (cyan) cubes were distracter 
targets (Figure 6). Cubes were rendered solid when they inter-
sected the balloon. To successfully complete the trial, participants 
needed to select just the goal target, without selecting any of the 
distracter targets. Simple audio cues were used to signal to the 
participant whether or not their selection was successful. The 
sounds were chosen from the standard Windows XP sounds, with 
“ding.wav” signaling success and “chord.wav” signaling failure. 
This was done to ensure that the participants remained motivated 
to perform correct selections as the trials continued. 

4.4 Procedure 
A within-subjects, repeated measures design was used consisting 
of three techniques (WAND, BALLOON, and KEYBOARD) and 
four target sizes (cubes with edge lengths of 10 mm, 8 mm, 6 mm, 
and 4 mm). The experiment lasted approximately 45 minutes, and 
was divided into three blocks, with short breaks between blocks. 
Each block consisted of all trials for one of the three techniques, 
and the order in which the techniques were presented was coun-
terbalanced across participants. Each block began with a short 
practice period in which the participant was taught a technique 
and given a set of practice trials in which to learn and experiment 
with that technique.  

When the participant felt comfortable with a technique, they 
proceeded to complete the test of 40 target selections. The targets 
were presented in order of decreasing size, where the target size 
and the distance between targets were reduced by 2 mm in each 
dimension after each set of ten selections. The position and orien-
tation of targets was randomly changed for every trial, but all 
targets were positioned between 10 to 30 cm above the tabletop, 
and never more than 10 cm apart. This design resulted in 120 
different recorded trials per participant. 

4.5 Hypotheses 
Prior to our experiment, we postulated the following four hy-
potheses:  

(H1) WAND would be the fastest technique because of its use 
of a direct interaction device for integrated, continuous 3D posi-
tion control in an absolute 3D coordinate system, modeled on the 
familiar task of directly touching a 3D point. 

(H2) KEYBOARD would be the slowest technique because of 
its use of keys to separately control velocity along each of the 
three axes. 

(H3) BALLOON would not be as affected by hand tremor and 
arm fatigue as WAND, and therefore have a lower error rate than 
WAND. 

(a) (b) 

Figure 6: The “cube-of-cubes” target setup being used with a 
WAND technique (3D cursor is a semi-transparent white sphere). 
(a) The successful selection of a goal target (red middle target). 
(b) The unsuccessful selection of more than one target by a larger 
3D cursor. 



(H4) KEYBOARD would have the lowest error rate, since 
tracking precision, hand tremor, and arm fatigue would not affect 
it at all.  

Overall, we were hoping to show that BALLOON would per-
form almost as fast as WAND, but have substantially lower error 
rate due to reduction of hand tremor and fatigue.  

4.6 Results 
Our data was first cleared by removing outliers, which accounted 
for 1.5% of all trials. The trials that ended in less than one second 
or more than one minute, or that resulted in a selection more than 
5 cm away from the set of targets, were classified as outliers. 
Most of the outliers were caused by mistaken clicking when the 
participant inadvertently executed a selection command rather 
than moving or resizing the cursor. Outliers were present for all 
three techniques: 3 in WAND, 10 in BALLOON, and 9 in KEY-
BOARD, out of 480 selections for each technique (40 selections × 
12 participants). We analyzed our outlier-free results according to 
three factors: completion time, error rate, and subjective ratings.  

4.6.1 Completion Time Analysis 
We performed a 3 (Technique) × 4 (Size) repeated measured 
ANOVA on mean selection times for the successfully completed 
trials (91% of outlier-free trials), with our subjects as a random 
variable. We found significant main effects across all conditions.  

As expected, Technique had a significant main effect on com-
pletion times (F(2,22)=22.334, p<0.001). KEYBOARD was on 
average more than 5 s slower than BALLOON (t(11)=5.07, 
p<0.001), while there was no statistically significant difference in 

the performance of WAND and BALLOON (Figure 7). The aver-
age completion time difference between WAND and BALLOON 
techniques was very small (0.3s). This confirmed H2, but failed to 
confirm H1. Size contained significant effects (F(3,33)=20.228, 
p<0.001) that confirmed the expected result: selection time in-
creased as target size decreased. 

While the interaction of Technique and Size did not contain 
significant effects overall, it is interesting to observe that WAND 
was more negatively affected when selecting the smallest target (4 
mm) than BALLOON (Figure 8). Overall, when selecting the 
smallest target, BALLOON was the fastest technique.  

4.6.2 Error Rate Analysis 
To examine the performance of our techniques with regard to 
error rate, we performed a 3 (Technique) × 4 (Size) repeated 
measured ANOVA on mean error rate data, with our subjects as a 
random variable. Significant main effects were found across all 
conditions.  

The Technique factor contained a significant main effect 
(F(2,22)=18.707, p<0.001). On average, WAND was more than 
three times more error-prone than BALLOON (t(11)=4.635, 
p<0.001), with an error rate of 16.1%, compared to 5.5% for 
BALLOON or 4.1% for KEYBOARD (Figure 9). This confirmed 
H3. Interestingly, while our data showed that BALLOON was 
slightly more error prone, this difference was not statistically 
significant. Therefore, H4 was not confirmed. 

The Size factor also had a significant effect on error rate 
(F(3,33)=4.672, p<0.01) (Figure 10). While all techniques per-
formed somewhat consistently on 10, 8, and 6 mm targets, the 
smallest target (4mm) caused significantly more errors (approxi-
mately twice as many) than the others.    

The interaction of Technique and Size was not found to be sig-
nificant, with all techniques being equally affected by the target 
size decrease. However, we note that across all target sizes, 
WAND was consistently the most error-prone technique.  

4.6.3 Subjective Evaluations 
Subjects filled out a post-experiment questionnaire rating their 
experience with the three techniques on a five-point Likert scale 
(1 being most negative and 5 being most positive). The partici-
pants were asked to comment on the techniques with regard to 
ease of use, learning time, performance speed, mental effort, 
hand/arm fatigue, and enjoyment. Given the relatively small num-
ber of participants and some differences in their relative ratings, it 
is hard to draw significant conclusions from this data. However, 
we present these results as an indication of general trends of user 
preferences, rather than conclusive evidence.  

Figure 9: Average error rate (%) of the three techniques. We found 
no statistically significant difference between the error rates of 
BALLOON and KEYBOARD.  
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Figure 8: Performance of three techniques across four target sizes. 
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Figure 7: Average completion times (seconds) for the three tech-
niques: KEYBOARD was significantly slower then BALLOON
(t(11)=5.07, p<0.001), while WAND and BALLOON performed
without statistically significant differences overall. 



Overall, WAND was rated best for ease of use (3.75), learning 
time (4.41), and mental effort (3.91). In subjective evaluation of 
performance speed, the participants rated BALLOON (4.08) and 
WAND (4.00) as the fastest with almost identical scores, while 
KEYBOARD was given a much lower average score (2.58). 
These results are consistent with our quantitative experimental 
results, which did not find a statistically significant difference 
between the performance speeds of BALLOON and WAND for 
this task.  

 For hand/arm fatigue, KEYBOARD was given the best rating 
(4.50), with WAND rated the most fatiguing (3.00), and BAL-
LOON rated 3.58.  Subjects found BALLOON to be the most 
enjoyable to use (4.33), while KEYBOARD was the most frustrat-
ing (2.91). This might be skewed by the novelty and “coolness” 
factor of BALLOON, as noted by five participants. Overall, half 
of our participants (6 out of 12) rated WAND as their top choice 
for a 3D selection task, followed by BALLOON (4 out of 12). 
The preference for WAND is hardly surprising, considering the 
directness of this technique; however, many participants who 
preferred WAND overall, stated in their comments that for small 
targets they preferred BALLOON given that it “caused less fa-
tigue and was easier to use more accurately than the wand” (Sub-
ject  8).  

5 DISCUSSION AND FUTURE WORK 
While we expected that BALLOON would achieve lower error 
rates than WAND, we were pleasantly surprised that there was no 
statistically significant difference in performance speeds between 
BALLOON and WAND in our study. Our data suggests that Bal-
loon Selection provides the user with fast and slightly indirect 
interaction, while simultaneously reducing hand fatigue and low-
ering selection error rate.  

We believe that much further work can be done to optimize 
Balloon Selection for specific tasks. For example, we plan to in-
vestigate ways to further eliminate spurious selections, as well as 
evaluate the clutching enhancements outlined in Section 3.4. Fur-
thermore, for environments in which a wide range of selection 
heights must be supported, Balloon Selection could be extended 
to include GOGO-like nonlinear mapping of the distance between 
the anchor and stretching finger, or translation of the working 
volume. 

While constraining the point of origin to the surface ensures 
that the user’s hands are not occluding the 3D object, it also 
means that the balloon’s first appearance will often be behind the 
virtual scene and therefore invisible to the user. One simple exten-
sion would be to support a user-settable initial offset from the 

surface, which would address sparse scenes with a raised ground 
plane. Additional visual feedback could be provided (e.g., cut-
away views [12, 15] or transparency) to allow the user to see the 
balloon upon creation or as it moves within a densely populated 
environment. Furthermore, not being able to see one’s hands 
while interacting might be disturbing to the user. This effect 
should be evaluated in a separate study.  

We are currently planning to further evaluate Balloon Selection 
in a hybrid AR environment for visualizing large point cloud data 
sets, such as the model of the Fort Jay complex at Governors Is-
land, NY, shown in Figure 11. Because of the size of the Fort Jay 
complex (about 22,500 m2), each of the buildings in its scaled 
model is only several cm tall, but still contains millions of distinct 
points that could be of interest. We plan to explore whether the 
use of Balloon Selection can reduce the number of scaling opera-
tions that need to be performed on the model to be able to select 
features of interest with some desired degree of precision.  

6 CONCLUSIONS 
We have presented a 3D selection technique that decomposes a 
3DOF precise positioning task into a set of 2DOF and 1DOF posi-
tioning tasks on the tabletop. Our study did not show that users 
were penalized for this decoupling in terms of interaction speed 
and simplicity, but rather that they gained accuracy while reduc-
ing hand fatigue. Although we do not believe that Balloon Selec-
tion is the best method for 3D selection in every circumstance, we 
are hopeful that for many 3D tasks that operate on the volume 
above an interaction surface, this technique will provide a good 
metaphor for 3D selection. In particular, Balloon Selection ap-
pears to work well for static targets, such as the ones described in 
this paper, and may also prove useful for targets whose movement 
is perceived by the user as being decomposed into 2D and 1D 
components. Our exploration of this single technique barely 
scratches the surface of the rich interaction space of multi-finger 
and multi-touch techniques for improving interactions on and 
above hybrid touch-sensitive surfaces.  
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Figure 11: Balloon Selection being used in a dense point cloud 
model of Fort Jay at Governors Island, NY. (Range scan data 
courtesy of Columbia University Robotics Lab.) 
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Figure 10: Average error rate (%) across target sizes. On average, 
selecting the smallest target (4mm) caused participants to commit
twice as many errors as they did for the larger targets.  
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