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Abstract

The most important security concern in group key ex-
change protocols is the semantic security of the produced
shared key which dictates that outsiders should not be
able to learn anything about the key. It is also challeng-
ing for these protocols to retain their security even in the
presence of dishonest insiders who do not follow the pro-
tocol specifications. In this paper, we propose an identity-
based group key exchange protocol which addresses these
security concerns. We prove that our scheme achieves se-
mantic security in a well-known adversarial model. We
then show that the success probability of recognizing dis-
honest insiders in the proposed scheme is almost one. We
further provide a comparison between our protocol and
some other schemes in terms of computation and commu-
nication cost, as well as security properties.
Keywords: Bilinear pairing, dishonest insiders, elliptic
curve, group key exchange, provable security

1 Introduction

In an Internet conference the participants communicate
with each other over an insecure network. In order to pre-
vent the conference contents to be revealed, their commu-
nications must be encrypted. Therefore, the participants
should agree upon a common key and use it for encrypting
the messages. One solution to establish such a common
key is using group key exchange protocols in which the
group members compute a common key via an insecure
public channel cooperatively [16, 20, 21, 36].

The first key exchange protocol was proposed in 1976
by Diffie and Hellman [15]. The scheme enabled two par-
ticipants to establish a common key and its security was
based on the discrete logarithm problem. But it was not
suitable for groups of users. In 1982, Ingemaresson et
al. [23] proposed the first group key exchange protocol.
Both of these schemes were vulnerable against the man-
in-the-middle attack, i.e., an adversary could impersonate

the participants without being detected. So the authenti-
cation property was added to the key exchange protocols
[25] and therefore, one could assure that he is establish-
ing the key with legitimate participants [19, 30]. In other
words, while security in key exchange protocols is consid-
ered against a passive adversary who only eavesdrops, in
authenticated key exchange protocols, a stronger class of
adversaries is involved who is capable of controlling all
communication in the network.

In 1984, Shamir [32] introduced the concept of identity-
based cryptosystems. In this setting, a user’s private key
is generated by a trusted key generator center (KGC), en-
abling any party to derive the user’s public key from his
identity and thereby removing the need for public-key cer-
tificates. An authenticated key exchange protocol is called
identity-based if the users use an identity-based asymmet-
ric key pair instead of a traditional public/private key pair
for authentication and determination of the established
key. Since identity-based systems simplify the process of
key management (compared to the traditional public key
systems), they have been considered extensively for de-
signing key exchange protocols [11, 33, 35].

In real world, it is not reasonable to assume that all
participants are honest and in fact an important issue in
key exchange protocols is the presence of malicious insid-
ers. Two types of malicious behavior are considered in the
literature. One is impersonation in which the malicious
participant impersonates another entity in the group who
is not present [13]. Another type of malicious act which we
consider in the paper as of this point, pertains to partic-
ipants who prohibit the group from computing the same
shared key by broadcasting fake information, i.e., values
which are not produced according to the protocol spec-
ifications [18]. The word ”dishonest” refers to this kind
of users throughout this paper. To deal with dishonest
participants, the fault-tolerance property was introduced
for group key exchange protocols in 2002 [34]. This prop-
erty ensures that honest participants are able to acquire
a conference-key; no matter how many dishonest partic-
ipants exist. Since then, some other fault-tolerant group
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key exchange protocols have been proposed [22, 37].
So far and to the best of our knowledge, no formal se-

curity proof exists for the fault-tolerance property of these
schemes. It is one of the goals of this paper to introduce
a formal proof for security against dishonest insiders (see
Section 4.1). In fact, until recently, ’informal’ definitions
and proofs were widely used for group key exchange pro-
tocols. Most of such definitions were originally stated for
two-party protocols and then adapted to a group setting.
The informal definitions serve as foundations for the sub-
sequent formal security models for group key exchange
protocols. Examples are notions like key privacy, known-
key security, key freshness, forward and backward secrecy,
entity authentication, unknown key-share resilience, key
confirmation, and key control. For more details, the in-
terested reader is referred to [31].

In the paradigm of provable security for key exchange
protocols, a ’formal model’ must be defined. In this
model, the capabilities of the adversary as well as the
players should be captured. It has to be clearly stated
what it means for the scheme to be secure and provide
a proof of its security. The security proof aims to show
that the scheme actually achieves the claimed security
goals under computational assumptions. The proof usu-
ally works via reduction to an underlying hard problem.

Bellare and Rogaway [3] in 1993 proposed the first com-
putational security model for authenticated two-party key
exchange protocols. Since then some other security mod-
els were proposed [1, 10]. In 2001, Bresson et al. [8]
proposed the first computational (game-based) security
model for group key exchange protocols (referred to as
the BCPQ model) which builds on prior work from the
2-party setting [2, 3, 4]. This model has been widely used
to analyze group key exchange protocols [6, 7].

In 1994, Burmester and Desmedt [9] proposed an effi-
cient group key exchange protocol. A variant of this pro-
tocol was later proposed in 2008 by Dutta and Barua [17].
The variant has a lower communication cost and can han-
dle the joining and leaving processes of the participants.
However, this scheme has some weaknesses: (1) The au-
thors claimed that their scheme could detect the presence
of dishonest participants. However, Eslami and Kabiri
in [18] designed an attack to prove that this claim was
not true and showed how two dishonest insiders could
prohibit legitimate participants from obtaining the same
shared key; (2) It is unable to identify dishonest partici-
pants.

In this paper, we employ elliptic curves and bilinear
pairings to propose a group key exchange protocol which
does not suffer from these weaknesses. The advantage
of elliptic curve-based cryptosystems is their short key
size, high processing throughput, and low bandwidth. We
prove that our proposed scheme is secure in BCPQ model.
Since this model does not consider dishonest participants,
we design an experiment to formally prove the security of
our protocol in the presence of dishonest participants.

The rest of this paper is organized as follows: Section 2
briefly explains preliminary concepts. Our proposed pro-

tocol is described in Section 3. In Section 4, we discuss
the security concepts of the proposed protocol. Section 5
is devoted to performance analysis and comparisons. Fi-
nally, a conclusion is drawn in Section 6.

2 Preliminaries

We briefly describe the preliminaries needed in the paper.
First, the definition of bilinear pairings is given. Then we
introduce elliptic curves. The computational problems
used for security analysis are listed afterwards. Finally,
we describe the security model in which the security of
our group key exchange protocol is proven.

2.1 Bilinear Pairings

Let P denote a generator of G1 where G1 is an additive
group of large order q and let G2 be a multiplicative group.
A pairing is a map e : G1 × G1 → G2 which has the
following properties:

Bilinearity. For every S, Q,R ∈ G1 we have:

e(S + Q,R) = e(S, R) · e(Q, R).

e(S, Q + R) = e(S,Q) · e(S, R).

Non-degeneracy. There exist R,Q ∈ G1 such that
e (R, Q) 6= 1G2 , where 1G2 is the identity element
of G2.

Computability. There exists an efficient algorithm to
compute e(R,Q) ∈ G2 for any R, Q ∈ G1.

Note that non-degeneracy means that if e(R, Q) is the
identity element of G2, then either R is the identity of G1

or Q is the identity of G1. (See [12], pp. 29)

2.2 Elliptic Curves

An elliptic curve defined over GF (q) is given by the equa-
tion: E : y2 = x3 + ax + b, where a, b ∈ GF (q) and
4a3 + 27b2 6= 0. The points of E (plus an infinite point
O) together with a special operator ”+”, form a finite
Abelian group.

2.3 Cryptographic Assumptions

Definition 1. (Elliptic Curve Discrete Logarithm
(ECDL) Problem) Given kA where A is a point on el-
liptic curve E, find k.

The advantage of a distinguisher A against the ECDL
problem is defined as

advECDL
A,E = Pr[A(kA) = k].

Definition 2. (Elliptic Curve Discrete Logarithm
(ECDL) Assumption) Given kA ∈ elliptic curve E,
advECDL

A,E of a distinguisher A whose goal is to solve the
ECDL problem is negligible.
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Note that a negligible function f has the property that
for every polynomial p(.) there exists an N such that for
all integers n > N it holds that f(n) < 1

p(n) .

Definition 3. (Computational Diffie-Hellman (CDH)
Problem) Given (P, aP, bP ) where P is the generator of
additive group G from order q and a, b ∈ Z∗q , find abP .

The advantage of a distinguisher A against the CDH
problem is defined as

advCDH
A,G = Pr[A(P, aP, bP ) = abP ].

Definition 4. (Computational Diffie-Hellman (CDH)
Assumption) Given (P, aP, bP ), advCDH

A,G of a distin-
guisher A whose goal is to solve the CDH problem is
negligible.

2.4 Security Model

We describe below the adversarial model following Bres-
son et al.’s definition [8], denoted by BCPQ. We then
adopt it for the security analysis of our protocol. In this
model, the process controlled by a player running on some
machine is modeled as an instance of the player. The
various types of attacks are modeled by queries to these
instances and the security of the session key is modeled
through semantic security. In the model, it is assumed
that players are honest. Therefore, the security in the
presence of dishonest participants is studied separately in
Section 4.1. Note that we describe the model in the case
of a passive adversary.

Notations: Throughout this section, we use the follow-
ing notations:

n: The number of participants;
Ui: The ith participant;
Πs

i : Instance s of Ui;
LLi: The long-lived key of player Ui;
SKs

i : The session key related to instance s of Ui.

Description. The model consists of protocol partici-
pants (n players that should agree on a common key
in different sessions through protocol P ) and an adver-
sary A (which is not a player in the formalization, and
is given enormous capabilities). A player Ui can have
many instances called oracles, involved in distinct con-
current executions of P . As defined in notations, we de-
note instance s of player Ui as Πs

i with s ∈ N. Each
player Ui holds a long-lived key LLi which is a pair of
matching public/private keys. The adversary A controls
all communications in a game Gameke(A, P ). This is a
game between A and the oracles Πs

i involved in the exe-
cutions of P . During the game, A can ask a set of queries
(Execute, Reveal, Corrupt, Test) defined below with the
restriction that the Test-query Test(Πs

i ) must be asked
only once. Moreover, it is only available if Πs

i is fresh
which means that Πs

i or its partners involved in the exe-
cution of P , has not been asked for a Reveal-query, and

none of them has been asked for a Corrupt-query. We now
describe the queries that A can ask in Gameke(A, P ):

• Execute(Ul1 , s1, · · · , Ulm , sm): This query models
adversary A initiating an execution of protocol P .
This executes the protocol between the (unused) in-
stances {Πsi

li
}1≤i≤m≤n, and outputs the transcript of

the execution.

• Reveal(Πs
i ): This query models the attacks resulting

in the session key being revealed. The Reveal-query
unconditionally forces Πs

i to release session key SKs
i .

• Corrupt(Ui): This query models the attacks result-
ing in the player Ui’s LL-key being revealed. Adver-
sary A gets back LLi but does not get the internal
data of any instances of Ui executing P .

• Test(Πs
i ): This query models the semantic security

of the session key SKs
i . After flipping a coin b, A is

given SKs
i if b = 1 or a random string if b = 0.

At the end of the game, adversary A outputs a bit b′ and
wins the game if b = b′.

The security is now defined as follows:

Definition 5. The key exchange protocol P is A-secure
if adversary A succeeds in Gameke(A, P ) with probability
that is at most negligibly greater than 1

2 .

For more details, the interested reader is referred to [8].

3 The Proposed Scheme

In this section, we propose an identity-based group key
exchange protocol based on elliptic curves. Suppose a
set of n users U = {U1, U2, · · · , Un} wish to establish
a common session key among themselves. We assume
that IDi is the identity of Ui. Our protocol involves four
phases:

1) The initialization phase in which the Key Gener-
ation Center (KGC) outputs the public parameters
and generates the private key of each user.

2) The information exchange phase which consists of
two rounds.

3) The dishonest user elimination phase which elim-
inates the dishonest user if such a person exists.

4) The key computation phase in which each user
computes the common key.

Now, we explain these phases in details.

The initialization phase. In this phase which is exe-
cuted once, the KGC performs the following steps:

1) Chooses an elliptic curve group G1, a multiplicative
group G2 (both of prime order q), a generator P ∈
G1, a bilinear pairing e : G1 ×G1 → G2, and a hash
function H : {0, 1}∗ → Z∗q .
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2) Chooses randomly s ∈ Z∗q (KGC’s private key).

3) Computes Ppub = sP (KGC’s public key).

4) Outputs the public parameters params =
{G1, G2, q, P,H, Ppub}.

5) Computes Ui’private key Si = 1
s+H(IDi)

P and sends
it to him securely.

The identity-based key pair produced in this phase will
be used in Section 4 to authenticate the exchanged infor-
mation. This is done by applying the compiler proposed
in [27].

The information exchange phase (round 1). Each
user Ui(i = 1, · · · , n) performs the following steps:

1) Chooses randomly ki ∈ Z∗q .

2) Computes Pi as follows:

Pi = kiP.

3) Sends Pi to all other users.

The information exchange phase (round 2). Each
user Ui(i = 1, · · · , n) performs the following steps:

1) Computes Yi using Pi−1 and Pi+1.

Yi = ki(Pi+1 − Pi−1).

2) Sends Yi to all other users.

The dishonest user elimination phase. Each user
Ui(i = 1, · · · , n) verifies the following equation:

e(Yj , P ) = e(Pj+1−Pj−1, Pj), (j = 1, · · · , i−1, i+1, · · · , n).
(1)

If the equation does not hold for some j, then Uj will be
considered dishonest. After eliminating dishonest partici-
pants from the session, the honest participants restart the
protocol.

The key computation phase. Each user Ui(i =
1, · · · , n) obtains the common key using the following
equation:

Ki = nkiPi−1 + (n− 1) Yi + (n− 2)Yi+1 + . . . + Yi+n−2.

It may be easily verified that all users compute the same
key: (k1k2 + k2k3 + · · ·+ knk1)P .

4 Security Analysis

In this section, we analyze security of the proposed
scheme, denoted throughout this section by Π. The proof
is presented in two parts. In Section 4.1, we prove that
Π is capable of identifying dishonest participants, i.e.,
participants who prohibit the group from computing a
common key by broadcasting fake values which are not
produced according to the protocol specifications. Re-
call that the BCPQ model does not support such partic-
ipants. Therefore, in this part of the proof, we design an
experiment which helps us formulate a suitable definition
of security for this purpose.

The second part of the proof is devoted to showing
that Π achieves security following the BCPQ model, i.e.,
in the sense of Definition (5). This part is essentially
adopted from [27]. Recall from Section 1, that security
in key exchange protocols is considered against a passive
adversary while in authenticated key exchange protocols,
we must consider an active one. In [27], Katz and Yung
presented an efficient compiler that transforms any group
key exchange protocol secure against a passive eavesdrop-
per to an authenticated protocol which is secure against
an active adversary. This is achieved by adding a signa-
ture scheme which is strongly unforgeable under adaptive
chosen message attack. Therefore, we show in Section 4.2,
that our protocol is a secure key exchange protocol follow-
ing Definition 5. Then applying Katz and Yung’s compiler
with values produced in initialization phase, we conclude
that our scheme is a provably secure protocol for authen-
ticated group key exchange.

4.1 Identification of Dishonest Partici-
pants

The aim of this section is to formally prove that in our
scheme it is impossible for a participant to prohibit group
members from obtaining a common key and remain unno-
ticed. Although, there exist protocols having formal proof
for detecting dishonest participants [26], to the best of our
knowledge, the present paper is the first to demonstrate
a formal proof of security for the purpose of identifying
dishonest participants.

In existing research papers where only the detection
of dishonest participants is concerned, the approach is to
show that the success probability of an insider in disrupt-
ing establishment of a key among honest participants is
negligible. However, since we are after identifying dis-
honest insiders, we prefer to adopt the following defini-
tion: Identification of dishonest insiders is achieved if the
success probability of an honest participant in recognizing
dishonest insiders is negligibly less than 1.

We now propose the following experiment which is a
game played between a user Ui and an imaginary tester
who wishes to see if Ui succeeds in distinguishing protocol
values from fake ones. Therefore, a protocol has security
against dishonest insiders if the success probability of any
honest participant playing this experiment is at most neg-
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ligibly less than 1.
Formalizing the above notions, let Π be a group key

exchange protocol containing n users {Ui}n
i=1, R rounds

of information exchange, and k as the security parameter.
We define the following experiment:

Capability of identifying dishonest participants
experiment GKEdisP

Ui,Π
(k):

• A matrix of R×(n−1) random bits br,j ← {0, 1}, r ∈
{1, · · · , R}, j ∈ {1, 2, · · · , i−1, i+1, · · · , n} is chosen
by tester.

• The tester and Ui execute protocol Π where the tester
essentially plays the role of all the users except Ui.
This execution of the protocol results in a transcript
Trans containing all the messages exchanged among
participants during different rounds of the informa-
tion exchange phase of the protocol. Let M0

r,j denote
the value produced honestly by Uj in round r (for ev-
ery r ∈ {1, · · · , R}, j ∈ {1, 2, · · · , i− 1, i +1, · · · , n})
and let M1

r,j be the corresponding fake value, i.e.,
M1

r,j is not computed following the protocol’s steps.

The tester computes M
br,j

r,j as the value of round r
produced by Uj .

• At the end, Ui outputs a matrix containing b
′
r,j , r ∈

{1, · · · , R}, j ∈ {1, 2, · · · , i− 1, i + 1, · · · , n}.
• The output of the experiment is defined to be 1 if

b
′
r,j = br,j , ∀r ∈ {1, · · · , R}, ∀j ∈ {1, 2, · · · , i − 1, i +

1, · · · , n} and 0 otherwise. If GKEdisP
Ui,Π

(k) = 1, we
say that Ui succeeds.

Definition 6. A group key exchange scheme Π is capa-
ble of identifying dishonest insiders if for all probabilistic
polynomial-time honest users Ui, there exists a negligible
function negl such that:

Pr[GKEdisP
Ui,Π(k) = 1] ≥ 1− negl(k).

We now show that the protocol is secure against dishonest
participants with respect to this definition. The following
two lemmas form the basis of the proof.

Lemma 1. In round 1 of the information exchange phase
of the proposed protocol, the following holds for an honest
participant Ui and for all j(6= i):

Pr[Ui(Trans,M0
1,j) = 0]− Pr[Ui(Trans, M1

1,j) = 0] = 1.

In other words, Ui is able to differentiate between M0
1,j

and M1
1,j in Trans with probability 1.

Proof. Suppose that Ui wants to determine the value of
b1,j by observing M

b1,j

1,j after executing round 1 of the

information exchange phase. Note that M
b1,j

1,j is the value

produced honestly in round 1 by Uj if and only if M
b1,j

1,j is

in G1. Therefore, Ui checks the membership of M
b1,j

1,j in

G1 and returns b
′
1,j = 0 if it is a member of that group,

and b
′
1,j = 1 otherwise. So Ui can distinguish M0

1,j from
M1

1,j with probability exactly 1.

Lemma 2. In round 2 of the information exchange phase,
the following holds for an honest participant Ui and for
all j(6= i):

Pr[Ui(Trans, M0
2,j) = 0]− Pr[Ui(Trans, M1

2,j) = 0] = 1.

In other words, Ui is able to differentiate between M0
2,j

and M1
2,j with probability equal to 1.

Proof. Suppose that Ui wants to determine the value of
b2,j by observing M

b2,j

2,j after executing round 2 of the

information exchange phase. We show that M
b2,j

2,j satis-
fies Equation (1) if and only if it is the value produced
honestly in round 2 by Uj .

First assume that M
b2,j

2,j satisfies Equation (1). Then

we have: e(M b2,j

2,j , P ) = e(Pj+1 − Pj−1, Pj) = e(Pj+1 −
Pj−1, kjP ) = e(kj(Pj+1 − Pj−1), P ). Therefore, we have
two possibilities: either M

b2,j

2,j = kj(Pj+1 − Pj−1) = Yj or

there exists α such that M
b2,j

2,j = Yj +α where e(α, P ) = 1.
But as mentioned in Section 2, e(α, P ) = 1 if and only if α

is the identity element of G1. So M
b2,j

2,j = Yj + identity =

Yj . It means that M
b2,j

2,j is the value produced honestly in
round 2 by Uj .

Now, suppose that M
b2,j

2,j is the value produced hon-

estly in round 2 by Uj , i.e., Yj . Then we have: M
b2,j

2,j =

Yj = kj(Pj+1 − Pj−1). So we have: e(M b2,j

2,j , P ) =
e(kj(Pj+1 − Pj−1), P ) = e(Pj+1 − Pj−1, kjP ) = e(Pj+1 −
Pj−1, Pj), which means that M

b2,j

2,j satisfies Equation (1).

Therefore, it is enough for Ui to check if M
b2,j

2,j satis-

fies equation e(M b2,j

2,j , P ) = e(Pj+1 − Pj−1, Pj) and if so
returns b

′
2,j = 0, otherwise b

′
2,j = 1 is returned. So Ui

can distinguish M0
2,j from M1

2,j with probability equal to
1.

Theorem 1. The proposed protocol (denoted by Π) is
capable of identifying dishonest participants.

Proof. Let Ui be a probabilistic polynomial-time honest
user. Using the definition of experiment GKEdisP

Ui,Π
(k) we

have:

Pr[GKEdisP
Ui,Π(k) = 1] =

Pr[(b1,j = b
′
1,j∀j 6= i) ∧ (b2,j = b

′
2,j∀j 6= i)].

So it’s sufficient to prove that Ui’s guesses are correct in
round 1 and 2 of the information exchange phase. In other
words, we should prove the following two claims:

Claim 1. In round 1 of the information exchange phase,
we have: ∀j 6= i : Pr[b1,j = b

′
1,j ] = 1.
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Proof. Since ∀j, r : Pr[br,j = 0] = Pr[br,j = 1], we have
∀j 6= i:

Pr[b1,j = b
′
1,j ] =

1
2
Pr[b

′
1,j = 0|b1,j = 0]

+
1
2
Pr[b

′
1,j = 1|b1,j = 1]

=
1
2
Pr[Ui(Trans, M0

1,j) = 0]

+
1
2
Pr[Ui(Trans, M1

1,j) = 1]

=
1
2
Pr[Ui(Trans, M0

1,j) = 0]

+
1
2
(1− Pr[Ui(Trans,M1

1,j) = 0])

=
1
2

+
1
2
(Pr[Ui(Trans, M0

1,j) = 0]

−Pr[Ui(Trans, M1
1,j) = 0])

=
1
2

+
1
2
(1)

= 1,

where the last line follows from Lemma 1.

Claim 2. In round 2 of the information exchange phase,
we have: ∀j 6= i : Pr[b2,j = b

′
2,j ] = 1.

Proof. Since ∀j, r : Pr[br,j = 0] = Pr[br,j = 1], we have
∀j 6= i:

Pr[b2,j = b
′
2,j ] =

1
2
Pr[b

′
2,j = 0|b2,j = 0]

+
1
2
Pr[b

′
2,j = 1|b2,j = 1]

=
1
2
Pr[Ui(Trans, M0

2,j) = 0]

+
1
2
Pr[Ui(Trans, M1

2,j) = 1]

=
1
2
Pr[Ui(Trans, M0

2,j) = 0]

+
1
2
(1− Pr[Ui(Trans,M1

2,j) = 0])

=
1
2

+
1
2
(Pr[Ui(Trans, M0

2,j) = 0]

−Pr[Ui(Trans, M1
2,j) = 0])

=
1
2

+
1
2
(1)

= 1,

where the last line follows from Lemma 2.

Combining these two claims, we conclude that

Pr[GKEdisP
Ui,Π(k) = 1] = 1 ≥ 1− negl(k).

completing the proof.

4.2 BCPQ-Security of the Proposed
Scheme

In this section, we consider semantic security of the pro-
posed protocol following BCPQ-model described in Sec-
tion 2.4. We will show that the success probability of
an attacker to learn anything about the shared key pro-
duced by the proposed scheme is negligible. Our proofs
are inspired by [27].

Theorem 2. The proposed protocol (denoted here by Π)
is a secure group key exchange protocol in the sense of
Definition 5.

Proof. Let A be an adversary attacking the security of
Π. We are going to show that his success probability is at
most negligibly greater than 1

2 in the game Gameke(A,Π)
defined in Section 2.4. So we claim that the value of the
session key is indistinguishable for A from a random value
in G1.

First we assume that A eavesdrops on a single execu-
tion of the protocol. So he uses just one Execute query
and he cannot use any Reveal query (because there is only
one session key and it must be fresh for meaningful Test
query). Since the participants have no LL-keys, there is
no Corrupt query here. Thereupon, A can only use the
knowledge of the transcript of this execution to output b

′
.

Consider the distribution D = (Trans, sk), where
Trans = ({Pi}, {Yi}) is the transcript of an execution
of the protocol and sk is the resulting session key. Let D

′

be another distribution in which (as in D) all the {Pi}
are uniformly distributed in G1, but in which (in contrast
to D) all the {Yi} are uniformly distributed in G1 subject
to the constraint

∑
i Yi = 0. We have the following two

claims:

Claim 3. No efficient adversary can distinguish between
the distributions D and D

′
.

Proof. In order to show that the distributions D and D
′

are computationally indistinguishable, hybrid argument
can be used. We do this by defining a sequence of n hybrid
distributions in which one Yi at a time is replaced with
a random group element (subject to the above-mentioned
constraint). Since adjacent distributions in this defini-
tion differ by only one Yi, it is computationally easy to
conclude their indistinguishability. Then since computa-
tional indistinguishability is transitive across a polyno-
mial number of distributions, we conclude that D and D

′

are computationally indistinguishable.

Claim 4. In distribution D
′
, the value of the session key

is uniformly distributed in G1, independent of the value
of the transcript.

Proof. Let ci,i+1 := kiki+1 for 1 ≤ i ≤ n. Given Trans =
({Pi}, {Yi}), the values c1,2, · · · , cn,1 are constrained by
the following n equations (only n−1 of which are linearly



International Journal of Network Security, Vol.18, No.1, PP.33-42, Jan. 2016 39

Table 1: Computation cost of our protocol and the protocols proposed in [17, 22], and [37]

Dutta and Barua [17] Huang et al. [22] Zhao et al. [37] Ours
TM 2n− 2 2n− 2 - -
TD 1 - - -
Texp 3 2n− 1 3n− 2 -
TA - - - 2n− 1

TSM - - - n + 1
TBP - - - 2n− 2
TH - - n -

TSign 2 1 - 2
TV rfy n + 1 n− 1 - 2n− 2

Total
(2n−2)TM +1TD +
3Texp + 2TSign +
(n + 1)TV rfy

(2n−2)TM +(2n−1)Texp+
1TSign + (n− 1)TV rfy

(3n− 2)Texp + nTH

(2n− 1)TA + (n +
1)TSM +(2n−2)TBP +
2TSign +(2n−2)TV rfy

independent):

1
P

Y1 = c1,2 − cn,1

...
1
P

Yn = cn,1 − cn−1,n

Furthermore, sk = (c1,2 +c2,3 + · · ·+cn,1)P ; equivalently,
we have

1
P

sk = c1,2 + c2,3 + · · ·+ cn,1.

Since this final equation is linearly independent from the
set of equations above, sk is independent of ({Pi}, {Yi}).
This implies that even for a computationally-unbounded
adversary A, we have

Pr[({Pi}, {Yi}, sk0) ← D
′
; sk1 ← G1; b ← {0, 1} :

A({Pi}, {Yi}, skb) = b] =
1
2
.

The above two claims, prove the security of the proto-
col for an adversary making only a single Execute query.
The case of multiple Execute queries can be dealt with
using a straight forward hybrid argument.

5 Performance Analysis and Com-
parison

In this section, we first consider the communication and
computation cost of the proposed protocol. The anal-
ysis of the communication cost is done in terms of the
number of messages sent by any single user. Note that
we consider the communication cost in the point-to-point
model in which each message sent to a different party is
counted separately. Computation complexity analysis is

also done in terms of the basic time-consuming opera-
tions. We then provide a comparison between our pro-
tocol and some other schemes in terms of computation
cost, communication cost, and security properties. In or-
der to evaluate the computation cost, we use the following
notations:

TM : Execution time for one multiplication
operation in multiplicative groups;

TD: Execution time for one division opera-
tion in multiplicative groups;

Texp: Execution time for one exponentiation
operation in multiplicative groups;

TA: Execution time for one addition oper-
ation in elliptic curve groups;

TSM : Execution time for one scalar mul-
tiplication operation in elliptic curve
groups;

TBP : Execution time for one bilinear pairing
operation of two elements over an el-
liptic curve;

TH : Computation time of a hash function;
TSign: Generation time of one signature;
TV rfy: Execution time for one signature veri-

fication.
Here, we first analyze the communication and com-

putation cost of the proposed protocol with n partici-
pants. In round 1 and 2 of the information exchange
phase, each user should send Pi and Yi to n − 1 other
users. Therefore, 2n − 2 messages are communicated in
total by each participant. Moreover, in round 1, one TSM

is required for computing Pi and in round 2, each partici-
pant requires 1TA+1TSM to compute Yi. In the dishonest
user elimination phase (n− 1)(2TBP + 1TA) is needed as
well. Finally, in the key computation phase, we require
(n − 1)TSM + (n − 1)TA to compute the common key.
As a result, (n + 1)TSM + (2n − 2)TBP + (2n − 1)TA is
required for each participant in our protocol. Note that
by applying the compiler of Katz and Yung to this proto-
col, an extra message has to be sent by each user to the
others which can be sent along with the first broadcasted
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Table 2: Comparison between our protocol and the protocols proposed in [17, 22], and [37]

Dutta and Huang et al. Zhao et al. Ours
Barua [17] [22] [37]

Communication cost n + 1 2n− 2 2n− 2 2n− 2

Computation cost

(2n + 728)TM +
2TSign +(n+1)TV rfy

(482n− 242)TM +
1TSign +(n−1)TV rfy

(720.4n−480)TM
(189.1n− 125.9)TM +
2TSign + (2n− 2)TV rfy

(352.9n + 1618.7)TM (832.9n− 323)TM (720.4n− 480)TM (890.9n− 287.9)TM

Formal proof of
semantic security

Yes No No Yes

Formal proof of
security against
dishonest participants

No No No Yes

Detecting the
presence of dishonest
participants

No Yes Yes Yes

Identifying dishonest
participants

No Yes Yes Yes

message. Moreover, one signature generation and n − 1
signature verifications (for each of the two messages sent
in round 1 and 2) are added to the computation complex-
ity of the proposed protocol.

Now, we compare our protocol with those of Dutta and
Barua [17], Huang et al. [22] and Zhao et al. [37]. The
computation cost of these protocols is shown in Table 1.
Table 2 lists the comparison between our protocol and
group key exchange protocols [17, 22, 37] in terms of per-
formance and security properties.

In order to make comparison more clear, we have used
the relationship between the execution times of operations
as in [5, 24, 28, 29]. We assume that Texp

∼= 8.24TSM ,
Texp

∼= 240TM , Texp
∼= 600TH , Texp

∼= 3.2TBP , TA
∼=

5TM , and TD
∼= 10TM . Besides, we have set the exe-

cution times of the signature and verification algorithms
used in [14] as TSign and TV rfy respectively to simplify
cost relations. The results are summarized in Table 2.
According to Table 2, the scheme of Dutta and Barua
outperforms the others in communication costs; however
the detection and identification of dishonest participants
are not achieved. The schemes of [22] and [37] both detect
and identify dishonest participants but no formal proofs
are provided. In our scheme, capabilities of the method
against dishonest participants are formally proved. More-
over, detection and identification of dishonest participants
is achieved at reasonable cost.

6 Conclusions

In this paper, elliptic curves are employed to propose an
identity-based group key exchange protocol. It is proved

the proposed protocol achieves security following the ad-
versarial model of Bresson et al. The security of the pro-
tocol in the presence of dishonest participants is proved
formally as well. The performance of the scheme in terms
of computation cost, communication cost, and security
properties is also considered.
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