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Abstract

Cloud computing technology has matured, so cloud com-
puting produces a wide range of cloud service. Cloud stor-
age services are one of cloud services where cloud service
provider can provide storage space to customers. Because
cloud storage services bring a lot of convenience, many
enterprises and users store the data to the cloud storage.
However, the user will outsource data to the cloud storage
service, but the user is difficult to manage remote data in
the cloud. Therefore, how users verify data integrity is
a major challenge. In recent years, public audit is used
to verify data integrity by which the user allows other
to verify the user’s data. Because the feature of cloud
service allows users to communicate with each other on
the cloud platform, the cloud storage service allows the
data owner to share their data to other users. Therefore,
public auditing extends to the share data, so the origi-
nal operation becomes not the same including signature,
public audits, dynamic data and user revocation which
generates on the situation of shared data. In the paper,
we define the requirements of public auditing with shared
data and explain four representative approaches which
include analysis function, security, and performance re-
quirements. Finally, we provide some topics for future
research.

Keywords: Cloud computing, public auditing, share data,
user revocation

1 Introduction

Cloud computing is a computing technology, and the in-
ternet has grown in recent years. It can share the soft-
ware and hardware resource, and provide resources to a

user’s computer or mobile device. The user can obtain
a more efficient service because cloud computing can in-
tegrate resources. Therefore, in order to achieve cloud
computing technology, it must satisfy five basic features:
On-demand self-service, Broad network access, Resource
pooling, Rapid elasticity and Measured service [40]. How-
ever, it is very difficult for general users or small and
medium enterprises to construct could environment be-
cause they cannot afford the huge costs. Therefore,
many information technology companies are finding busi-
ness opportunities in cloud services. Thus, cloud ser-
vice providers have joined to build could environments
to provide services to the user. Cloud service providers
offer three services including Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a Ser-
vice (IaaS). The cost for users to rent cloud service is
cheaper than the cost for users to build cloud environ-
ment [1].

Cloud storage service is the most common and popu-
lar service among many cloud services (e.g. Google Drive,
Dropbox, Amazon S3 and Microsoft OneDrive) for gen-
eral users. However, users have a bottleneck on the local
side storage space because a user needs a large storage
space to store a huge amount of data on the situation.
Cloud storage service has high capacity and high compu-
tation that solve users’ difficult problems. Moreover, a
user builds a larger storage device which is more expen-
sive than rented cloud storage service. Besides, the user
can pay the cloud server provider based on the amount
of usage. Then, because cloud storage service provides
to access cloud services from web service or applications
that utilize the application programming interface (API)
by mobile devices (e.g. laptop, table computer, and smart
phones), it is convenient to use by users, and it achieves
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an ubiquitous service.

Although a cloud storage services has many advan-
tages, it brings a lot of challenging issues which include
efficacy and security [26, 34, 38, 46, 47, 48, 63]. One of
the big challenges is verifying the integrity of the data
because users cannot know how the cloud storage ser-
vice handles their data. These cloud storage services are
provided by commercial enterprises, so it cannot be fully
trusted by users. Therefore, the cloud service provider
may hide data loss and data errors in the service because
of their benefits. However, it is very serious that a user
stores data in an untrusted cloud storage. For example,
the traditional approach is to download the entire data
from the cloud, and then verify data integrity by check-
ing the correctness of digital signatures or hash values of
the entire data. Surely, this simple approach is able to
check users’ data integrity in cloud. However, this is not
efficient in the conventional approach because the user
spends a lot of resources of communication, computation
and storage. Besides, due to a large size of outsourced
data and a user’s limited resource capability, a user has
to find an efficient way to achieve integrity verifications
without the local copy of data files.

In order to solve the problem of data integrity verifi-
cation in the cloud storage service, many studies present
different methods and security models [2, 3, 4, 16, 19, 24,
32, 61, 62]. Sookhak et al. [47] surveyed remote data au-
diting in cloud computing and classified three methods in
the following.

First method is named probable data possession (PDP)
by Ateniese et al. [2]. They utilized the RSA-based Ho-
momorphic verifiable tag (HVT) to verify the integrity
of data storage in the cloud without retrieving the en-
tire data. However, the PDP cannot support to change
these stored data which is named static PDP model in-
cluded [2, 20, 25, 27]. To support dynamic data update in
the cloud, Ateniese et al [4] applied symmetric-key cryp-
tography to scalable PDP which is named dynamic PDP
included [4, 23, 53]. Wang et al. [50] considered data
privacy when TPA verified user’s data. TPA can piece
together authentication of users’ data because TPA can
verify users’ data on process of public auditing. Thus,
it creates data privacy issues. Wang et al. [50] utilized a
random mask technology to design an improved approach
which can avoid TPA learning users’ data which is named
privacy-preserving PDP included [62, 33, 50, 54]. Robust
PDP including Ateniese et al. [3] utilized a spot-checking
mechanism to detect a part of the data corruption, Ate-
niese et al. [3] utilized forward error checking (FRC) to
enhance the arbitrary amount of data corruption and B.
Chen and Curtmola [19] utilized a robust dynamic PDP
to support error detection of dynamic data update. Sec-
ond method is named proof of retrievability (POR) by
Juels and Kaliski [32]. They embedded the special blocks
(named sentinels) to the data and checked the correctness
of the sentinels to achieve POR. However, the POR only
suits static data storage because dynamic data effects the
position of the sentinels. Static POR includes [32, 43, 58].

Cash et al. overcame the difficult problem and improve
a dynamic POR [16]. Zheng and Xu proposed a fair and
dynamic POR on the 2-3 range tree structure [61]. Third
method is named proof of ownership (POW) which con-
siders data deduplication to improve efficient data storage
and include [24, 29, 45, 60].

In these studies, the role of the verifier can fall into
two categories: privacy verification and public verifica-
tion. Private verification implies the data owner directly
verifying data in the cloud storage service is an efficient
way. Public verification implies the data owner allowing
other to verify the data owner’s data is inefficient because
it needs to delegate other verifier by the data owner. In
general, a user may have a lot of data files which are
stored in cloud storage service. However, a user can-
not frequently verify he/she data because it will consume
his/her resources so not to process other action. In or-
der to achieve an efficient verification of data integrity,
Wang et al. [53] proposed a public auditing scheme where
a user can delegate a third party auditor (TPA) to as-
sist the validation reduction to consume his/her comput-
ing resources. Then, there are related research bases on
Wang et al.’s scheme [53]. Zhu et al. [56] designed an-
other public auditing scheme which can support dynamic
data update. With more and more data, it brings new
challenges in data integrity. Public auditing for big data
storage in the cloud will bring new challenges [18, 38]. Liu
et al [36] proposed an efficient verification of fine-grained
data update scheme which can support public auditing of
big data storage. However, to enhance user’s data relia-
bility and availability in the cloud, the cloud server will
backup copy user’s data. When the user updates data,
there backup copy also needs to update. Liu et al. [37]
considered cloud server efficiently updates multiple repli-
cas and enhances data availability in the cloud.

Cloud storage service can not only store data but also
share information with other users in a group. However,
these studies [21, 22, 31, 35, 36, 37, 50, 51, 52, 53, 56]
do not consider another advantage of cloud where a user
can share data with another user on cloud storage ser-
vice. Users can share data in the cloud because the cloud
platform provides communication between users and oth-
ers. Therefore, it is very convenient a user wants to share
data with another user because this need not be trans-
ferred to another user data after downloading. However,
users share data in the cloud storage service which still
has a problem on the data integrity. Therefore, many re-
cent studies extend public auditing for shared data in the
cloud [8, 9, 10, 11, 12, 13, 15, 28, 30, 49, 57, 59]. Because
the data is shared with multiple users, it needs to consider
dynamic data update of multiple users. When the shared
user modifies the shared data block, the shared user need
to sign the data block. For example, the user A shares
own data with other users (like the user B) in the cloud
storage service, and the data is divided into several parts
of data blocks which are signed by the user A. The user A
allows the user B modifying the user A’s data block but
the user B has to sign the modified data block. When the
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Figure 1: Public auditing with shared data in cloud data
storage architecture

user B modifies the shared data block, the user B needs
to use his/her private key to sign the modified block. In
order to correct the integrity of audit data, the TPA needs
to select the corresponding public key to verify the data
block (e.g., a data block was signed by user A and it is
only correctly verified by user A’s public key). Therefore,
in the public auditing phase, it is still a problem of iden-
tity privacy. However, when a user is revoked from the
group because of his/her malicious behavior. The shared
data block is signed by the revoked user which needs to be
re-signed by the exist user of the group. Therefore, pub-
lic auditing for shared data has a lot of studies and the
system architecture is shown in Figure 1. In the Section
3, we will detail representative approaches [8, 11, 28, 59].

1.1 Requirements

According to [8, 11, 28, 50, 53, 59] studies, they provide
the basic requirements of function, security and perfor-
mance. In our paper, we classify and describe these re-
quirements. Then we use these requirements to analyze
the existing scheme in Section 4.

Functional evaluation.

1) Blockless Verification: the auditor can verify
data blocks, and needs not to retrieve all au-
dited data blocks in the cloud storage service.

2) Stateless Verification: the auditor need not
maintain and update data situation because
data situation is maintained by the client and
cloud storage service together.

3) Batch Auditing: the auditor can verify the data
of different clients at the same time because the
auditor can be delegated by a lot of clients.

4) Dynamic Data: the data owner can insert, mod-
ify and delete data blocks in the cloud storage
service because their data can be continuously
updated at any time.

5) Anonymity: the auditor cannot distinguish the
identity of the signer on each block during the
process of public auditing.

6) Privacy Presenting: the auditor cannot get
knowledge to delegate data from the response
of the cloud storage service.

7) User Revocation: a user is revoked from the
group before an existing user can generate a
valid signature on shared data of the blocks
signed by the revoked user. The revoked user
cannot re-compute valid signatures on shared
data.

Security attack evaluation. We list some common at-
tack model and they can analyze whether public au-
diting scheme can resist the malicious attacker [28,
39].

1) Inside attack: the insiders of the cloud service
provider have permission to obtain the client’s
data in the cloud storage, and take these data
to exchange benefits.

2) Forge attack: the cloud server can forge the data
tag of data block and deceive the third party
auditor.

3) Replace attack: the server can choose another
valid pair of data block and data tag (mi, σi) to
replace the challenged request (mj , σj), when it
already discarded data block or data tag mi or
σi.

4) Impersonation attack: an adversary obtains au-
thenticated information of the data owner and
cloud storage service and forges another mes-
sage to pass the verification. Then, the adver-
sary fakes a legal client or cloud storage service
and cheats other side.

5) Collusion attack: a revoked user can collude
with the malicious cloud server to change the
group’s shared data.

Performance evaluation.

1) Computing cost: In order to achieve an efficient
public auditing, we will analyze the client, TPA
and cloud storage service cost on the computing
resources.

2) Storage cost: Because the client will upload
data to the cloud storage service without the lo-
cal copy of data files, we will analyze the client,
TPA and cloud storage service cost on the stor-
age spaces.

1.2 Contribution

Our contribution can be summarized as the following
three aspects: First, we survey the previous researches
of public auditing for shared data in the cloud. Then,
our paper collect and explain basic requirements in the
mechanism. Second, we propose four representative ap-
proaches and analyze these approaches by our collected
requirements. Third, we summarize the conclusion from
the analysis and propose research direction in future work.
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1.3 Organization

The rest of paper is organized as follows: In Section 2,
we review the related work of public auditability. We dis-
cuss the representative approaches of public auditability
in detail in Section 3. In Section 4, we analyze the basic
requirement in the representative approaches. Finally, we
summarize and discuss the future work in Section 5.

2 Related Work

Public integrity auditing with dynamic data for out-
sourced data storage has caused related research [21, 22,
31, 36, 37, 52, 56]. Wang et al. [52, 53] first proposed
an enabling public auditability and data dynamics in the
cloud scheme. Their scheme improves data block in-
serted operation of dynamic data because the inserted
operation affects the entire data block which has been
sorted. Therefore, they utilized the Merkle Hash Tree
(MHT) [41] data structure and bilinear aggregate signa-
ture [6] to address dynamic data which can support dy-
namic index of data block. They extended their scheme
to support batch auditing which can improve efficiency.
Wang et al. [21, 51] proposed a challenge-response pro-
tocol which can determine the data correctness and lo-
cate possible errors. However, their scheme only supports
partially dynamic data operation. Wang et al. [21] ex-
tended [51] to support privacy-preserving third part au-
diting and correctness analysis of proposed storage verifi-
cation design. Wang et al. [22, 50] pointed out that Wang
et al.’s scheme [53] has data privacy issues which imply
the TPA can get the client’s data information. There-
fore, they use a random mask technology to avoid TPA
learning knowledge on every verification process. Wang et
al. [22] extended [50] to support dynamic data and prove
a secure zero-knowledge leakage public auditing scheme.

Zhu et al. [56] proposed a dynamic audit services for
outsourced storage in clouds. They utilized the frag-
ment structure to reduce the storage of signatures, uti-
lized index hash tables to provide the service of dynamic
data operation and utilized periodic sampling audit to
enhance data integrity. Li et al. [31, 35] considered
that the client’s resource-constrained device is simple and
lightweight. Therefore, they proposed a scheme which a
client can delegate TPA to execute high computing pro-
cess and solve the client’s bottleneck before the client up-
loads data to cloud server. Li et al. [35] extended [31]
to improve the users will need to compute the tags for
the outsourced data. Liu et al. [36] thought that previous
studies are not efficient in dynamic data update because
it is a fixed-size block update. Therefore, they proposed a
scheme which can support variable-size blocks in dynamic
data update and enhance verification efficiency. Liu et
al. [37] considered data reliability and availability in the
cloud. Consequently, the cloud server will store multi-
ple replicas to enhance data reliability. However, when
the stored data is frequently updated, each dynamic up-
date will affect every replica. Therefore, they proposed

a multi-replica Merkle hash tree (MR-MHT) to construct
replica sub-tree which can enhance data availability in
the dynamic data phase. Then, their scheme can support
public auditing.

To enhance the previous works [35, 36, 37, 50, 51, 53,
56], there are studies [9, 10, 12, 13, 14, 28, 30, 49, 57]
focused on public auditing with shared data in the cloud.
Wang et al. [49] proposed a named Knox scheme which is
able to audit the integrity of shared data in the cloud for
a large group. Unfortunately, their scheme cannot sup-
port public auditing. Wang et al. [8, 9] improved draw-
back of the Knox scheme which implies public auditing so
they designed a named Oruta scheme to support public
auditing for shared data integrity. Because their scheme
utilized ring signature to protect the privacy of users, it
did not support a dynamic group. To achieve user re-
vocation, Wang et al. [10, 11] designed a named Panda
scheme which is able to audit the integrity of shared data
with user revocation in the cloud. They utilized proxy re-
signature to update the signed data by the revoked user.
To preserve the identity of the signer on each block during
public auditing, Wang et al. [13, 15] proposed the user of
the group to share a global private key. Then, each user
can sign blocks by this global private key. However, when
a user of the group is compromised or revoked, a global
private key has to be re-generated and shared with the
existence of the group which will need huge overheard on
key management and key distribution. Wang et al. [12]
utilized a certificateless scheme to design the first certifi-
cateless public auditing mechanism. Their scheme can
reduce security risk in certificate management. Wang et
al. [14] utilized a multi-signature scheme to design the first
multi-owner public auditing mechanism. For example, the
correctness of an official document stored in the cloud is
confirmed by all the related members before the official
document can be announced. Therefore, their scheme can
have efficient multi-signature and verify multi-owner data.

Yuan and Yu [58] designed a polynomial commitment
scheme which is able to reduce the communication over-
head of verification. Yuan and Yu [30, 59] utilized [58] to
design a public integrity auditing scheme with multi-user
modification. Their scheme uses polynomial authentica-
tion tags and proxy tag update techniques, which support
public verification and user revocation. Yuan and Yu [59]
extended [30] to prevent a compromise attack where sin-
gle cloud is internal errors or outside attack when cloud
server update the authentication tag from the revoked
users. Jiang et al. [28] considered the ciphertext store
and efficient user revocation where the data owner can-
not take part in a user revocation phase. They prevent
malicious operation when the cloud server colludes with
the revoked user. In Section 3, we will describe these
representative approaches in detail.
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Table 1: Notations

Notation Significance
G1, G2, GT A multiplicative cyclic group

e A bilinear map e : G1 ×G2 → GT
g A generator of group G1

p The prime order of group G1

q A much smaller prime than p
H1 A hash function H1 : {0, 1}∗ → G1

H2 A hash function H2 : {0, 1}∗ → Zp
H3 A hash function H3 : G1 → Zp
Ψ A computable isomorphism Ψ : G2 → G1 (e.g. Ψ(g2) = g1

M The shared data that will be split into n blocks
mi A data block of the shared data and will be split into k elements
k A block element of the shared data block mi

d The total number of users in the group
ui ith user of the group
ski The user ui’s private key
pki The user ui’s public key
σi Authentication tag generated for shared data block mi

3 Representative Approaches

Before introducing representative approaches, we list all
notation (as shown in Table 1) using in this paper.

3.1 Wang et al.’s Scheme

Wang et al. [8] was the first to propose the scheme which
can support shared data on public auditing at the same
time because previous studies only considered a data is
used by a single user. Therefore, they proposed a privacy-
preserving public auditing mechanism for shared data in
cloud by the mechanism of one ring to rule them all
(Oruta).

They utilized the concept of ring signature [42] to con-
struct homomorphic authenticators, so TPA is able to
verify the integrity of shared data. It can achieve efficient
verification without retrieving the entire data. They uti-
lized randomly masking technology from C. Wang et al.’s
scheme [50] to protect data privacy from public auditing.
Meanwhile, they also utilize index hash tables (IHT) from
Zhu et al.’s scheme [56] to support dynamic data. Finally,
they extend their mechanism to support batch auditing
which can allow public auditing on different users simul-
taneously and improve the efficiency of verification for
multiple auditing tasks.

Next we will describe their schemes including setup,
public auditing, dynamic data and user revocation phase.
Before executing each phase, the CSS need to generate
the global parameters: (e, Ψ, p, q, G1, G2, GT , g1, g2,
H1, H2, H3, d, n, k). Their scheme is as follows:

Setup phase. In the phase, we will describe key gener-
ation and signature.

Step 1: A user ui randomly chooses xi ∈ Zp and
computes wi = gxi2 . Then the user’s public key
is pki = wi and private key is ski = xi. If the
user is original, he/she will randomly generate a
public aggregate key pak = (η1, · · · , ηk) where
ηl are random elements of G1.

Step 2: The user us chooses a block mj =
(mj,1, · · · ,mj,k) and the block identifier idj .
The user uses pak to computes βj =

H1(idj)
∏k
l=1 η

mj.l
l ∈ G1. Then, the user ran-

domly chooses ai,j ∈ Zp and gives all the d
group members’ public keys (pk1, · · · , pkd) =
(w1, · · · , wd), and uses a private key sks com-
putes a ring signature of this block σj,s =

(
βj

Ψ(
∏
i6=s w

aj,i
i )

)1/xs ∈ G1. Therefore, the ring

signature of block mj is σj = (σj,1, · · · , σj,d).

Public auditing phase. In the phase, we will describe
challenge request, proof generation and proof verifi-
cation.

Step 1: The TPA selects c elements as a subset J
of set [1, n] chooses a random value yj ∈ Zq,
for j ∈ J . Then, the TPA sends the challenged
message {j, yj}j∈J to the CSS.

Step 2: The CSS chooses a random value τi ∈ Zq
and computes λl = ητll ∈ G1, for l ∈ [1, k].
Then, the CSS computes µl =

∑
j∈J yjmj,l +

τlH3(λl)inZp, for l ∈ [1, k]. Finally, the CSS
aggregates signature as φi =

∏
j∈J σ

yj
j,i, for

iin[1, d] before the CSS return an auditing proof
{{λ1, · · · , λk}, {µ1, · · · , µk}, {φ1, · · · , φd},
{idj}j∈J}.
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Figure 2: Wang et al.’s index hash table (IHT) on Oruta’s
mechanism

Step 3: The TPA uses public aggregate key pak =
(η1, · · · , ηk) and all the group members’ public
keys (pk1, · · · , pkd) = (w1, · · · , wd) to check the
correctness of the auditing proof by computing

e(
∏
j∈J

H1(idj)
yj

k∏
l=1

ηµll , g2)

?
= (

d∏
i=1

e(φi, wi))e(

k∏
l=1

λ
H3(λl)
l , g2).

If the result is true, the TPA can make sure
the user’s data is correct in CSS. Otherwise, the
shared data is incorrect.

Dynamic data phase. In the phase, we will only de-
scribe inserted operation because it is more difficult
than update and deletion. Then, we also describe
their defined form of index hash tables (IHT) (as
shown in Figure 2). The IHT has four columns which
are described by indexes idj = {vj , rj}, blocks mj ,
virtual index vj = jδ (where δ ∈ N∗ is a system
parameter by the original user) and random value
rj = H2(mj ||vj), for j ∈ [1, n] is the number of block.

Step 1: The user wants to insert a new block m′j
into shared data. The user computes the new
identifier of the block id′j = {v′j , r′j}, where
v′j = b(vj−1 + vj)/2c and r′j = H2(m′j ||v′j). The

user computes β′j = H1(id′j)
∏k
l=1 η

mj,l
l , com-

putes σ′j,s = (
β′
j

Ψ(
∏
i6=s w

aj,i
i )

)1/xs and generates a

new ring signature. Finally, the user uploads
{m′j , id′j , v′j , r′j , σ′j,s} to the CSS.

Step 2: The CSS updates index hash table (IHT)
where the new block m′j is inserted in the virtual
index v′j and the total number of blocks increase
n+ 1 in shared blocks (as shown in Figure 3).

User revocation phase. Because Wang et al.’s origi-
nally intended to solve the privacy-preserving pub-
lic auditing mechanism for shared data, their scheme
needs to decide in advance the number of group mem-
bers and computes the number of keys. Therefore,
their scheme is a static group model which does not
consider the situation of a new user to be added in
the group or an existing user to be revoked from the
group. In order to support a dynamic group, they
propose an improved solution where the ring signa-
ture on shared data need to re-compute the signer’s

Figure 4: The traditional approach of user A and user B
share data in the cloud

private key and all the current users’ public key when
the membership of the group is changed.

For instance, the number of group member is d.
When a new user ud+1 is added into the group,
the signer needs to re-compute his/her private key
and others need to re-compute their public keys
(pk1, · · · , pkd+1) on the ring signature. When an ex-
isting user ud is revoked from the group, the signer
needs to re-compute his/her private key and others
need to re-compute their public keys (pk1, · · · , pkd−1)
on the ring signature.

However, to satisfy the requirement of dynamic
group, users need to pay a large amount of compu-
tation in the re-computation (as Setup phase). If
the group has a lot of users and the user are fre-
quently added or revoked in the group, users need
to re-execute the setup phase. Therefore, how to ef-
fectively solve the re-computation of dynamic group
will be a serious issue.

3.2 Wang et al.’s Scheme

Wang et al. [11] proposed a novel public auditing for
shared data with efficient user revocation in the cloud
(as Panda). They consider a situation that a user is re-
voked in the group because of the user’s malicious behav-
ior. However, the user is revoked before his/her signa-
ture blocks cannot find corresponding blocks of the signer.
Therefore, these signed blocks of signature needed to be
re-signing. The traditional approach explained that these
blocks of the revoked user B gives existing user A to down-
load, verify, re-sign and upload the re-signed blocks (as
shown in Figure 4). However, it is not an efficient ap-
proach which will increase the exiting users’ burden on
communication and computation of resources.

Therefore, they utilized the concept of proxy re-
signature [5] to solve public auditing for shared data with
user revocation. This is not needed to spend a lot of
resources on the existing users because the existing users
can delegate a cloud server to re-sign blocks by generating
re-signed key on the proxy re-signature model (as shown
in Figure 5). Their scheme is efficient on user revocation
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Figure 3: Insert block m′2 into shared data by using the index hash table (IHT) as identifiers on Oruta

Figure 5: Wang et al.’s approach of user A and user B
sharing data in the cloud

because it can reduce the computation and communica-
tion resources of existing users.

However, this solution extends an important issue for
the semi-trusted cloud server to manage the re-signing
key of the group. In order to avoid the single re-signing
proxy on the semi-trusted cloud server, they proposed a
solution which utilized a new multi-proxy model by im-
proved Shamir Secret Sharing proxy model [44]. Because
this multi-proxy model is not included in this paper, this
issues more detail reference [11]. They utilized index hash
tables (IHT) from Zhu et al.’s scheme [56] to support dy-
namic data. Finally, they extend their mechanism to sup-
port batch auditing which can allow public auditing on
different users simultaneously and improve the efficiency
of verification for multiple auditing tasks.

Next we will describe their scheme including setup,
public auditing, dynamic data and user revocation phase.
Before executing each phase, the CSS need to generate the
global parameters: (e, p, q,G1, GT , g1, w,H1, H2, d, n).
Their scheme is as follows:

Setup phase. In the phase, we will describe key gener-
ation and signature.

Step 1: A user ui randomly chooses xi ∈ Zp and
computes the user’s public key pki = gxi , and
private key is ski = xi. If the user is original,
he/she will create a user list which includes the
identity of all users in the group and the user
list is public and signed by the original user.

Step 2: The user ui uses private key ski = xi to
sign the shared data blockmj ∈ Zp and its block

identifier idj , and w be another generator of G1,
where j ∈ [1, n]. Finally, the signature block is
σj = (H1(idj)w

mj )xi ∈ G1.

Public auditing phase. In the phase, we will describe
challenge request, proof generation and proof verifi-
cation.

Step 1: The TPA selects c elements as a subset L
of set [1, n] chooses a random value yl ∈ Zq,
for l ∈ L and q is a much smaller prime than
p. Then, the TPA sends the challenged message
{(l, yl)l∈L to the CSS.

Step 2: The CSS divides set L into d subset
(L1, · · · , Ld), where Li is the subset of selected
blocks signed by user ui. Then the CSS com-
putes µi =

∑
l∈Li ylml ∈ Zp. Finally, the

CSS computes φi =
∏
l∈Li σ

yl
l ∈ G1, for i ∈

[1, d] before the CSS returns an auditing proof
{{µ1, · · · , µd}, {φ1, · · · , φd}, {idl, sl}l∈L}.

Step 3: The TPA uses an auditing challenge
{(l, yl)}l∈L, an auditing proof {{µ1, · · · ,
µd}, {φ1, · · · , φd}, {idl, sl}l∈L} and all the
group members’ public keys (pk1, · · · , pkd)
to check the correctness of the audit-
ing proof by computing the equation
e(
∏d
i=1 φi, g)?

=

∏d
i=1 e(

∏
l∈Li H1(idl)

ylwµi , pki).
If the result is true, the TPA can make sure the
user’s data is correct in CSS. Otherwise, the
shared data is incorrect.

Dynamic data phase. In the phase, we will only de-
scribe inserted operation because it is more difficult
than update and deletion. Then, we also describe
their defined form of index hash tables (IHT) (as
shown in Figure 6). The IHT has four columns which
are described by indexes idj = {vj ||rj ||sj}, blocks
mj , virtual index vj =j·δ (where δ ∈ N∗ is a sys-
tem parameter by the original user), random value
rj = H2(mj ||vj) and sj is the signer identity of block
mj , for j ∈ [1, n] is the number of block.

Step 1: The user s′i wants to insert a new block m′j
into shared data. The user s′i computes the new
identifier of the block id′j = {v′j ||r′j ||s′i}, where



International Journal of Network Security, Vol.18, No.4, PP.650-666, July 2016 657

Figure 6: Wang et al.’s index hash table (IHT) on Panda’s
mechanism

v′j = b(vj−1 + vj)/2c and r′j = H2(m′j ||v′j). The
user uses his/her private key ski = xi to sign the
block σ′j = (H1(idj)w

mj )xi ∈ G1. Finally, the
user uploads {m′j , id′j , v′j , r′j , σ′j , si} to the CSS.

Step 2: The CSS updates index hash table (IHT)
where uses {id′j ,m′j , v′j , r′j , s′i} instead of
{idj ,mj , vj , rj , si}, stores the signature σ′j
instead of σj and the total number of blocks
increases n + 1 in shared blocks (as shown in
Figure 7).

User revocation phase. In the phase, we will describe
rekey generation and re-signature. For example, the
user ui is revoked with the signature of the user uj
instead of the signature of the user ui.

Step 1: The CSS chooses a random value r ∈ Zp
and sends to the user ui.

Step 2: The user ui computes r/xi and sends to the
user uj .

Step 3: The user uj computes (rxj)/xi and sends
to the CSS.

Step 4: The CSS generates a re-signing key
?rki→j = xj/xi ∈ Z∗p . The CSS use the user
ui’s public key, the signature σk, the block
mk and the block identifier idk to compute
e(σk, g)?

=e(H1(idk)wmk , pki) and check the sig-
nature σk whether the block mk was signed by
the user ui. If the result is true, the CSS com-

putes σ′k = σ
rki→j

k = (H1(idk)wmk)xixj/xi =
(H1(idk)wmk)xj , otherwise the CSS aborts the
re-signed request.

Step 5: The original user updates the user uj ’s id
instead of the user ui’s id on the singer identifier
from a user list and signs the new user list.

3.3 Yuan and Yu’s Scheme

Yuan and Yu [59] proposed a novel public integrity au-
diting for dynamic data sharing scheme which supports
multiple users to modify shared data in the cloud stor-
age service. They considered a problem where the cloud
server aggregates authenticated tags from multiple users
in public auditing phase. Because the data blocks can be
modified and signed by different users’ secret keys which
are different each other, the cloud server has to one by one
verify different users’ signature in public auditing phase.

For example, a simple method can solve the prob-
lem where all users of the group share the same secret

key, so it can be easily aggregated. However, when a
user is revoked, he/she still can generate authenticated
tags. Therefore, they utilized polynomial commitment
scheme [58] to design a polynomial-based authentication
tags from multiple users into one which can send the in-
tegrity proof information to the public verifier. Therefore,
the public verifier only needs a constant size of integrity
proof information and a constant number of computa-
tional operations. Finally, they extend their mechanism
to support batch auditing which can allow public audit-
ing on different users simultaneously and improve the ef-
ficiency of verification for multiple auditing tasks. Next
we will describe their scheme including setup, public au-
diting, dynamic data and user revocation phase. Before
executing each phase, the CSS need to generate the global
parameters: (e, p, q,G1, GT , g1, u,H2, d, n). Their scheme
is as follows:

Setup phase. In the phase, we will describe key gener-
ation and signature.

Step 1: The master user u0 responsibly manages
the membership of the group and generates
public keys (PK), users’ secret keys (SK) and
the system’s master key (MK). The master user
randomly chooses {xi}1≤i≤d−1 ∈ Z∗q , α ∈ Z∗q
and computes v = gαx0 , k0 = gx0 , {ki =
gxi , gx0/xi}1≤i≤d−1. The public keys are PK =

{g, u, q, v, {gαj}0≤j≤k+1, k0, {ki, gx0/xi}1≤i≤d−1},
the master key is MK = {x0, α} and the secret
keys are SKi = {xi}1≤i≤d−1.

Step 2: The master user u0 computes the signa-
ture block σi = (uBi

∏k
j=0 g

mijα
j+2

)x0 =

(uBigf⇀βi (α))x0 where ⇀ βi =
{0, 0, βi,0, βi,1, · · · , βi,k−1} and βi,j = mi,j .
Then, Bi = H2({fname||i||ti||d}), fname is
the file name, i is the index of data block mi,
ti is the time stamp and d is the index of user
in the group. Finally, the master user sends
{mi, σi]}1≤i≤n to the CSS and sends {Bi}1≤i≤n
to the TPA.

Public auditing phase. In the phase, we will describe
challenge request, proof generation and proof verifi-
cation.

Step 1: The TPA selects c data blocks as a sub-
set L and chooses two random values R ∈ Z∗q
and µ ∈ Z∗q . Then, the TPA computes X =

{(gx0/xi)R}0≤i≤d−1 and gR. The TPA sends
the challenge message CM = {L,X, gR, µ} to
the CSS.

Step 2: The CSS generates {pi = µi mod q}i∈L
and computes y = f⇀A(µ) mod q, where ⇀
A = {0, 0,

∑
i∈L pimi,0, · · · ,

∑
i∈L pimi,k−1}.

The CSS divides the polynomial f⇀A(x) −
f⇀A(µ) with (x − µ) using polynomial long
division, and indicates the coefficients vec-
tor of the resulting quotient polynomial as
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Figure 7: Insert block m′2 into shared data by using the index hash table (IHT) as identifiers on Panda

⇀ w = (w0, w1, · · · , wk), that is f⇀w ≡
f⇀A(x)−f⇀A(µ))

(x−µ) . The CSS computes Ψ =∏
( j = 0)k(gα

j

)wj = gf⇀w(α). Then, the data
blocks of a challenged subset L are modified
by the user {us}s∈d, the CSS computes πi =
(σi, g

x0R/xs) = e((uBigf⇀βi (α)), g)x0R or modi-
fied by the master user u0, the CSS computes
πi = e(σi, g

R) = e((uBigf⇀βi (α)), g)x0R. These
πi will be aggregated as π =

∏
i∈L π

pi
i . Finally,

the CSS returns the proof message {π,Ψ, y} to
the TPA.

Step 3: The TPA computes η = uω, where ω =∑
i∈LBipi and verifies the integrity of file as

e(η, kR0 )e(ΨR, v · k−µ0 )?
=π · e(k

−y
0 , gR). If the re-

sult is true, the TPA can make sure the user’s
data is correct in CSS. Otherwise, the shared
data is incorrect.

Dynamic data phase. In the phase, we will only de-
scribe update operation because they have not con-
sidered fully dynamic operation such as the data
block insert and delete operation.

Step 1: A user us of group wants to modify a block
mi to m′i. Therefore, us needs to use own
secret key xs to compute the re-signed block

σ′i = (uB
′
i
∏k−1
j=0 g

m′
i,jα

j+2

)xs = (uB
′
ig
f⇀β′

i
(α)

)xs ,
where ⇀ β′i = {0, 0, β′i,0, β′i,1, · · · , β′i,k−1} and
β′i,j = m′i,j . Then B′i = H(fname||i||t′i||d). Fi-
nally the user uk uploads {m′i, σ′i} to the CSS
and uploads B′i to the TPA.

Step 2: The CSS receives the modified message and
uses {m′i, σ′i} instead of {mi, σi}.

Step 3: The TPA receives the modified message and
uses B′i instead of Bi.

User revocation phase. In the phase, we will describe
rekey generation, reject generation and re-signature.

Step 1: When a user us of group is revoked, the
master user u0 computes rekey generation χ =
x0+ρ
xs

mod q, where ρ ∈ Z∗q is a random value

and computes reject generation g
x0

(x0+ρ) . Finally,
the master user u0 sends χ to the CSS and sends

g
x0

(x0+ρ) to the TPA and group users.

Step 2: The CSS receives χ and updates the signa-
ture σ′i = σχi = (uBigf⇀βi (α))x0+ρ

Step 3: The TPA and group users reject the user
us’s public parameter gx0/xs .

3.4 Jiang et al.’s Scheme

Jiang et al. [28] proposed a public integrity auditing for
shared dynamic cloud data with group user revocation.
They considered a problem of collusion attack where a
revoked user can collude with the malicious cloud server
to change the group existed user’s data. Because a group
user may have malicious behavior, the data owner (or the
group manager) will revoke the group of malicious user.
However, if a semi-trusted cloud server cooperates with
the revoked user each other, the group users’ data will
have a secure problem.

Therefore, how to design an efficient and reliable
scheme, while achieving secure group user revocation.
They propose a mechanism which not only supports the
group data encryption and decryption during the data
modification processing, but also achieves efficient and
secure user revocation. They utilized a vector commit-
ment scheme [17], utilized an asymmetric group key agree-
ment (AGKA) scheme [55] and a verifier-local revocation
group signature scheme [7] to construct their mechanism.
A vector commitment scheme is used over the database,
and AGKA scheme is used to encrypt/decrypt the share
database, and a verifier-local revocation group signature
scheme will avoid the collusion of cloud and revoked group
users.

Next we will describe their scheme including setup,
public auditing, dynamic data and user revocation
phase. Before executing each phase, the CSS
need to generate the public parameters: PP =
(p, q,G,GT , H, g, {hi}i∈n, {hi,j}i,j∈n,i6=j). For all i =
(1, 2, · · · , n), set hi = gzi . For all i,j= (1, 2, · · · , n), set
hi,j = gzizj where random values zi = (z1, z2, · · · , zn) ∈
Zp. Their scheme is as follows:

Setup phase. In the phase, we will describe key gener-
ation, commitment and signature.

Step 1:

1) The data owner chooses a random value γ ∈
Z∗p , computes w = gγ2 and generates the
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group public key gpk = (g1, g2, w). Then
the value γ is only known and protected by
the data owner.

2) The data owner generates an SDH (Strong
Diffie-Hellman) tuple (Ai, xi) by choosing
random values xi ∈ Z∗p for each user,
such that γ + xi 6= 0 and computing

Ai = g
1/(γ+xi)
1 . Then, the users of

group generate the group secret key gsk =
(gsk[1], gsk[2], · · · , gsk[d]) where gsk[i] =
(Ai, xi), and the revocation token RL cor-
responding to a user’s secret key is grt[i] =
Ai.

3) Finally, the user of group create
(gpk, gsk, grt).

Step 2: The data owner computes commitment C =
(hm1

1 · hm2
2 · · ·hmnn ) =

∏n
i=1 h

mi
i and auxiliary

information aux = (m1,m2, · · · ,mn).

Step 3:

1) For tth time, the data owner updates data
after the data blocks is signed. The data
owner chooses a random value r ∈ Zp and
obtain generators (û, v̂) in G2 from H0 as
(û, v̂) = H0(gpk, {C(t − 1), Ct, t}, r) ∈ G2

2

and computes (û, v̂) images in G1 as u =
Ψ(û), v = Ψ(v̂).

2) The data owner chooses an exponent α ∈
Zp and compute T1 = uα and T2 =
Aiv

α, sets δ = xiα ∈ Zp and pick
blinding values rα, rx and rδ ∈ Zp, com-
putes helper values R1 = urα , R2 =
e(T2, g2)rx · e(v, w)−rα · e(v, g2)−rδ and
R3 = T rx1 u−rδ , computes a challenge
value c from H2 as c = H2(gpk, (C(t −
1), Ct, t), r, T1, T2, R1, R2, R3) ∈ Zp, com-
putes sα = rα + cδ, sx = rx + cxi and sδ =
rδ + cδ ∈ Zp. Finally, the data owner sends
the signature σt = (r, T1, T2, c, sα, sx, sδ) to
the CSS.

3) If σt is vaild, then the CSS computes C(t) =
σtCt and adds the information of

∑
(t) =

(C(t− 1), Ct, t, σt) to aux.

4) Set public key parameter PK =
(PP, gpk, C(t− 1), C(t)).

Public auditing phase. In the phase, we will describe
TPA to verify the validity of the signature.

Step 1: The CSS sends (gpk, σt, C(t − 1), Ct, t) to
the TPA.

Step 2: Because the signature is σt =
(r, T1, T2, c, sα, sx, sδ) and group public key is
gpk = (g1, g2, w), the TPA can computes û,
v̂ and their image u = Ψ(û, v = Ψ(v̂ where
(û, v̂) = H0(gpk, {C(t − 1), Ct, t}, r) ∈ G2

2

and compute helper values R′1 = usα/(T c1 ),
R′2 = e(T2, g2)sx · e(v, w)−sα · e(v, g2)−sδ ·

(e(T2 · w)/e(g1/g2))c and R′3 = T sx1 · u−sδ .
Then, the TPA computes a challenge
value c′ ∈ Zp using H2 as c′ =
H2(gpk, (C(t − 1), Ct, t), r, T1, T2, R

′
1, R

′
2, R

′
3)

and checks the challenge c?=c
′.

Dynamic data phase. In the phase, we will describe
update operation because they have not considered
fully dynamic operation such as the data block insert
and delete operation.

Step 1: Jiang et al. assumed that the current pub-
lic key is PK = (PP, gpk, C(t − 1), C(t)). A
group user uses the public key PK to compute

a proof Λti =
∏n
j=1,j 6=i h

mtj
i,j = (

∏n
j=1,j 6=i h

mtj
j )zi

of the ith committed message and sends τ =
(mt

i,Λ
t
i,
∑

(t)) to the CSS.

Step 2: The CSS will verify whether the user is re-
voked in the group.

1) The CSS receives the ith committed mes-
sage τ = (mt

i,Λ
t
i,
∑

(t)). Then, the CSS
sends (gpk, σt,

∑
(t)) to the TPA.

2) Because the signature is σt =
(r, T1, T2, c, sα, sx, sδ) and group pub-
lic key is gpk = (g1, g2, w), the
TPA can computes û, v̂ and their
image u = Ψ(û), v = Ψ(v̂) where
(û, v̂) = H0(gpk, {C(t − 1), Ct, t}, r) ∈ G2

2

and compute helper values R′1 = usα/(T c1 ),
R′2 = e(T2, g2)sx · e(v, w)−sα · e(v, g2)−sδ ·
(e(T2 · w)/e(g1/g2))c and R′3 = T sx1 · u−sδ .
Then, the TPA computes a challenge value
c′ ∈ Zp using H2 as c′ = H2(gpk, (C(t −
1), Ct, t), r, T1, T2, R

′
1, R

′
2, R

′
3) and checks

the challenge c?=c
′. The TPA ensures that

σt was not generated by each revoked user
A ∈ RL.

3) If the result is true, the CSS need
to verify the correctness of the group
user. The CSS checks the equation

e(Ct/(h
mti
i ), hi)

?
=e(Λ

t
i, g). If the result

is true, which means Λti is a valid
proof that Ct was created to a sequence
(m1,m2, · · · ,mn), such that m = mi.

Step 3: A group user wants to update message m′i
instead of mi, computes the updated commit-

ment C ′ = C ·hm
′−m

i and the updated informa-
tion U = (m,m′, i).

Step 4: The TPA can computes an update proof
Λj =

∏n
i=1,i6=j h

mi
i,j = (

∏n
i=1,i6=j h

mi
i )zj and j

is the position of message. The proof Λj is
valid with respect to C ′ which contains m′ as
the new message at position j. The TPA uses
the update information U = (m,m′, i) to gen-
erate the proof of update. If the position of
message i 6= j, compute the updated commit-

ment C ′ = C · hm
′−m

i and the updated proof is
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Λ′j = Λj · (hm
′−m

i )zj = Λj · hm
′−m

j,i . If the po-
sition of message i = j, compute the updated

commitment C ′ = C · hm
′−m

i while not chang-
ing the proof Λi. Finally, the TPA verifies the
commitment C ′ and corresponding proof Λi is
also valid over message m′i.

User revocation phase. In the phase, we will describe
TPA to verify the validity of the signature and check
the revocation list.

Step 1: The CSS sends (gpk, σt, C(t − 1), Ct, t) to
the TPA.

Step 2: Because the signature is σt =
(r, T1, T2, c, sα, sx, sδ) and group public key is
gpk = (g1, g2, w), the TPA can computes û,
v̂ and their image u = Ψ(û), v = Ψ(v̂) where
(û, v̂) = H0(gpk, {C(t − 1), Ct, t}, r) ∈ G2

2

and compute helper values R′1 = usα/T c1 ),
R′2 = e(T2, g2)sx · e(v, w)−sα · e(v, g2)−sδ ·
(e(T2 · w)/e(g1/g2))c and R′3 = T sx1 · u−sδ .
Then, the TPA computes a challenge
value c′ ∈ Zp using H2 as c′ =
H2(gpk, (C(t − 1), Ct, t), r, T1, T2, R

′
1, R

′
2, R

′
3)

and checks the challenge c?=c
′.

Step 3: The TPA ensures that σt was not generated
by each revoked user A ∈ RL. Therefoere, the
TPA checks whether A is encoded in (T1, T2) by
checking if e(T2/A, û)?

=e(T1, v̂). If no element of
RL is written in (T1, T2), the signer of σt has
not been revoked.

4 Analysis

In the section, we will analyze these schemes [8, 11, 28,
59] which contain functional requirement, security and
performance. And we also use the tables to present a
corresponding requirement in each scheme.

4.1 Functional Evaluation

In Table 2, we will analyze seven functional requirements:
blockless verification, stateless verification, bath auditing,
dynamic data, anonymity, privacy presenting and user re-
vocation in the representative approaches. Yuan, Yu’s
scheme [28] and Jiang et al.’s scheme [59] decided which
TPA needed to maintain the data situation of the user in
the dynamic data phase. Because Jiang et al.’s scheme
has not consider blockless verification, their scheme ex-
tends to support batch auditing which is difficult in the
public auditing phase. In the dynamic data phase, Yuan,
Yu’s scheme and Jiang et al.’s scheme only considered
data update, so their scheme can support data insert op-
eration. Because Wang et al.’ scheme [8] utilized ring
signature, their scheme can influence the TPA to get the
user identity. These scheme can satisfy privacy present-
ing, when the TPA can get the data of the group in the

public auditing phase. Because Wang et al. [8] first pro-
posed the scheme which can support shared data on pub-
lic auditing, they have not considered to user revocation
in the group. However, they make up the problem, but
the improved scheme needs to re-generate the key of each
user. These approach can satisfy the requirement of user
revocation.

4.2 Security Evaluation

In Table 3, we will analyze the five attack models: inside
attack, forge attack, replace attack, impersonation attack
and collusion attack in the representative approaches. In
the inside attack, because these schemes are used by the
user to upload plaintext in the cloud storage server, the
cloud storage server can know the user’s data. Therefore,
the cloud storage server can use unauthorized data. In
the forge attack, these scheme can resist the cloud server
to forge the data tag of data block because the data owner
upload the signed the data tag of data block. Therefore,
the cloud server is hard to forge a legitimate data tag. In
the replace attack, Wang et al. [8] and Wang et al. [11] do
not consider the cloud server does not update the user’s
data, so they cannot support the replace attack. Yuan
et al.’s scheme uses the time stamp to record updated
time, so it can check the time stamp of the data. Jiang
et al.’s scheme considered which TPA verifies the update
proof, so it can check whether the cloud server update the
user’s data. In the impersonation attack, because they
focused on data integrity, their scheme do not consider
authentication. Jiang et al.’s scheme was only a simple
authentication where the TPA verified the user on the
revocation list. However, when the user does not exist
on the revocation list, the TPA cannot verify the imper-
sonation attack. In the collusion attack, because Wang
et al.’s scheme [8] has not supported user revocation, the
revoked user and the semi-trusted server can collude to
attack the shared data. Because Wang et al. [11], Yuan
et al. and Jiang et al. have support user revocation, they
can avoid a collusion attack.

4.3 Performance Evaluation

We will analyze four phases: setup phase, public audit-
ing phase, dynamic data phase and user revocation phase
in the four entities which include data owner, user (the
group user), cloud storage server (CSS) and third party
auditor (TPA). Before we analyze the performance eval-
uation, first we introduce the notations in Table 4.

In Table 5, we analyze four schemes how to execute a
setup phase. Wang et al.’s scheme [11] explained that the
data owner needs lower computing resource in the setup
phase. The group user does not need to generate a secret
key because the data owner supports key generation as
shown in the Jiang et al.’s scheme.

In Table 6, we analyze four scheme how to execute a
public auditing phase. Because in a public auditing phase
the data owner and the group user have not to execute,
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Table 2: Comparison of functional requirements

Wang et al. [8] Wang et al. [11] Yuan, Yu [59] Jiang et al. [28]
Blockless verification Yes Yes Yes No
Stateless verification Yes Yes No No

Batch auditing Yes Yes Yes No
Dynamic data Yes Yes Partial Partial

Anonymity Yes No No No
Privacy Presenting Yes Yes Yes Yes

User Revocation No Yes Yes Yes

Table 3: Comparison of security attack

Wang et al. [8] Wang et al. [11] Yuan, Yu [59] Jiang et al. [28]
Inside attack No No No No
Forge attack Yes Yes Yes Yes

Replace attack No No Yes Yes
Impersonation attack No No No No

Collusion attack No Yes Yes Yes

Table 4: Notations

Notation Significance
TE/TD The computing time of asymmetric encryptions

TGe The computing time of exponentiation in group operation
TBLS The computing time of BLS signature
TB The computing time of bilinear pairing
TM The computing time of multiplication
TA The computing time of addition

TGM The computing time of multiplication in group operation
Th The computing time of hash function
n The number of block in a file
i The number of verified block
d The total number of users in the group
k A block element of the shared data block mi

Table 5: Comparison of computation in setup phase

Wang et al. [8] Wang et al. [11] Yuan, Yu [59] Jiang et al. [28]

n(T d−1
Ge + T kGe + TBLS (n+ 1)TGe n(T kGe + TGe + TBLS (d+ 6)TGe + TnGe

Data owner +2TGM + Th) + TGe +n(TBLS + TGM + Th) +TGM + Th) +(d+ 3)TA + 4TM
+2TGM + Th) + TGe +n(TBLS + TGM + Th) +2TGe + TM +4TGM + 2Th

User TGe TGe 2TGe -
CSS - - - TGM
TPA - - - -



International Journal of Network Security, Vol.18, No.4, PP.650-666, July 2016 662

they do not consume any computing resources. In the
Jiang et al.’s scheme, the CSS does not consume com-
puting resource because the CSS will response the entire
data to the TPA. Then, the TPA needs to verify the entire
data, so the TPA requires more computing resources. The
CSS is an affected factor including a block element of the
shared data block, the total number of users in the group
and the number of verified block. Wang et al. [8] con-
sidered two factors include the number of verified block
and a block element of the shared data block, Wang et
al. [11] considered one factor which is the total number of
users in the group and Yuan et al. considered all factors.
However, Yuan et al.’s scheme is more flexible in different
situations.

In Table 7, we analyze four schemes how to execute a
dynamic data phase. Jiang et al.’s scheme obviously re-
quires more computing resources because their scheme has
three entities needed to execute. These schemes [8, 11, 59]
only consider that the group user transfers the updated
data to the CSS, and the CSS directly update the data.
Therefore, when the semi-trusted CSS has not updated
the data, the group user cannot get related message.
Jiang et al.’s scheme considered that the CSS can verify
whether the user is in this group and the TPA can verify
whether the stored data of the CSS has been updated.
Therefore, Jiang et al.’s scheme spent a lot of computing
resources in the verification.

In Table 8, we analyze four schemes how to execute a
user revocation phase. Wang et al.’s scheme [11] and Yuan
et al.’s scheme are similar because they scheme which data
owner delegates the CSS to re-sign the signed data block
of the revoked user. However, Yuan et al.’s scheme de-
cided which data owner needs more computing resources.
Jiang et al.’s scheme needed to verify the signature and
check whether the revoked user has been revoked in the
revocation list RL.

In Table 9, we analyze four schemes how to distribute
storage. The TPA cannot require storage space in Wang
et al.’s scheme [8] and Wang et al.’s scheme [11]. Yuan
et al.’s scheme decided which TPA requires to store file
information, and Jiang et al.’s scheme decided which
TPA requires to store revocation list. Because Wang et
al.’s scheme [8] considered anonymity, the CSS could not
store the signer’s information. However, Wang et al.’s
scheme [11] considered user revocation, so the CSS re-
quires to update the signed data block of the revoked
user. Because Yuan et al.’s scheme only consider mod-
ification operation, the CSS only store m and σ. How-
ever, Jiang et al.’s scheme is aux = (m1,m2, · · · ,mn),
(C(t−1), Ct, t, σt), so their scheme requires more storage
space.

5 Conclusion and Future Work

In the cloud storage service, the data integrity of remote
verification is already a critical issue. The concept of
public audit can solve to remotely verify data integrity

and extend to verify the shared data. We organize public
auditing requirements containing function, security and
performance from the many relevant literatures. We also
list the four representative approaches and analyze these
approaches. These comparison tables can clearly under-
stand the advantages and disadvantages of each approach.
Finally, in this paper, we provide the future development
of public audit and shared data.

For future developments, we will focus on the following
areas of particular interest. Efficiency: because users de-
mand high performance, the scheme satisfies an effective
scheme to reduce the computing resources which include
public audit, dynamic data and user revocation of the
operation. Therefore, how to design an efficient public
audits with shared data that is an important issue.

Security: in addition to data integrity, the public au-
diting need to consider the data confidentiality. Because
the user will store data in the cloud storage service, the
cloud service provider can access the user’s data. There-
fore, the user need to encrypt data before the user uploads
data to the cloud storage service. How to design a public
audit with shared data in the situation of encrypted data
which will be able to satisfy integrity and confidentiality
simultaneously.

Data recovery: the user upload data to the cloud stor-
age service before the user deletes data which will reduce
the user’s storage space. When the cloud server is lost
the user data, third party auditor verifies the user’s data
is in complete. However, the user do not back up data on
the local storage space. Therefore, the user need to save
his/her data. How to design a scheme which can support
public audit and data recovery.
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