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Abstract

This paper presents an analytical Black Hole attack model
to predict the mean packet loss of ad-hoc networks using
reactive routing protocols without apriori knowledge of
the actual topology configuration. Topology information
is summarized as a set of prototypical hop-distance pro-
files that describe likely hop distance perspectives within
the topology and are generated using K-means cluster-
ing. Experiments are conducted to validate the theoreti-
cal attack condition, the hop-distance profiles, and predic-
tion performance. Results show the model prediction falls
within the 95% confidence intervals of packet loss through
simulation of a variety of fixed and ad-hoc topologies.

Keywords: Ad-hoc networks, black hole attack, network
availability modelling

1 Introduction

The computer network is a pervasive and critical asset in
our society. It permits the sharing of distributed resources
to achieve complex social, economic, and scientific objec-
tives irrespective of locality. However, it is also a vulnera-
bility to its hosts because any disruption, degradation, or
denial of access to this network adversely affects the objec-
tives of the distributed organization. Moreover, computer
networks are subject to disruptive, degrading, and denial
attacks at every layer of the network stack [2, 25, 38].
Ad-hoc networks are especially vulnerable to disruption
because they rely on coordination in-situ rather than ap-
portioning resources apriori as done in infrastructure-
based networks. Ad-hoc networks provide data routing
services to loosely coordinating groups or to address the
need for multi-hop communication in environments with-
out infrastructure. With respect to security analysis of
systems, there has been significant research on the devel-
opment of confidentiality and integrity analytical models.
Classic models such as the Bell-LaPadula Confidentiality

Model [7], Lipner’s Integrity Model [24], and the Chinese
Wall Model [10] have existed for decades. The body of this
research has provided a foundational approach to proving
security properties in systems under study.

Since networks provide a delivery service, the availabil-
ity security property is of great importance to network
designers. Unfortunately, the historical depth of research
on analytical availability models is lagging behind that of
confidentiality and integrity research. While there is some
availability modeling research in [1, 14, 16, 23, 31, 39],
the de facto approach to assessing the effects of avail-
ability attacks on networks is measured through simula-
tion. Examples of this approach include work performed
in [11, 19, 26, 32]. While the simulation approach has
a clear utility, there are several drawbacks. First, the
approach is exhaustive and scales poorly. High dimen-
sional experiments may take orders of weeks or months
to provide conclusions. Second, the simulation models re-
quire initial validation when used and revalidation upon
any modification to the simulation model-base [4]. Third,
complex interactions, such as causality, between simula-
tion objects are abstracted and must be statistically es-
timated through repetition. Effective experiment design
can certainly ascertain causality between simulated fac-
tors and response variables to generate regression models;
however, their mathematical relationship remains hidden.

At the cost of fidelity, these challenges may be avoided
by the use of analytical models for security analysis. The
contribution of this research is the development of an ana-
lytical model for reactive ad-hoc protocols that measures
availability degradation of networks subjected to Black
Hole attacks. A Black Hole attack is a well-known denial
of service attack for ad-hoc networks that deceptively at-
tracts data to flow through nodes under control of an
attacker. As packets arrive, they are silently dropped.
Such a model can be used in conjunction with other avail-
ability models to influence design decisions of distributed
system or ad-hoc network developers when limited imple-
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mentation details exist. Moreover, the model explains the
relationship between contributing factors for Black Hole
attacks that are hidden when using simulated experimen-
tation. While there has been extensive work in detect-
ing, avoiding, and isolating Black Hole attacks, the rela-
tionship between the topology parameters and the attack
effectiveness has not been extensively studied. Limited
attack effectiveness has been measured using simulation
in [17, 28, 34]; however, the scope of each study is limited
to only a few topology types (e.g., protocol, number of
Black Holes, number of nodes, and operating area). The
results of these observational studies make it difficult to
extrapolate performance for other types of ad-hoc topolo-
gies.

In [5], a theorem is developed for reactive ad-hoc rout-
ing protocols with hop-distance as a primary route metric
selection criteria. During route discovery, if a Black Hole
node is closer in hop distance than the destination to the
source, then the Black Hole node may present a fake route
to the downstream nodes with a metric that exceeds the
metric of any legitimately proposed route. An analyti-
cal Black Hole attack model is developed that calculates
the probability of this theorem being true for arbitrary
source-destination pairs of a given ad-hoc network. Since
the attack probability applies to any route in the net-
work, it is a holistic measure of the susceptibility of a
given network to Black Hole attack and may be useful for
providing upper or lower bounds of network throughput
degradation while under attack.

The analytical model in [5] is a function of the num-
ber of nodes in the network, the number of nodes con-
ducting Black Hole attacks in the network, and the av-
erage node degree of the network. It assumes that the
Black Hole nodes are uniform-randomly dispersed within
the operating area of the ad-hoc network, and that all
nodes within the network have equal probability of being
a source or destination of new route. To avoid requiring
absolute knowledge of the topology of the ad-hoc net-
work under study, a topology approximation technique is
used, seeded by one or more statistically estimated pa-
rameters of the topology under study. These parameters
include the mean node degree of the network and the num-
ber of nodes. They are simpler to estimate prior to the
instantiation of an ad-hoc topology than attempting to
estimate the graph of the topology instance. The param-
eters are used to generate a n-ary 2-cube topology, which
has average degree n and 2n nodes [30]. The model uses
this topology to calculate the probability of attack for all
source and destination pairs of the ad-hoc network under
study.

The motivation for the utilization of n-ary 2-cubes to
approximate ad-hoc topologies is based on the intuition
that high-dimensional topologies of an arbitrary orienta-
tion, when projected onto a 2-dimensional plane, appear
as an ad-hoc topology. Moreover, the projection of a sin-
gle n-ary 2-cube onto a plane may represent a set of flat
topologies by rotating the n-ary 2-cube in the higher di-
mensional space. Unfortunately, the similarities are de-

ceiving, and several issues make it challenging to use this
as an approximation method. First, ad-hoc topologies
have nodes with varying node degree, whereas the node
degree for all nodes in a n-ary 2-cube have a constant
degree. This means that as the variance of the node de-
gree of an ad-hoc network increases, the approximation
will not be able to represent portions of the network with
extreme connectivity. Second, given an ad-hoc topology
with a known node degree and number of nodes, it is likely
that, due to the ridged definition of the n-ary 2-cube,
a corresponding n-ary 2-cube approximation having the
same values for both parameters does not exist. Any ap-
plication using this approximation, including the Black
Hole attack model, must perform a trade-off study to
determine which n-ary 2-cube approximation minimizes
calculation error, degrading the utility of the approxima-
tion. Third, ad-hoc topologies may become partitioned
over their lifetime due to mobility or node failure. A n-
ary 2-cube is unable to model network partitions because
the node degree of the approximation is homogeneous
within the topology. Fourth, two nodes may be within
transmission distance within the projection of an arbi-
trarily rotated n-ary 2-cube onto a 2-dimensional plane;
however, their Euclidean distance in the high dimensional
space may beyond transmission range. This means that
the projection will contain edges that do not exist in the
n-ary 2-cube.

The work presented in this paper extends the work ac-
complished in [5] while addressing the disadvantages of us-
ing an n-ary 2-cube as an approximation technique. First,
a simple simulated experiment is conducted to enhance
the credibility of the theorems derived in [5]. Second,
the Black Hole attack model is generalized for arbitrary
network topologies. In this generalization, the topology
state is known and a simulated experiment is conducted
to show that the analytical model is able to predict the
network level effects of Black Hole attack. Third, the gen-
eralized model is extended to incorporate unique aspects
of ad-hoc networks; namely, that nodes may become par-
titioned and that the true topology state is difficult to re-
alize prior to its instantiation. The n-ary 2-cube topology
approximation is replaced by a set of prototype neigh-
borhoods, derived statistically via k-means clustering. A
third simulated experiment is conducted to validate the
extended analytical Black Hole attack model. To illus-
trate the improvement of the analytical model derived in
this work, it is compared with performance predictions
using the original model defined in [5].

1.1 Ad-Hoc Network Routing Back-
ground

An ad-hoc routing service is comprised of four core com-
ponents: 1) determining topology state, 2) calculating
routes, 3) selecting a route, and 4) forwarding packets ac-
cording to the selected route [35]. The predominant chal-
lenge for the routing service is to efficiently realize and
maintain the state of network topology while contending
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with confounding dynamics in the physical, RF, and log-
ical domains. Examples of dynamic events include node
power failures, RF interference, and topology discovery
on initial deployment. Global awareness of these events
is achieved through protocol coordination, through which
participants discover and exchange local topology state
information with peers to identify potential routes. The
fittest route is selected from this state update per desti-
nation or as needed.

One major aspect of routing protocols is when routes
are calculated. A proactive protocol will enforce a peri-
odic synchronization between all nodes to achieve topol-
ogy state coherency. A node with fresh topology informa-
tion can immediately calculate the next hop in the for-
warding path or, depending on the protocol, determine
the complete route. To minimize coordination overhead,
reactive routing protocols only coordinate when neces-
sary. The trade-off between reactive and proactive strate-
gies is route setup time and effective bandwidth. Proac-
tive protocols have more deterministic route setup times
at a cost of utilizing higher bandwidth [29]. Reactive pro-
tocols utilize less bandwidth for control packets, but have
higher variance in the route setup period [22].

This research generally applies to reactive ad-hoc pro-
tocols; however, the specific work focuses exclusively on
Ad-Hoc On-demand Distance Vector routing (AODV)
and Dynamic Source Routing (DSR). Both of these have
matured to be de facto reactive protocols and constitute
a base design class from which other reactive protocols
have been derived. In essence, to attempt a unified anal-
ysis, this work applies to the common aspects of all reac-
tive protocols (i.e., the route discovery process) and, more
specifically, to AODV and DSR.

1.2 Ad-Hoc On-demand Distance Vector
Routing

AODV routing is a reactive routing, forward updating,
hop-by-hop, flat, and single-path routing protocol [27].
The protocol is broken into three services: 1) Route Dis-
covery, 2) Route Repair, and 3) Packet Forwarding. The
Route Discovery process occurs when a source node de-
sires to route to a destination. The source node sends a
route request (RREQ) packet that is flooded throughout
the network via broadcast. As the RREQ is propagating
the network, intermediate nodes append their ID to the
RREQ and store a forwarding rule towards the source
in preparation of a reply message. When the destina-
tion (or an intermediate node that knows the forward-
ing path to the destination) receives a RREQ it responds
with a route reply (RREP) message. The responding node
places the path information collected during the RREQ
into the RREP and sends it along the reverse path pre-
viously established during the RREQ flood to the source
node. Each node that receives the RREP adds the for-
warding rule to their route table and forwards the RREP
toward the source. Because of the flooding nature of a
RREQ, the destination generates a RREP for each dis-

covered path.
Intermediate and source nodes, receiving a RREQ,

RREP, or a route error (RERR) message, update their
forwarding table if 1) the destination sequence number in
the coordination message is higher than the one stored in
their table, or 2) the destination sequence number is the
same as the entry in its routing table, but the hop-count in
the message is shorter. Coordination messages containing
higher destination sequence numbers imply fresher rout-
ing information.

Packet forwarding is achieved via a distance vector ta-
ble stored at each node in the network containing entries
for each known destination. For each destination, the
node stores the next hop, distance in hops to the destina-
tion, and the sequence number of the latest update to the
route. When application packets arrive to be forwarded,
the node examines the destination in the packet and de-
termines the next hop using the appropriate entry in the
routing table.

1.3 Dynamic Source Routing

DSR is a reactive, forward updating, source-based, and
flat routing protocol [21]. Its route discovery and main-
tenance behavior is very similar to AODV; however, the
major differences between the protocols are the manner
of packet routing and how the routes are stored. Unlike
AODV, the route is maintained completely by the source
node in DSR. The source node is responsible for generat-
ing the route request and has complete freedom to select
any route reply to use when routing packets. Instead of
storing the route hop-by-hop, DSR uses source routing
where the source node places complete routing informa-
tion in each application packet. Each intermediate node
along a route uses this information to determine the next
hop. The intent of the designers is to follow the analog of
the TCP/IP fate sharing [13] by placing the majority of
the complexity burden at the end nodes.

The route selection method is not specified in [21], but
rather, is left up to the implementation of the protocol.
Many DSR implementations use hop count as the route
selection metric, such as Network Simulator 2, PicoNet,
and the Rice Monarch Project.

1.4 Related Work

A significant number of published research papers mea-
sure simulated Black Hole attacks on ad-hoc networks.
Performance degradation from Black Hole attack is mea-
sured on AODV networks in [6, 11, 26, 28, 32]. For DSR,
performance results can be found in [3, 9, 20, 33]. Per-
formance measurements of Black Hole attacks in other
networks types include [15, 17, 19]. Due to the large pa-
rameter space of ad-hoc networks, there is little overlap
between each study; however, they all indicate that Black
Hole attack decreases network throughput.

Several recent works develop analytical models to char-
acterize the performance of Black Hole attacks. In [39],
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a probabilistic model is developed to quantify the effects
of a Black Hole attack in a smart grid network. In [12],
an Adaptive Neural-Fuzzy Inference System (ANFIS) is
created to detect Black Hole node behaviors. A Colored
Petri-Net model is developed in [17]; however, the model
must be simulated to derive results. The foundations of
a formal Black Hole attack model for wireless sensor net-
work routing protocols is proposed in [31].

In [1] an analytical model is presented to calculate net-
work throughput under denial of service attacks; specif-
ically, these attacks are Jellyfish and Black Hole. Their
model estimates the availability of a network flow (i.e., a
group of packets traversing a route) based the proportion
of lifetime that a network flow incurs zero throughput.
The expected time a route has zero throughput is calcu-
lated as the product of the probability that at least one
malicious node is in an arbitrary route of a certain length
and the expected correction time to expunge all malicious
nodes from that route. The correction time is based on
the number of attempts to detect the attack, rediscover
an alternative route, and repair for each malicious node
in the route. Given the expected interval of zero through-
put, one can calculate availability as one minus the ratio
of the time of zero throughput over the expected duration
of the flow.

A completely different Black Hole model is proposed
in [23] to model packet loss instead of throughput of an
AODV Mobile Ad-hoc Network (MANET) during a Black
Hole attack. Konig assumes uniform node density to sim-
plify the topology so that the number of nodes included
in a given topology search area may be determined. By
letting the radius of this search area be a multiple of the
transmission distance, one can geometrically determine
the number of nodes reachable at each hop. The author of
this method also makes an attempt to address the border
effect errors with the uniform density assumption; how-
ever, the authors acknowledge that their method is im-
perfect. Given the set of nodes included in the ith RREQ
of the expanding ring search, Konig can find 1) the prob-
ability that at least one Black Hole is in the search area
and 2) the probability that the destination is within the
search area. By taking the product of these two probabil-
ities for each phase of the ring search, the sum of products
is the probability an arbitrary route in a network with a
given network density is subject to Black Hole attack.

2 Revisiting the Hypercube Black
Hole Attack Model

From [5], Black Hole node b in network topology G is
able to provide a false route with a winning metric to
drop application packets on a route from source node s
to destination node d if:

∃b ∈ B s.t. {h(s, d) > h(s, b)} , (1)

where h(x, y) is the minimum hop distance between x and
y in network topology G and B is the set of Black Hole

nodes present in G. While a proof is provided in [5], the
prior work did not provide experimental validation.

2.1 Validation of the Attack Condition

A series of simulated experiments are conducted to test
the validity of Equation (1) by observing the effects of
packet loss while varying the hop distances between the
source, destination, and a Black Hole node over a linear
topology. The use of a linear topology allows explicit con-
trol of the hop distances of each player in the experiment
series. The linear topology consists of 21 nodes, where a
single source node is placed in the center of the network
and is flanked by 10 nodes on each side. For a given sim-
ulation experiment, the destination node is designated as
one of the 10 nodes on the right of the source node and a
Black Hole node is designated as one of the 10 nodes on
the left. During the simulation, the source node attempts
to establish a route to the destination. The Black Hole
node participates during the route setup and attempts to
move the route through itself. Once the route is selected,
the source sends constant bit rate (CBR) traffic to the
destination. If the Black Hole attack is successful, none
of the packets reach the destination because they are be-
ing forwarded to the opposite side of the network to the
Black Hole node, which drops all of them. Packet loss is
recorded from 100 scenarios generated by testing all com-
binations of h(s, b) and h(s, d), where each hop distance
takes on a value from 1 to 10. Each scenario is repli-
cated 100 times to generate a mean normalized packet
loss statistic, where normalized packet loss is the propor-
tion of packets lost over the total number of sent packets.
The entire sequence of experiments are conducted using
both AODV and DSR protocols.

Each wireless ad-hoc node in the network is a simula-
tion model, which is comprised of an antenna, radio, prop-
agation model, and a protocol stack in Network Simulator
2.34 (ns-2.34). Specifically, the stack is comprised of an
omni-directional antenna with unity gain, a 914MHz Lu-
cent WaveLAN Direct Sequence Spread Spectrum (DSSS)
radio, an implementation of IEEE 802.11 Medium Access
Control (MAC) layer, and a reactive MANET routing
protocol. The stack enables each node to provide packet
routing for the wireless ad-hoc network. Besides basic
routing services, some nodes are designated as application
end-points, which send or receive CBR traffic. The lin-
ear topology is enforced by placing nodes in a line, where
the transmission coverage area of each node contains a
either two neighbors, or for the end nodes, a single neigh-
bor. A Black Hole is a node with a modified MANET
routing protocol designed to conduct Black Hole attacks
and is identical to the simulation model used in [5]. The
simulation transmission range of each radio is 250 meters.

The observed normalized packet loss for AODV and
DSR as a function of destination and Black Hole hop dis-
tances are shown as a surface plot in Figure 1. A given
point in the z axis is the normalized average packet loss
observed when h(s, b) = x and h(s, d) = y. The figure
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Figure 1: Normalized packet loss as a function of hop-
distance

shows that in all cases where h(s, b) ≥ h(s, d), the packet
loss is zero. Conversely, packet loss is incurred for each
case where h(s, b) < h(s, d). Packet loss is at 100% when
h(s, d) − h(s, b) > 1. The reason that packet loss is only
at 80% when h(s, d) − h(s, b) = 1 (i.e., the Black Hole
node is one hop closer than the destination node to the
source) is an artifact of the simulation models for AODV
and DSR in ns-2.34. Recall that from [5], the shortest
path a Black Hole can advertise to the source node with-
out masquerading as the source has length h(s, b) + 1.
When h(s, d) − h(s, b) = 1 both the Black Hole and des-
tination node will respond with routes having the same
hop count metric. As a tiebreaker, the RREP arriving
first is selected. Since h(s, d) − h(s, b) = 1, the RREP
from the Black Hole node has fewer hops to traverse than
the RREP created from the destination node. However,
the simulation avoids RREQ broadcast collisions at each
hop by waiting a uniformly random time period before re-
broadcasting. When the destination and Black Hole hop
distances to the source node are close, there are occur-
rences where the Black Hole node receives the RREQ at
a later time than the destination because the predeces-
sors of the Black Hole node encounter a larger cumulative
random delay.

2.2 Decoupling the Hypercube Topology
from the Model

The Analytical Black Hole model is the probability Equa-
tion (1) is true for all source destination pairs. This is
calculated by considering all possible relative distances
of h(s, b) and h(s, d) in a given network. From [5], the
discrete probability of this event is

P (A) =

n∑
h=1

P (A|H = h)P (H = h), (2)

where P (A) is the probability of a Black Hole attack and
P (H) is the probability that h(s, d) = h. Given h(s, d),

the probability of a Black Hole attack is simply the prob-
ability that at least one of the B Black Hole nodes are
closer than h hops to the source. This requires knowing
the number of possible neighbors that are closer than h
and finding the probability that at least one of the neigh-
bors is a Black Hole node. The n-ary 2-cube topology is
useful here because this quantity can be derived analyt-
ically given parameter n, which is the longest expected
route length. Moreover, the symmetric properties of a
n-ary 2-cube topology result in every node having the
same quantity of unlabelled neighbors at each hop dis-
tance. This allows P (A) to be calculated without consid-
ering the relative location of each source node within the
topology. Let q(x) be the quantity of neighbors includ-
ing Black Hole nodes at hop distance x. The number of
nodes that are closer than h hops is the sum of q(x) for
all x = 1, 2, . . . , h− 1. Given q(x) is known for all values
of x, N is the number of nodes in the topology, B is the
number of Black Hole nodes in the network, then P (A)
is a hyper-geometric discrete random variable shown in
Equation (3).

P (A) =

n∑
h=1


1−

((N−2)−h−1∑
i=1

q(i)

B

)(
N−2
B

)
 q(h)

N − 1

 . (3)

Because this analytical model is derived for n-ary 2-
cubes, the model assumes that all source nodes have the
same q(x) function. Decoupling the analytical model from
the n-ary 2-cube topology requires that q(x) is context de-
pendent on the position of the source node within the net-
work being analyzed. If the topology is known, then the
number of q(x) functions has an upper bound of N , imply-
ing that each node has a unique q(x) function. Moreover,
the conjecture is that the set of these q(x) functions is suf-
ficient to describe the network topology under study. If a
topology exhibits symmetry, then there will consequently
be duplicate q(x) functions describing the network. Ignor-
ing duplicate functions, fewer q(x) functions are required
to describe the symmetric topology. Let a source node
class be a set of one or more nodes that share the same
q(x) function. More specifically, source node class Ck has
qi(x) = qj(x)∀i, j ∈ Ck;x = 1, 2, . . . , n. When a route
discovery is initiated, there is an associative probability
that the source node originating the discovery belongs to a
particular source node class. The source node class mem-
bership probability equation is simply the proportion of
nodes in a class over the number of nodes in the network,
where |Ck| is the cardinality of class Ck. This is

P (s ∈ Ck) =
|Ck|
N
∀Ck, k = 1, 2, . . . ,K. (4)

Incorporating Equation (4) into the model results in

P (A) =
K∑
k=1

n∑
h=1

P (A|H = h)P (H = h|s ∈ Ck)P (s ∈ Ck). (5)
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Figure 2: 4x4 Wireless grid topology with labeled source
node classes

Note that K is the number of source node classes for the
network and its value is a function of the topology under
study. Expanding Equation (5) is

P (A) =
K∑
k=1

n∑
h=1


1−

(
(N−2)−

h−1∑
i=1

qk(i)

B
)

(N−2
B )

 qk(h)|Ck|
N(N−1)

. (6)

2.3 Validation of the Generalized Attack
Model

Equation (6) is validated through a series of simulated ex-
periments. To illustrate the concept of source node classes
and q(x) functions, these experiments use a simple fixed
4x4 grid network. To keep the topology fixed at 16 nodes
and in a 4x4 grid structure, non-Black Hole nodes are re-
moved from the network as Black Hole nodes are added.
This keeps the number of source node classes and q(x)
functions constant. The distances between nodes force
communication between only cardinally adjacent nodes
in the grid. A 4x4 grid topology has three source node
classes, labeled C1: Corner Nodes, C2: Outer Edge Nodes,
and C3: Inner Nodes. Figure 2 shows the topology with
each node assigned to one of the three source node classes.
From the figure there are four corner nodes in C1, eight
outer nodes in C2, and four inner nodes in C3 respectively.
The qk(x) function (i.e., the quantity of neighbors x hops
from a source node in class k) for each source node class
is shown in Table 1.

Table 1: Values for qk(x) for each source node class in the
4x4 grid

Hop Distance x = 1 2 3 4 5 6
Corner Nodes q1(x) = 2 3 4 3 2 1
Outer Edge Nodes q2(x) = 3 4 4 3 1 0
Inner Nodes q3(x) = 4 6 4 1 0 0

The normalized packet loss is observed as the num-
ber of Black Hole nodes are increased in the topology
from one to eight. For each scenario, 50 4x4 grid topolo-
gies are generated. For each topology a subset of the
16 nodes are randomly designated as Black Hole nodes
and 100 source-destination pairs are also randomly desig-
nated. Each connection pair is independently simulated,
where the source attempts to establish a route with the
destination in the presence of Black Hole nodes. Once the
route exists, the source sends CBR traffic to the destina-
tion. Each simulation is repeated 10 times to account for
the random packet delay incurred during the simulation
and to avoid confounding effects of congestion and route
caching, which are not currently accounted for in the ana-
lytical model. Statistics on the number of dropped, sent,
and received packets are collected and used to estimate
the mean normalized packet loss for each factor level com-
bination.

The probability of attack is calculated using Equa-
tion (6) and is overlaid with the simulation results in
Figure 3. Clearly the analytical model’s predications are
within the 95% confidence intervals (CIs) for all Black
Hole levels for both protocols. The figure also shows that
the attacker experiences diminishing returns as the num-
ber of Black Hole nodes grows, with an upper-bound at
approximately 78% normalized packet loss. An attacker
may use this curve to optimize cost of placement versus
payoff. Using this network as a example, approximately
three quarters of the maximum performance is achieved
by deploying at least three Black Hole nodes. In terms
of security defense analysis, the expected packet loss does
not exceed 80%. System designers may use this upper-
limit to implement distributed applications that toler-
ate operating conditions, such as through caching, redun-
dancy, or multipath.
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3 The Attack Model Adapted for
Ad-hoc Networks

The analytical model presented in the previous section is
generalized to account for any topology that may be de-
scribed as a set of source node classes, each with a partic-
ular q(x) function. However, there are several challenges
to overcome so that this analytical model may be useful
for ad-hoc networks while avoiding the n-ary 2-cube ap-
proximation technique. First, the topology is not known
apriori, making it difficult to assess the susceptibility of a
network is instantiated. Second, ad-hoc networks may be
partitioned, which violates the assumptions of the original
model. In this section, the analytical model is enhanced
to address these two challenges.

3.1 Describing Ad-hoc Topologies
Stochastically

In [8], the authors stochastically generate random topolo-
gies using a small set of parameters to empirically derive
neighbor hop distance probability density functions for a
variety of ad-hoc network types. This work expands on [8]
by using K-means clustering on stochastically generated
topologies to identify K distinct source node classes and
the associative qk(x) functions (i.e., neighbor hop distance
probability density functions) to represent an expected
configuration of the ad-hoc network prior to its existence.
Using this approach, only the deployment strategy, num-
ber of nodes, and operating area are required apriori. Un-
like the case for known topologies, the number of classes
is not bounded by the number of nodes N . Because the
network may take on a variety of topology configurations,
K may be orders of magnitude larger than N , which im-
plies that a larger set of q(x) functions are required to
adequately describe an ad-hoc network than a particu-
lar topology instantiation such as the 4x4 grid topology,
described in a previous section.

The strategy of this approach is to generate a set of
source node classes that adequately describe the distribu-
tion of possible topology instantiations. This is accom-
plished stochastically by generating M random topology
instances according to the expected number of nodes, area
of deployment, and deployment strategy. For each of the
M topology instances, the q(x) function of every node is
empirically derived, resulting in a collection of M × N
distinct q(x) samples. The q(x) function samples are as-
sociated using K-means clustering [36]. This results in
the identification of K source node classes, where the
center of each class Ck is an n-dimensional vector of hop-
distance quantities (i.e., qk(x)). For stochastic topologies,
the probability that source node s belongs to a particular
source node class Ck is estimated as the proportion of the
generated q(x) samples in cluster k over the total number
of generated q(x) samples. The update to Equation (4) is
shown in Equation (7).

P (s ∈ Ck) =
|Ck|
MN

, (7)

where N is the number of nodes and M is the number of
instantiated topologies.

3.2 Network Partitioning

Given the area, number of nodes, and deployment strat-
egy, there is some probability that ρ nodes will be par-
titioned due to spatial separation. To account for parti-
tioned nodes, let ρk be the average number of partitioned
nodes for source node class Ck. This statistic can be de-
rived using qk(x), where

ρk = N −
n∑
h=1

qk(h).

When a destination node is partitioned from a source
node, the existence of any Black Hole in the same net-
work partition as the source node results in a Black Hole
attack. Moreover, a route is established and additional
network traffic is generated that would otherwise have
not existed. The effect is that on a pair-wise comparison,
partitioned networks with Black Hole nodes will not only
have increased packet loss; they will also have an increase
in the number of sent packets. Let ψ be a random event
where the source attempts to connect with a destination
that is one of the ρ nodes partitioned from the source
node. With respect to a given source node class Ck, the
probability a randomly selected destination is partitioned
is

P (ψk) =
ρk

N − 1
.

Given that the destination node is partitioned from
the source node s ∈ Ck, the source node will only re-
ceive replies from Black Hole nodes during route discov-
ery. Therefore, if there is at least one Black Hole node
that is not partitioned from the source, then a Black Hole
attack occurs. The equation for this is

P (A|ψk) =

 B < ρk,

(
1− (ρk−1

B )
(N−2
B )

)
B ≥ ρk, 1

(8)

Note that when there are greater or equal number of Black
Holes nodes than the expected number of partition nodes,
then at least one Black Hole node must exists in the same
partition as the source node.

3.3 Stochastic Analytical Black Hole At-
tack Model for Ad-Hoc Networks

Considering the stochastic representation of the ad-hoc
topology and accounting for partitioning, the revised form
of the analytical model for Black Hole attack on ad-hoc
networks is

P (A) =
K∑
k=1

{[
P (A|ψk)P (ψk) + P (A|ψ′k) (1− P (ψk))

]
P (s ∈ Ck)

}
. (9)
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Table 2: Four simulated ad-hoc network types under test

Type Nodes Area (m2) Density (m−2)
1 10 500 0.02
2 20 500 0.04
3 20 1000 0.02
4 40 1000 0.04

The probability of attack is the sum of the attack prob-
abilities for all source node classes. For each class Ck,
the attack probability accounts for events including par-
titioned destinations and non-partitions with probabilities
P (ψk) and (1− P (ψk)) respectively. Since P (A|ψk) is de-
fined in Equation (8), this leaves P (A|ψ′k) to be defined,
which is

P (A|ψ′k) =
n∑
h=1

P (A|H)P (H = h)

=
n∑
h=1


1−

(
N−2−

h−1∑
i=i

qk(i)

B
)

(N−2
B )

 qk(h)
N−ρk−1

. (10)

Equation (10) is derived from Equation (3) and ad-
justed to account for partitioned nodes. With Equations
(8), (10) and for completeness, the analytical model ex-
pression is expanded to

P (A) =
K∑
k=1

{[
P (A|ψk) ρk

N−1 +
(

1− ρk
N−1

)
P (A|ψ′k)

]
|Ck|
MN

}
. (11)

3.4 Validation of Revised Model

An experiment is conducted via simulation to validate
the revised analytical Black Hole attack model for ad-
hoc networks. Four distinct topology types are chosen to
represent a sample space of ad-hoc topologies that vary in
operating area, number of nodes, and the resulting den-
sity. The properties of each topology type are described
in Table 2.

Each topology type has its own set of source node
classes, which are found using the population sampling
and K-means clustering method described earlier in this
paper. One thousand random topologies are generated to
create large sample sizes for each topology type. K-means
clustering is applied to each sample set, where K = 200
is found by analyzing the change in variance as K in-
creases [37]. The experiment is a full factorial design with
factors of topology type, number of Black Hole nodes (1 to
10), and ad-hoc network protocol (AODV and DSR), re-
sulting in 80 distinct factor-level combinations. For each
factor-level combination, 100 topology instances are gen-
erated and simulated independently. For each topology
instance, 100 randomly selected source-destination pairs
attempt to establish routes and transmit CBR traffic in
the presence of Black Hole nodes. The quantity of repli-
cations is selected to minimize sampling bias in the re-
sults. The packet loss for each connection is recorded
and used to derive an estimate of the expected packet

loss for the factor-level combination. Because the ana-
lytical model does not account for congestion or mobility
dynamics, they are not simulated in this experiment to
avoid measuring confounding factors.

3.5 Results and Analysis

The results of the experiment are shown in Figure 4. For
each topology type, the measured 95% CI of the normal-
ized packet loss for AODV and DSR is plotted against
analytical results calculated using Equation (11). The
analytical model derived in [5] is also plotted to evaluate
the benefits of the enhancements to this model. For this
case, the hypercube with the closest number of neighbors
is used as the topology approximation model. With re-
spect to the figure, the x axis indicates the number of
Black Hole nodes deployed into the network for a given
normalized packet loss response.

The results show that the stochastic analytical model’s
prediction of packet loss falls within the 95% CI for all
scenarios for each topology type. This is strong evidence
in support of the claim that P (A), as calculated by the
revised analytical model, can be used to predict normal-
ized packet loss of a network under Black Hole attack.
Moreover, the original hypercube analytical model per-
forms poorer than the stochastic model for the ad-hoc
topology scenarios under study. In Figures 4a and 4d,
the hypercube topology estimates are tolerable, but in
several cases the analytically derived performance values
are under or over estimating the simulation results. The
hypercube topology approximation does not predict nor-
malized packet loss for ad-hoc topology types 2 and 3. In
Figure 4b the hypercube model significantly overestimates
Black Hole attack. The hypercube performance curve in
Figure 4c both under-estimates and over-estimates perfor-
mance. Excluding the cases where there are zero Black
Holes, the hypercube model prediction falls within the
95% CI packet loss in only nine of the 40 remaining data
points presented in Figure 4.

Another noticeable difference between the performance
predictions of the two models is that the stochastic curve
has some slight variation between data-points while the
hypercube performance curves do not. This is because
the source node classes are derived statistically and con-
sequently incur a degree of sample variation in the K class
q(x) functions. On the other hand, the hypercube ana-
lytical model uses the n-ary 2-cube topology, so it has no
amount of variation in its single source node class q(x)
function.

4 Conclusion

This work provides a network availability model to be
used to assess the impact of network disruption due to
Black Hole attacks for insecure reactive ad-hoc protocols
in ad-hoc topologies. Given the downsides to using a hy-
percube topology, the model is revised and a series of
experiments are performed to validate these revisions.
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(b) Type 2: 500 m2, 20 nodes
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(c) Type 3: 1000 m2, 20 nodes
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Figure 4: Simulated packet loss of ad-hoc networks vs. hypercube and stochastic analytical model predictions

First, the attack condition is validated using an exper-
iment where a linear topology is used to enforce a variety
of hop distances between a source, destination, and Black
Hole node. The results confirm the effectiveness of a Black
Hole attack is based on the relative hop distances.

Second, rather than utilize the hypercube approxima-
tion technique, the analytical model is generalized to use
arbitrary topologies for calculating the attack probabil-
ity, where a topology is represented as a set of source
node classes, each with a unique q(x) function. A given
q(x) function represents an existential pattern within the
topology that describes the number of neighbors at a
given hop distance x. A second experiment is conducted
using simulation for a grid network to validate the gen-
eralization of the analytical model. A 4x4 grid topol-
ogy is used because the topology is deterministic and re-
quires only three source node classes to represent the en-
tire topology of 16 nodes. The experimental results show
that the analytical model is able to utilize the q(x) func-
tions of the three source node classes to predict the mean
normalized packet loss of the topology as a function of
the number of Black Hole nodes in the topology.

Third, the analytical model is extended to account for
specific aspects of ad-hoc topologies. Because the topol-
ogy is not known until it is instantiated, the source node

classes cannot be explicitly realized. Instead, they are
statistically derived using K-means clustering on a large
sample of instantiated topologies having the same number
of nodes, operating area, and deployment strategy. The
ad-hoc topology may contain zero or more network par-
titions. In this work, the model is extended to account
for cases where the source node is partitioned from a des-
tination node. A third experiment is conducted through
simulation to validate the ad-hoc network adaptations to
the model. Four different types of networks are studied
by varying the number of nodes and operating area. The
results show that the additions to the analytical model aid
it in predicting the impact of Black Hole attacks on ad-
hoc networks. Moreover, the experiment shows that the
revised model provides better prediction of mean normal-
ized packet loss than using the original hypercube model.
For this experiment, the hypercube model correctly pre-
dicts 9 out of 40 scenarios, whereas the stochastic analyt-
ical model correctly predicts measured normalized packet
loss for all 40 scenarios, suggesting a significant improve-
ment in the model.

Given these accomplishments, there are several areas
identified as future work. First, to minimize confound-
ing effects and measure fundamental Black Hole attack
response, the significant aspects of congestion and mobil-
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ity have been avoided. With the foundational results of
this research, future work should examine these aspects;
the analytical work in [18] may provide a starting point.
Second, there are several varieties of Black Hole attacks
and many other types of network disruption attacks. The
theory and model presented in this paper address a sin-
gle type of Black Hole attack. This work can be readily
extended to address other variants of the attack such as
commandeering, masquerading, and wormholes.

The views expressed in this article are those of the au-
thors and do not reflect the official policy or position of
the United States Air Force, Department of Defense, or
the United States Government. This material is declared
a work of the U.S. Government and is not subject to copy-
right protection in the United States.
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