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Abstract

In recent years, mobile device technology has become an
important necessity in our community at large. The abil-
ity of the mobile technology today has become more simi-
lar to its desktop environment. Despite the advancement
of the mobile devices technology provide, it has also ex-
poses the mobile devices to the similar threat it predeces-
sor possess. One of the anomaly based detection meth-
ods used in detecting mobile malware is the n-gram sys-
tem call sequence. However, with the limited storage,
memory and CPU processing power, mobile devices that
provide this approach can exhaust the mobile device re-
sources. This is due to the huge amount of system call
to be collected and processed for the detection approach.
To overcome the issues, this paper investigates the use of
several different feature selection methods in optimizing
the n-gram system call sequence feature in classifying be-
nign and malicious mobile application. Several filter and
wrapper feature selection methods are selected and their
performance analyzed. The feature selection methods are
evaluated based on the number of feature selected and the
contribution it made to improve the True Positive Rate
(TPR), False Positive Rate (FPR) and Accuracy of the
Linear-SVM classifier in classifying benign and malicious
mobile malware application.

Keywords: Feature Selection; Linear SVM; Mobile Mal-
ware; Mobile Malware Detection; N-gram

1 Introduction

The number of mobile malware has increased significantly
within these recent years especially with the introduction
of the android-based platform in the market. Android-
based mobile device offers credibility; performance and
ease of customizing has made it a preferable choice for
most of mobile device users. Consequently, the high rep-
utation of android-based mobile devices has invited the
malware author to make it as a new target to exploit.

This is shown in the 2013 Kaspersky’s Lab report which
reveals 98% of the mobile malware found in 2013 is target-
ing the Android platform [11]. Additionally, in 2015 new
samples of mobile malware are still continuing to increase,
this is based on the report done by the 2015 McAfee Labs
Threats Report [20]. In order to overcome these issues,
several researches had been done in finding the defense
mechanism against the android-based mobile malware.

Previous research done in mobile malware detection
showed that mobile malware detection can be classified
into 3 different techniques which are signature-based,
anomaly-based and specification-based [19]. Signature-
based approach detects malware by comparing the mobile
application activity signature with the database of known
attack or threat. Even though it has been used in develop-
ing most of the antivirus software and successfully detects
known malware with a high accuracy, the technique has
a drawback in detecting unknown malware. On the other
hand, the anomaly-based and specification-based detec-
tion techniques have - great reputation in detecting un-
known or new malware but these two techniques tend to
generate false alert or generating misclassification. Using
the advantage of anomaly-based detection technique, this
research has applied n-gram system call sequence as the
feature to improve the classification accuracy and reduce
the false alert. However, the n-gram system call sequence
generates a huge number of features that can increase the
processing time and complexity. Thus, in order to reduce
the number of features and at the same time improves
the classification accuracy, as well as minimizing the false
alert, this paper investigates several existing feature se-
lection approaches.

The aim of this research is to find the feature selection
method that can provide an optimum n-gram system call
sequence feature to be used in the classification of benign
and malicious mobile application. Feature selection is one
of the essential techniques in data mining especially dur-
ing the data processing [3, 16]. The main objective of fea-
ture selection phase is to improve the mining performance
as well as improving the detection accuracy by removing
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irrelevant, redundant and noisy data from the dataset.
Subsequently, as the number of irrelevant features is re-
moved the data mining process become less complex to
process and this can speed up the classification or clus-
tering process.

The remainder of this paper is divided into four parts
whereby section two and three review the background do-
main of n-gram system call sequence in mobile malware
detection and the related feature selection approach in-
vestigated in this research. Section four explains the ex-
perimental setup used in evaluating the selection feature
selection method. Section five presents and discusses the
experimental result. Finally, the conclusion and future
work is drawn in the last section.

1.1 N-gram in Mobile Malware Detection

Mobile malware has become a lethal threat to mobile de-
vice users as the effects of mobile malware infection can
be from stealing confidential information from the device,
monitoring user activity and location, overcharge users by
sending random SMS and MMS to contact, launching de-
nial of services attack from user devices and overloading
device resources such as memory, battery and storage [17].
One of the options in detecting these activities on mobile
devices is by monitoring system call invoked by the mobile
application [18]. Xi et al. [27], Crowdroid [5], Isohara et
al. [12], AMDA [1] and MADAM [9] are among the works
using system call as the features in classifying benign and
malicious mobile application. From all these - works, only
Isohara et al. use signature-based detection approach and
the rest use anomaly-based detection approach that takes
each single occurrence of the system call as the feature.

The use of anomaly-based detection approach in de-
tecting mobile malware application can lead to the gener-
ation of false alert in which the benign application might
be misclassify as a malicious mobile application or the
other way around. This issue can be improved by us-
ing a feature of a sequence system call occurrence which
has been used text classification and speech recognition
domain [7, 13, 22, 24]. Known as n-gram analysis, n is
the value of the number of sequence and it can represent
the whole system call invoke to execute a malicious. For
malware detection, n-gram analysis approach has been
implemented in classifying malware using its byte level
information [4, 21] and its opcode [6, 26] but this requires
the malware application to be decompiled before the de-
tection process take places.

Despite the improvement in reducing the false alert,
the n-gram analysis can cause a huge number of features
to be captured and processed. This is not an applicable
option in a limited processing power and resources de-
vices such as mobile device. The number of system call in
an android 4.0.4 OS is 300 [25], yet only 111 system call
is invoked during the experiment. Accordingly, as the n
value increases, the total number of system call sequence
used as features is also increases to the power of n. For
example, for n=2 the total of system call sequence to be
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collected for this experiment is equal to 1112 or 12 321
and if n=3, the total of system call sequence to be col-
lected is equal to 1113 or 1 367 631 which is quite a huge
number to be processed in a classification problem. To
reduce the number of relevance features in the classifi-
cation, this research investigates several feature selection
methods. The best feature selection method is evaluated
based on the optimum number of features it generates
and how good the features contribute in improving the
classification accuracy while reducing the false alert.

1.2 Feature Selection

The n-gram system call sequence can generate a large
number of features to be used in the classification and
can contribute to the degradation of classification perfor-
mance. This can be caused by the existence of useless
features that might not be useful at all in classifying the
problem. In order to overcome this matter, feature selec-
tion method is introduced in the framework for the pur-
pose of finding the optimum features which can improve
the classification performance and accuracy [2, 8, 10, 23].
In addition, the feature selection also contributes in re-
ducing the number of selected features to be logged, thus
less number of storage is used.

Traming Data Testing Data
Search v
¢ f - Dimensionality
v reduction
Feature
Evaluation *
ML Algorithm
Final Evaluation

Figure 1: Filter method

Generally, there are 3 feature selection methods; filter
method, wrapper method, and embedded method [23].
Filter method is illustrated in Figure 1. This method
evaluates the significance of each feature using statistical
approach that scored and ranked most relevance features.
Features that obtained the highest ranked and scored are
most likely to be chosen as the features in machine learn-
ing problem, whereas features with the lowest value are
removed. Filter method is fast to compute and not af-
fecting any of the classifier used; however this method
ignores the feature dependencies and disregards the in-
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teraction with the classifier. Furthermore, the threshold
or the cut off value of the feature scored and ranked is
not properly specified.
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Figure 2: Wrapper method

Figure 2 illustrates wrapper method which evaluates
subset of features using induction algorithm that incor-
porated the classifier as part of the evaluation. Thus, the
features selected are specifically tailored and optimize to
the classifier. Even though it is computationally inten-
sive, wrapper method provides a possibility of interac-
tion between features that can generate a more accurate
classification. Meanwhile, embedded method is proposed
to incorporate the advantages of the filter and wrapper
method. The features are evaluated inside the induction
algorithm itself and computationally intensive compared
with wrapper methods. Nevertheless, for the purpose
of finding the optimum selection method in the n-gram
system call sequence feature, this paper only evaluates
filter and wrapper selection methods. Four different fil-
ter methods, namely Correlation-based Feature Selection
(CFS), Chi Square (CHI), Information Gain (IG), Reli-
efFf (RF) and one wrapper method with a Linear SVM
classifier (WR) are chosen to be evaluated in this paper.

CF'S selects feature subset based on the maximal corre-
lation of the subset to the class and the minimal correla-
tion between the features. The features are ranked by us-
ing a correlation based heuristic evaluation function [14].
Meanwhile, CHI method evaluates feature subset with re-
spect to the class labels based on the z2-statistic func-
tion. The features are ranked and the higher the features
ranked, the most likely it is chosen as the features. Simi-
larly, IG also select features by ranking the feature based
on the score generated on how much information about
the class is gained when using the feature. RF assesses
an attribute by repetitively sampling a feature and con-
sidering the value of the given attribute for the nearest
features of the same and different class [14]. The wrapper
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method generates a subset of feature candidate using a
search method and applied it to the Linear SVM classi-
fier to be evaluated using the classification Accuracy and
Root Mean Square Error (RMSE) [15]. The feature sub-
set that produced the best accuracy and RMSE is used
as the features. The next section describes the methodol-
ogy and the experimental setup used in evaluating these
feature selection methods.

2 Methodology

The objective of this study is to compare and suggest fea-
ture selection method to be used in selecting the optimum
system call features in classifying benign and malicious
android application. To achieve the objective stated,
an extensive and rigorous empirical comparative study
is designed and conducted. The experiment is conducted
through several phases namely system call log phase, n-
gram extraction phase, feature selection method compar-
ison phase and followed by machine learning classifiers
phase that is used for evaluating the feature selection
method. The entire phase involved in this study is il-
lustrated in Figure 3.
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Figure 3: Research methodology

The four phases in the research methodology in Fig-
ure 3 begins with data collection phase where the system
call invoked by the application is collected. Mobile appli-
cations used in the experiment are from 102 malware in-
fected applications from the MalGenome Project [28] and
100 normal android application downloaded from Google
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Play. In order to validate the benign and malicious appli-
cation, the application used in this experiment has been
verified by Bitdefender, eseT and VirusTotal for verifica-
tion whether it is truly a malicious or benign application.
Each android application is executed on a Samsung P6800
Galaxy tab 7.7 that is connected to a network experi-
mental testbed via Wi-Fi. Each tablet is also provided
with an active GSM service. Each application installed
in the tablet is stimulated with user interaction as well as
other mobile users common activities such as web brows-
ing, sending and receiving SMS for duration of 10 min-
utes. During the execution and stimulation processes, a
tool called strace is used to capture all the system calls
invoked by the installed application. Once the android
application has gone through these processes, the tablet
is wiped out clean to its factory setting before the next
application is executed.

The captured system call is then processed in the sec-
ond phase where the output from the strace is transformed
to a sequence of n-gram system call. Then in the third
phase, the system call sequence is applied to several fea-
ture selection methods for generating the best feature.
The next phase takes the best feature generated from each
feature selection method and applied it to the classifica-
tion method. This final phase also evaluated the number
of feature selected and the classification performance in
term of the Accuracy, True Positive Rate (TPR) and False
Positive Rate (FPR).

3 Analysis and Discussion

The primary consideration in this study is to evaluate fea-
ture selection method that can reduce the number of fea-
tures selected while improving the classification between
the benign and malicious mobile application. The n value
for the n-gram system call sequence used in this experi-
ment is 3. This is based on the reason that if all the
features are used during the classification, the optimum
performance of the classification is only achieved when the
n value of the n-gram system call sequence is 3. Table 1
shows the classification performance evaluation done on
the dataset using all the features for n value of 1, 2, 3, 4,
5 and 6.

Table 1 shows all the classification performance eval-
uation results when all features are considered for each
n-gram system call sequence. The highest accuracy in
the classifier performance evaluation result is 96.19%,
achieved when the n value is 3. Even though the TPR
value is not the highest, yet the overall classification ac-
curacy and FPR wvalue is still higher than the other N-
gram system call sequence. The results also show that
the higher the number of sequence considered in generat-
ing the features does not affect the classification, instead
it can produce a sparse vector resulting in lower accuracy.
This caused by the existence of useless features that might
not be useful at all in classifying the problem.

Despite of the higher classification accuracy produced

730

by the 3-gram system call sequence, the 3-gram still use a
large number of feature which is 41142. This large num-
ber of feature can degrade the classification performance.
To improve the classification performance, each feature
selection method discussed earlier is then applied to the
3-gram dataset for finding the most relevant feature and
at the same time reducing the number of features. The
result of each feature selection method is shown in Ta-
ble 2.

Table 2 shows the number of features selected by
each method with the TPR, FPR and Accuracy. Out
of 10 methods, only WR+ES method reduced the
number of features less than 50%. Six methods
which are CFS+ES, CFS+GS, CFS+PSO, CHI+Ranker,
IG+Ranker, RF+Ranker, WR+GA and WR+PSO suc-
cessfully reduced the features to more than 50%. Two
methods are able to reduce the features up to 99%,
CFS+BFS reduce the features to only 83 features whereas
WRABF can reduce the features up to only 10.

The second measurement of this study is to mea-
sure the improvement of Accuracy, TPR and FPR when
the features selected are applied to the classification
method. The evaluation shows CFS+BF, WR+BF,
WRAHES, WR+GA and WR+PSO have improved the
classification accuracy to more than the original classi-
fication accuracy which is 96.2%. WR+BF selection and
search methods improved the TPR, FPR and accuracy
to 100%, 2% and 99% respectively making it the best
features selection method for this evaluation. Although
the result shows WR+BF has the smallest number of fea-
tures selected, this selection method have better ability to
support the classifier to accurately classify between the
malicious and benign application compare to the other
features suggested by the other selection methods. This
shows that the WR+BF have the ability to find an opti-
mum features that is optimally design for the classifier.

4 Conclusion

The rapid evolution in mobile device technology has trig-
gered a sudden increase of mobile malware threat. The
effects of mobile malware threat are devastating espe-
cially when communities nowadays are depending on mo-
bile device to store crucial information. An anomaly-
based detection using n-gram system call sequence is
one option that can be used to mitigate the malicious
application from exploiting vulnerabilities in mobile de-
vice. However, the approach can create a large num-
ber of features are as the n value increases and can de-
grade the classification performance. Based on this rea-
son, this paper evaluates several feature selection meth-
ods by comparatively analyze the performance of each
selection method. Each selection method is evaluated
based on the number of feature selected and the contribu-
tion it made to improves the True Positive Rate (TPR),
False Positive Rate (FPR) and Accuracy of the Linear-
SVM classifier in classifying benign and malicious mobile
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Table 1: The classifier performance evaluation result

N-gram Dataset | Number of features | TPR (%) | FPR (%) | Accuracy (%)

1-gram 111 96.07 78 87.08

2-gram 3631 96.07 91 93.51

3-gram 41142 97.06 5 96.19

4-gram 186610 100 85 92.33

5-gram 491782 100 71 85.59

6-gram 987263 100 58 79.16

Table 2: The feature selection method performance evaluation result
Feature Selection | Search | Number of Features Reduce TPR | FPR | Accuracy
Method Method Selected Percentage | (%) | (%) (%)
None 41142 98.0 6.0 96.2
BF 83 99.80 99.0 4.0 97.5
CFS ES 12872 68.71 96.1 6.0 95.1
GS 10950 73.38 96.1 12.0 92.1
PSO 10495 74.49 96.1 14.0 91.1
CHI(50%) Ranker 20572 50.00 98.0 6.0 96.0
IG(50%) Ranker 20572 50.00 98.0 6.0 96.0
RF(50%) Ranker 20572 50.00 99.0 6.0 95.0
BF 10 99.98 100.0 2.0 99.0
WR ES 23773 42.22 98.0 3.0 97.5
GA 17490 57.49 99.0 3.0 98.0
PSO 16874 58.99 99.0 3.0 98.0
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