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Abstract

The array erasure code, an ideal method for fault tol-
erance in storage systems, however, is obstructed by its
impossibility to set the fault tolerant ability according to
dynamic application environment for practical purpose.
In view of this, this paper presents a new class of array
erasure codes, with the greatest contribution to the array
codes which can be obtained according to the preset num-
ber of fault tolerance and storage efficiency in dynamic
structure, and fault tolerance capability can be presented
is not limited in theory. In addition, the new array code
has the advantages of simple structure, easy to realize,
with no strong constraints to satisfy in structure. Only
binary XOR operations are required for coding and de-
coding for a high operational efficiency, and fixed update
penalty and repair cost which will not increase with the
expansion of system size or increase of fault tolerance ca-
pability.

Keywords: Array Erasure Codes; Preset Fault Tolerance;
Strip Size; Weak Constraints

1 Introduction

At present, we have entered into the era of big data, with
all industry data explosively growing. More and more
data have become an important part of the normal op-
eration of society. In order to deal with the data stor-
age reliability problem caused by rapid growth of data
quantity, increasing the stability of a single storage node
is certainly a kind of theoretically feasible method. But
more effective approach is to use multiple storage nodes to
build a storage system, which can make full use of existing
equipments, increase storage capacity and improve data
access efficiency in parallel, and with a certain fault toler-
ance strategy, can also effectively enhance the reliability
of the whole storage system. In this case, the number of
storage nodes is usually used to represent the size of the
storage system. At present, large storage systems with

more than 100 nodes have become more and more popu-
lar, Google and other companies even have some PB level
storage systems with more than 3,000 nodes[8] . Com-
pared with the past, although the reliability of a single
storage node has been enhanced, in a large storage sys-
tem with a great amount number of nodes, the probability
of failure of multiple nodes in a period is still very high.
According to statistics from the Carnegie Mellon Univer-
sity, annual failure and replacement rate of a large storage
system with more than 300 nodes is about 5.1% [9]. Of
course, this is the probability of failure of nodes in the
storage system under normal operation conditions, and
if floods, landslides, earthquakes and other natural disas-
ters and administrators misoperation, hacker attacks and
other human factors are taken into consideration, fault
tolerance and storage system reliability enhancement is
more a concern.

Replication technology is the most mature fault toler-
ance technology in the field of reliability enhancement of
the storage system. A fault tolerance scheme depending
on replication technology has multiple copies of the same
data stored in different nodes of the system. As copies of
each node are exactly the same, usually it is not required
to strictly distinguish between the parity data (redundant
data) and the original data. When a node fails, a copy
in any node which is not failed can recover the missing
data. The fault tolerance method depending on replica-
tion technology is simple and intuitive, easy to realize and
dynamically expandable, but the low storage efficiency is
a huge defect. Assuming replication technology is used to
construct a storage system of t fault tolerance, it needs
to copy the original data into a t + 1 copies to be stored
in different nodes, that is, the storage efficiency is only
1/(t + 1). Especially for large storage systems, this ex-
tremely low effective utilization of storage space is very
difficult to accept.

Storage system as a whole shall consider not only a
certain performance parameter, but the most important
performance indicators according to the application en-
vironment. Erasure codes can balance all main perfor-
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mances of storage system to a certain extent, and it is a
kind of fault tolerance method which is more and more
important. At present, the RS erasure code is the most
widely used in the storage system. The relevant mathe-
matical theory of RS codes is mature, with regular code-
word structure and unlimited fault tolerance capability
in theory, and the codes have the MDS property, satis-
fying the theoretically optimal code rate (corresponding
to the storage efficiency in a storage system). However,
RS codes coding and decoding are performed on a mul-
tivariate finite field by complex operations, especially for
multiplication and inversion in a finite field. Therefore,
the main problem to be solved by fault tolerance method
based on RS codes for storage system is not to optimize
the coding process, but how to improve the operational
efficiency over the finite field. Of course, there are also
some scholars who have made a very fruitful work on this
issue, increasing operational efficiency over a finite field
greatly, and one of the most representative is the reduc-
tion computing program for a finite filed[7] and the finite
field calculation scheme GF-Complete[6] by Plank et al.
In spite of this, the current storage system is still diffi-
cult to bear the cost of RS code operations, especially the
large storage system.

Array erasure code (usually referred to as array code)
is a kind of erasure codes using binary XOR coding
and decoding operation, with high operational efficiency.
The special two-dimensional coding structure is seemingly
complex but can be used completely corresponding to
two-dimensional data layout structure normally used in
the current storage system of multiple nodes, so it is suit-
able for use in the storage system. However, in addition
to the small size centralized RAID6 system, the EVEN-
ODD code[1] is chosen as one of the alternative methods
for tolerating 2 failures, few array codes are used in the
current commercial storage system. Such a situation can
be attributed to the fixed fault tolerance capability of
most array codes which are not easy to expand. Such
as EVENODD codes[1], X codes[12] are 2 fault tolerance
array codes, as long as the constraints of these coding
structure are satisfied and in accordance with the coding
method, it can make the node fault tolerance of storage
system at 2, but only 2. In other words, as long as the
use of EVENODD codes or X codes as a fault tolerance
method, regardless of the size of a storage system, the
maximum fault tolerance is only 2. Similarly, with the
use of Star codes[3] and extended X codes[5] and other 3
fault tolerance array codes as a fault tolerance method,
the maximum fault tolerance of the storage system is also
fixed to 3. Grid codes[4] use two array codes with typical
horizontal or vertical data layout as the matched codes,
which can be used to obtain high fault tolerance with
coding in the horizontal and vertical directions simulta-
neously. But once two matched codes are determined,
the fault tolerance capability of the Grid codes is also de-
termined. Weaver codes[2] can determine the codeword
structure according to the requirement of fault tolerance
capability, with maximum fault tolerance up to 12, but

the fault tolerance capability of the codes is lack of the-
oretical support, that is, the fault tolerance capability
is obtained by computer check. In addition, the stor-
age efficiency of the codes is always lower than 50%, and
will quickly decline with the increase of fault tolerance.
Reference[10] proposes a new way to reversely determine
the structure of coding by fault tolerance, but specific
implementation method is not provided.

In view of above problems, this paper presents a new
class of array erasure codes, which use the horizontal data
layout. All calculations in the new array codes completely
are binary field XOR, with high operational efficiency.
The repair cost and update penalty are fixed constants,
which will not increase with the expansion of storage sys-
tem size. The codes can be constructed according to the
fault tolerance requirements for running storage system,
with fault tolerance not restricted in theory, but also the
storage efficiency can be set in a particular fault tolerance
capability. After a small transformation, the new codes
can also be used in areas other than storage[11]. All of
these properties make the new array codes already avail-
able on the basis of practical application in large storage
systems.

2 Array Codes Capable of Preset-
ting Fault Tolerance

Some basic concepts in the field of storage coding, such
as data, check, parity, redundancy, element, strip, stripe,
horizontal array codes, vertical array codes, coding, de-
coding, data reconstruction, can refer to literatures[1, 12,
3, 5, 2] for definitions. This paper will continue to use the
definitions of these concepts which will not be repeated.
The new array code proposed in the paper uses the hor-
izontal data layout structure, so the entire storage array
can be divided into data element array and check element
array in logic. A column in the storage array corresponds
to a storage node, and in the horizontal data structure
each column or all shall be data elements, or check ele-
ments. A node failure shall mean that all elements the
node corresponds to become unknown. For convenience
in description, this paper defines the following symbols.
In case of no special note afterward, the meaning of these
symbols is used here. It is agreed that f is the fault tol-
erance of the proposed array code to be constructed, n
for the number of columns of data element array, r for
the number of columns of check element array, m for the
number of rows of storage array. Obviously f , m, n, r are
positive integers.

2.1 The m = 2 Case

For the f fault tolerance array codes, at least f groups
is required with n linear independent check equations
in each group, that is, the deployment of f group cod-
ing chains with different slopes. This paper will use the
positive and negative expansion of numbers to determine
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the different slopes of deployed coding chains, that is, all
slopes of coding chains are taken from the set {1, -1, 2,
-2,... }. Actually, the nature of the coding chain is the
linear relationship between data elements and check ele-
ments. The specific concepts and definitions of the coding
chain and its slope shall refer to the literature[10], which
will not be repeated hereof. When f = 1, it only needs
to deploy 1 group of coding chains. In a storage array of
n = 2, a group of coding chains with slope of 1 is deployed,
as shown in Figure 1, in which the XOR sum of elements
with the same background color is 0. Of course, the re-
lationship between data elements and check elements can
also be expressed by linear equations, and the check rela-
tionship among various elements in the storage array in
Figure 1 can be expressed by the equation group (1).

{
d(1, 1) + d(2, 2) = c(1)
d(1, 2) + d(2, 1) = c(2)

(1)

Figure 1: Relationship among elements with f = 1

In Figure 1, if any one of columns in the storage ar-
ray fails, in each equation in the equation group (1) one
element will become unknown. Obviously, the unknown
element can be obtained by the other two known elements
in XOR equation. Therefore, any one invalid column in
the array can be effectively recovered.

When fault tolerance is required to reach 2, then 2 sets
of coding chains with different slopes shall be deployed.
In a storage array with n = 4, two sets of coding chains
with slopes at 1 and -1, respectively, as shown in Figure 2,
are deployed. As to why the n must be equal to or greater
than 4, answers will be given below. Figure 2 (a) and (b)
show the deployment of 2 coding chains with slopes of
1 and -1 respectively, in which the XOR sum of elements
with the same background color is 0. Of course, the check
relationship can also be expressed by equation group (2).


d(1, 1) + d(2, 2) = c(1); d(1, 2) + d(2, 3) = c(2)
d(1, 3) + d(2, 4) = c(3); d(1, 4) + d(2, 1) = c(4)
d(1, 1) + d(2, 4) = c(5); d(1, 2) + d(2, 1) = c(6)
d(1, 3) + d(2, 2) = c(7); d(1, 4) + d(2, 3) = c(8)

(2)

After any 2 columns in storage array shown in Figure 2
fail, it can always find at least 2 unknown elements in an
equation with only 1 unknown element, and the element
values could be known by XOR. After this, if there are
other unknown elements, then all exist in the equation of
only 1 unknown element, and can be easily recovered.

Figure 2: Relationship among elements with f = 2

2.2 General Coding and Data Recon-
struction Method

In a storage array, d(i, j) is used to represent the element
at row i and column j in the data element array, and c(t)
as the t check element in the check element array. Among
them check elements are arranged at priority, where i, j
and t are positive integers, and 1 ≤ i ≤ m, 1 ≤ j ≤ n,
1 ≤ t ≤ m · r. The element identification on the storage
array is shown in Figure 3.

Figure 3: Element ID in storage array

In the identification system of above data elements and
redundant elements, each check element may be calcu-
lated by expression (3) .

c(t) =

m∑
i=1

d(i, lc + i · (2 · (lr%2)− 1) · dlr/2e − 1)%n+ 1) . (3)

Where, lr represents the lr coding chain used in the
present check element, lc represents that the slope of cod-
ing chain which is used for the lc time, which can be
obtained by expression (4), in which, the operator “[]“
represents rounding while “ %“ modulus.{

lr = [(t− 1)/n] + 1
lc = (t− 1)%n + 1

(4)

Example 1. Maximum fault tolerance capability of stor-
age system as 3, constructing the corresponding array
code.

It is assumed that the storage array strip size t = 3,
and 7 columns of data element array in the storage array.
As previously stated, the maximum fault tolerance capa-
bility f is 3, the size of data element array is 3 × 7, the
number of check elements is 21, so the number of columns
in the check element array is also 7. The maximum fault
tolerance capability is 3, so coding chains with slopes of
1, -1 and 2 are deployed. Specific deployment process as
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Figure 4: Relationship among elements with f = 3

shown in Figure 4, XOR sum of elements with the same
background color is 0.

We can use the method of this paper to construct a
specific fault tolerance array code according to the re-
quirement of application environment. And the next will
be a brief introduction of how to restore and reconstruct
after the failure of nodes. Again, this paper only consid-
ers the case of node error, that is, the entire storage node
failure causes the loss of all data elements on the node,
which also corresponds to the column failure in the stor-
age array. The basic idea of data recovery on the failure
node can be summed up as, that is, to find the coding
chains with only one failure element, obviously the failure
element on the coding chain can be calculated by other
valid elements. Continue to repeat this process until all
the invalid elements are fully recovered.

Example 2. It is assumed that the nodes 1, 3 and 5 in
the storage system fail, with all failure nodes replaced and
renewed, the elements at 1, 3 and 5 in the data element
array in storage array become unknown. The whole data
recovery process is shown in Figure 5. Elements marked
with “X“ represent invalid element with unknown value,
and elements with the same background color shall be a
coding chain with only 1 failure element, which could be
recovered by XOR of other elements on the coding chain.

Continue to extend the example. It is assumed that
the size of data element array is 3× 6, and elements on 1,
3, and 5 columns fail. However, as shown in Figure 6, it
is impossible to find any coding chain that contains only
a failure element. In this case, all data in the storage
system are lost.

2.3 Constraint Conditions and Fault Tol-
erance Capability Guarantee

From the example 2 in the previous section it can be con-
cluded that, if you need to grant the storage array of strip
size 3 with fault tolerance of 3, in addition to the deploy-
ment of 3 coding chains of different slopes, the number of

Figure 5: Successful recovery of failure node data

Figure 6: Failed failure node data recovery

columns of data element array shall be at least not less
than 7, otherwise fault tolerance is not guaranteed. By
further expansion of this conclusion, the use of f coding
chains with different slopes to construct array code can-
not guarantee the fault tolerance f , the number of fault
tolerance and array size also need to meet a certain con-
ditions. According to the data reconstruction method of
the previous section, to ensure that at least 1 failure el-
ement in one or more coding chains with only 1 failure
element, then the fault tolerance f , strip size m and the
number of columns of data element array n shall meet the
conditions:n ≥ m·f−f+1. The fault tolerance capability
can be guaranteed in the case of satisfying the constraints
as proved below.

For array codes of horizontal layout, the occurrence of
node level failure can be divided into the following three
types: 1. All failure nodes in the check element array; 2.
Failure nodes in check element array and data element ar-
ray; 3. All failure nodes in the data element array. When
all of the failure nodes are in the check element array, it
just needs to re-do a coding operation after the replace-
ment of the failure nodes. This is the simplest case of
data reconstruction. When the data element array and
the check element array have failure nodes, it is relatively
easy to deal with. In the array code with f fault toler-
ance, each data element is passed by f coding chains, so
a data element is related to f check elements. Accord-
ing to the constraint conditions it can be known that, so
two check elements associated with the same data element
must not appear in the same column. As a result, all of
the failure elements in data element array can be recov-
ered completely, and then all the failure elements in the
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check element array can be recovered by coding. And for
all of the f failure nodes in the data element array, the
following mathematical induction is used to prove.

First of all, we mark the f failure columns in data el-
ement array as E1, E2 · · · , Ef , where di shall be the dis-
tance between the failure column Ei and the failure col-
umn on its right. It is assumed that max(d1, d2 · · · , df ) =
df , where i = 1, 2 · · · , f . Therefore, by the principle of
the pigeon cage, it is known that df ≥ m is established.
At that time, when there was only one failure column,
the column will be recorded as E1. By the coding chain
deployment method it can be known, each data element
is passed by one coding chain, apparently all the failure
elements on the column can be successfully restored. As-
suming that all the failure elements can be recovered when
f = k, where k is a positive integer. In the following, a
discussion on f = k + 1 is conducted. Be known by the
precondition, max(d1, d2 · · · , dk) = dk ≥ m. Therefore, if
the inequality d1 ≥ dm/2e is established, it is clear that
all elements on the first failure column E1 can be recov-
ered by the coding chains with slopes of 1 or -1. In the
same way, if dk ≥ dm/2e is established, all the elements on
the final failure column Ek+1 can be recovered by coding
chains with slopes of 1 or -1. At this point, the above two
situations can be changed into f = k, and according to the
aforementioned assumptions, all the failure data can be
recovered. When d1 < dm/2e and dk < dm/2e , the first
failure element in all of the failure columns can be recov-
ered by coding chains with slopes of ±1,±2, · · · ,±k, k+1.
And when all the failure elements in the first row on all
failure columns are recovered successfully, only to repeat
the same steps, the remaining failure elements can be ef-
fectively restored. Quod erat demonstrandum.

The inequality n ≥ m · f − f + 1 is the constraint con-
dition that is needed to satisfy when we are constructing
the specific fault tolerance capability of array codes in this
paper.

2.4 Satisfaction of Expected Storage Ef-
ficiency

Storage efficiency is an important performance index to
measure the effective utilization of storage space. As men-
tioned earlier, in the storage system reliability enhance-
ment field, replication technology is the method of fault
tolerance without any operations, and the principle is sim-
ple and easy to implement. It is usually not recommended
the use of replication technology in large storage systems
in consideration of storage efficiency. Compared with
that, the fault tolerance system based on erasure codes
can greatly improve the storage efficiency under the con-
dition of the same fault tolerance capability. Of course,
in this process, the calculations are required. For array
codes, as mentioned before, with the storage efficiency
as the standard, it can be divided into MDS codes and
non MDS codes. MDS codes have a theoretical optimal
value in storage efficiency, and its typical representation
includes EVENODD codes[1], X codes [12], Star codes[3]

and extended X codes[5] and so on. But the fault tol-
erance capability of array codes with MDS property is
only 2 or 3, which obviously cannot meet the demand
of modern large storage system reliability enhancement.
In order to improve the fault tolerance of array codes,
researchers have designed some array codes without the
MDS property, with fault tolerance capability greatly im-
proved compared with array code with MDS property,
but mostly with great sacrifice in storage efficiency, such
as the Weaver codes with fault tolerance at 10, the storage
efficiency is less than 20%.

From the last section, we can know that the total num-
ber of data elements in the array erasure codes generated
by this method is m · n, and check elements f · n. Ob-
viously, the storage efficiency of array erasure codes con-
structed by the new method is m · n/(m · n + f · n) =
m/(m + f). Therefore, the factor affecting the storage
efficiency in specific fault tolerance is the strip size m.
Figure 7 shows the storage efficiency varies with the size
of strip size with the fault tolerance at 20, 30, 50 and 100.
Obviously, with fault tolerance capability unchanged, in-
creasing strip size can effectively improve the storage ef-
ficiency. Thus, under a certain fault tolerance, of course,
it can also set the storage efficiency.

Figure 7: Influence of strip size on storage efficiency

Example 3. Fault tolerance capability is 4, and storage
efficiency is not less than 80%, constructing the corre-
sponding array code.

According to the previous description of array codes
construction method, the storage efficiency can be ex-
pressed as m · n/(m · n + f · n) = m/(m + f) , then
the inequality m/(m + f) ≥ 0.8 needs to be established.
Then the inequality m ≥ 4 · f holds, and from the pre-
conditions it is known that when f = 4, m ≥ 16. In this
example m = 16, then it is inferred that n ≥ 61 when
n ≥ m·f−f+1. In this example, n = 61, we can know the
total number of check elements f×n = 4×61 = 244, and it
is inferred that the check node number is d244/16e = 16.
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And then, the basic information is known throughout the
storage array. The array has 16 rows, namely the strip
size is 16. The data element array has 61 columns, check
element array has 16 columns, a total of 976 data ele-
ments, and 244 check elements, with storage efficiency of
exactly 80%. According to the proof of the previous sec-
tion, respectively with the 4 coding chains with slope of
±1,±2 deployed, the fault tolerance capacity of the array
code is up to 4.

3 Experiments and Analysis

3.1 Operational Burden

Because most of the code word structures of array codes
are irregular and it is difficult to use a precise formula to
express the overall workload of coding or data reconstruc-
tion. Usually the times of XOR calculations of generating
a check bit is used to measure the complexity of coding,
and the times of XOR calculations to recover a lost data
element for the complexity of data recovery. It can be
known from the preceding text that the length of each
coding chain is m + 1, so that the operational effort re-
quired to generate a single check element or to recover a
single failure element is m−1. However, stripe size grows
with the enlargement of strip size m or fault tolerance f ,
which means that the number of check elements will also
increase, so does the overall operational burden. There-
fore, changes in the strip size and fault tolerance would
affect coding and data recovery calculations, as one of
the factors we need to consider. Assuming that the strip
size is 200, fault tolerance 50, with the storage of 1G
data as an example, XOR calculations needed to gener-
ate all check elements or recover failure data on 50 nodes
is about 4.2 × 109, and it takes a general personal com-
puter with dominant frequency of 3.2G 16s to complete.
Figure 8 shows the influence of strip size increasing on
array code coding and data recovery operation and Fig-
ure 9 the influence of fault tolerance on coding and data
recovery operational burden.

3.2 Constraint Conditions of Array Code
Construction

Most of the array erasure codes in the construction pro-
cess will restrict the storage array size namely stripe size
or strip size. Satisfying the constraints is the basic con-
dition of coding to reach a certain fault tolerance capa-
bility. Table 1 shows the comparison of several kinds of
array codes during construction with constraints on stripe
size and strip size, where p represents a prime number, sr
stripe size, sc strip size, obviouslysr, sc are positive inte-
gers greater than 1, which will no longer be listed in the
table. From this table it is not difficult to find that most
array erasure codes have very strict constraints on stripe
size or strip size, and usually requires stripe size as prime
or satisfies a linear relationship with a prime. Constraints
on the stripe or strip size will greatly limit the application

Figure 8: Influence of strip size on operational burden

Figure 9: Influence of fault tolerance on operational bur-
den

and extension of array codes. In the practical process of
array codes, in order to deal with the situation mentioned
above, researchers have proposed a number of compromise
solutions, the most typical approach is when the number
of nodes in storage array is not a prime, add 1 or more
virtual nodes with storage data values as 0 to comple-
ment the prime. In the process of coding or data recovery
these virtual nodes participate in operations. However,
with the expansion of storage scale, increase of storage
node data, the interval between adjacent primes is ex-
panding, virtual node number will increase dramatically
to complement the prime, along with the invalid calcula-
tions of encoding and data reconstruction increase. As a
result, such schemes are greatly restricted in large stor-
age. Weaver codes have a high fault tolerance, without
any special requirements on stripe size and strip size, but
the code is not based on any systematical coding method
and lack of theoretical support. The fault tolerance ca-
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pability of Weaver codes depends on computer engineer-
ing test, so it is difficult to apply in large storage sys-
tem. Grid codes have better fault tolerance capability, to
achieve simple storage with efficiency up to 80%, but the
code in the construction process need to find two other ar-
ray codes (must be the typical horizontal code or vertical
code) to form matched codes. Fault tolerance capability
of Grid codes depend on the fault tolerance capability of
the matched codes selected. In addition, the Grid code
is not a typical horizontal or vertical array code, and its
storage layout combines the characteristics of horizontal
and vertical arrays. Such a pattern brings in high fault
tolerance and at the same time also makes its expansion
subject to certain constraints in practical situation.

Table 1: Constraints on construction of array erasure
codes

Array Codes Stripe Size Strip Size

EVENODD
Codes

sr = p sc = sr − 1

X Codes sr = p sc = sr
Liberation
Codes

N/A sc = p, p ≥ sr

B Codes TBD by the math-
ematical problem
solving results

sc = 2 · sr||sc = 2 ·
sr + 1

P Codes sr = p||sr = p− 1 sc = sr/2
RDP Codes sr = p− 1 sc = sr
Star Codes sr = p sc = sr − 1
Weaver
Codes

N/A N/A

Grid Codes TBD by matched
codes

TBD by matched
codes

Array codes
presented in
this paper

sr − df · n/me ≥ f ·
(sc − 1) + 1

N/A

Unlike construction of most other array codes, the new
method is based on the preset fault tolerance to construct
the corresponding array codes, so there is no special con-
straint similar to prime for the array size. But as men-
tioned earlier, fault tolerance capability f , strip size m
and column number n in data element array shall satisfy
a linear constraint n ≥ m ·f −f + 1. The number of fault
tolerance f and block size m are usually determined by
application environments, and when the two parameters
are determined, n is determined. And under specific en-
vironment, when it is needed to limit the n, by the fault
tolerant quantity and above inequality the value of m is
calculated. Obviously, the constraint condition is easily
satisfied, that is, the strength of the constraint condition
is very weak.

3.3 Repair Cost and Update Penalty

Repair cost usually refers to the total number of stor-
age nodes that are required to reconstruct a failure data
element. The repair cost is an important performance
index in the storage system, which is closely related to
data reconstruction, data update and degraded reading

and writing. By the coding chains deployment method,
each chain has m+1 elements, including m data elements
and 1 check element. Therefore, the number of nodes for
reconstruction of a failure data element is m, which will
not increase with the increase of storage system scale and
fault tolerance capability.

Update penalty is an unique index in the horizontal
layout array code, which refers to the number of check
nodes that need to change 1 minimum data bit. When
the data update is more frequent, the update penalty is
too high, which will lead to the check node’s access over-
heat and reduce the overall I/O performance of the stor-
age system. In this paper, we can know that each data
element has f different code chains, that is, each data el-
ement is related with f different check elements. In other
words, when any one data element is changed, it always
involves the f check nodes, that is, the update penalty is
f , and it has reached the theoretical optimal value of the
f fault tolerance array code.

4 Conclusion

Same with most current array codes, the proposed array
codes still use only binary XOR in coding, with high op-
erational efficiency. Differing from most previous array
code construction methods, the method proposed in this
paper is a kind of array code construction method based
on specific fault tolerance, which can construct any array
code of any fault tolerance capability according to envi-
ronmental requirements. And satisfying the specific fault
tolerance, by changing the strip size it adjusts the stor-
age efficiency. In addition, the proposed array codes are
subject to weak constraints when constructing, which are
easy to meet. Finally, the array codes constructed by the
proposed method also have the theoretical optimal up-
date penalty and the repair cost which does not change
with the storage size and fault tolerance capability. It
is hoped that the method proposed in this paper can be
used for the practical application of array codes in the
field of storage, and it plays a positive role in other fields.
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