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Abstract

In order to analyze the evolvement trend of the network
threat and to explore the self-perception and control prob-
lem of the security situation, the dynamic wavelet neural
network model is integrated into the model design, and a
kind of network security situation awareness based on the
optimized dynamic wavelet neural network is put forward,
so as to enhance the interaction and cognitive ability be-
tween the layers of the network security system. On the
basis of the analysis of the model components and their
functions, the dynamic wavelet neural network algorithm
is applied to obtain the accurate decision of the heteroge-
neous sensors for the network security events. Combined
with the deduction of the relationship between the threat
grade and threat genes, the shortcoming of the neces-
sity to handle the complicated relationships among net-
work components during the process to obtain the threat
genes is overcome, and the hierarchical situation aware-
ness method including the service level and network level
is proposed to improve the expressiveness for the network
threats. The simulation results show that: The network
security situation awareness and method based on the op-
timized dynamic wavelet neural network can integrate the
heterogeneous security data with dynamic perception on
the evolution trend of the threat, and have the ability of
self-regulation and control to certain extent, which has
achieved the goal of situation awareness, and provided
new methods and means for the supervision and manage-
ment of network.

Keywords: Awareness; Multi-source Fusion; Network Se-
curity Situation; Wavelet Neural Network

1 Introduction
Nowadays, the role of the network and information

technology is becoming more and more important in the
field of economy, society and national defense. As a result,

it has risen to the height of the interests of the state and
all the people. It has gradually become an important fac-
tor in the economic development and national strategic
deployment. However, the heterogeneous heterogeneity
and complexity of the current network system, the con-
tinuous deterioration of the utilization environment, the
continuous expansion of the scale and the emergence of a
variety of emerging applications, the traditional “lugging
holes, building high walls and anti attack” security model
is lack of self-adaptability, unified scheduling and effec-
tive coordination, resulting in the widespread network in-
trusion and sabotage, which has led to major economic
losses, adverse social impact, and even major fatal crash
and casualty accident due to serious dereliction of duty.
Network security situation awareness (NSSA) is consid-
ered as a new approach to solve the problems in the field
of network security [15, 21]. It can fuse the security events
detected by network components and real-time perceive
the network security situation and the risks faced, and
has become a hot research field with the cutting-edge in-
ternational and cross-disciplinary nature. In 1999, Bass
et al. [1] proposed a multi-sensor fusion based on the situ-
ation awareness model, and the fusion model became rep-
resentative at this stage of research, including the three
level model composed of element extraction, state per-
ception and situation prediction proposed by Tadda et
al. [20], and the network situation fusion perception and
risk awareness model proposed by Shen et al. [17]. At the
same time, the visualization technology is also an signifi-
cant branch of the initial phase of NSSA research.
Lawrence Berkeley National Laboratory, the National
Center for Advanced Security Systems Research of the
United States and other foreign military departments and
research centers have developed “Spinning Cube Poten-
tial Doom” [18], NVisionIP [25] and other visual situa-
tion awareness software, and even until now, the trend of
visualization for situation is still a major research direc-
tion [19]. In the period of NSSA research, the framework
model and the visualization tools are developed. How-



International Journal of Network Security, Vol.20, No.3, PP.593-600, May 2018 (DOI: 10.6633/IJNS.201805.20(3).23)

ever, the methods and mechanisms involved in the NSSA
are still validated. In the large-scale network, the visual-
ization of network traffic and connectivity is also impor-
tant. It is difficult to accurately obtain network security
situation. In 2006, Chen et al. [3] proposed a hierarchi-
cal awareness method of network security threat situation
quantification. Although the threat weight in this work
still depended on the expert experience and fusion percep-
tion, the proposed hierarchical threat awareness concept
had important impetus influence on the research of situ-
ation awareness.

At this stage, there was vigorous development in the
research direction of the analytic hierarchy process (AHP)
according to Hu et al. [13]. However, some problems, in-
cluding the incomplete knowledge of situation knowledge,
large subjective dependence of situation threat genes, and
difficulties in obtaining such methods are still existed.
Since 2008, fusion perception has become a hot topic in
NSSA research field, and fusion algorithm is one of the
core contents of the research process. Due to the ran-
domness and suddenness of network security events, it is
difficult to obtain the prior and conditional probabilities,
moreover, it is hard to deal with the uncertainties in the
fusion process.

D-S evidence theory meets the demand of multi-source
fusion, and the demand of data traffic is small. The rea-
soning process has low requirement to prior probabilities
and good adaptabilities in dealing with uncertainty. The
fusion-perception method based on D-S linear weighting
is introduced into D-S evidence by Wei et al. [23], while
Zhang et al. [26] adopted the average method to improve
D-S merge rule to deal with NSSA fusion perception prob-
lem. Research on NSSA fusion perception confirms the
feasibility of fusion perception. But, there are still some
problems such as the non-normalization and fusion con-
flict in the process of D-S evidence fusion.

Since 2010, the cognitive ability and feedback control
of situation awareness have received a great attraction
from network security researchers, and there have been
many representative research results. For example, ac-
cording to [5], author thought cognitive perception is an
important challenge in the field of information fusion, and
has discussed the formal theory basis of cognitive situ-
ation awareness (like dependency theory and extended
constructive function). Gong et al. [11] emphasized the
feedback control structure of NSSA research in the pro-
posed framework of network situation, and argued that
extended control cycle model (OODA) provided a data
fusion mechanism to deal with multiple concurrency and
latent interaction. Zhang et al. [24] constructed an NSSA
model based on Markov game. Although the core of the
research was to build a tripartite game model by using
risk communication networks, the concept of security sys-
tem reinforcement emphasized not only the realization of
threat situation, but also the control of system state.

Neural network is considered to be a new mechanism
to solve the problem in NSSA. In the literature, there
are several researches on cognitivering, cross-layer struc-
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ture and self-adaptability taking into account. Thomas et
al. [8] agreed that neural networks should employ designs
similar to those of the OODA ring, enhancing the cogni-
tive ability of the system. Cross-layer design is another
research hotspot of neural network, and also a widely ac-
cepted structural form in academia. Clark et al. [4] and
Shakkottai et al. [16] considered that the cross-layer struc-
ture was the basis of neural networks and could overcome
the shortcomings of the traditional network level informa-
tion interaction difficulties, which had been initially ap-
plied and tested in the wireless network channel manage-
ment [7], self-interference [6], path selection [2] and other
studies. unfortunately there were still the shortcoming
only for the specific network level, overlap optimization
and other issues.

The autonomic and dynamic configuration ability of
neural networks are also considered as a feasible way to
realize adaptive system. Gomez et al. [10] proposed a neu-
ral network framework abstraction layer and operating
environment (ALOE), which can provide dynamic config-
uration, resource awareness and operation control for the
real-time system platform. Gupta et al. [12] and Ogiela
et al. [14] thought that neural networks have the ability
to reason and perceive autonomously, and can simulate
cognitive functions,including learning, memory, reasoning
and perception.

Furthermore, they can be applied to security, informa-
tion system decision-making and many other fields. The
above mentioned studies have provided feasible theoret-
ical basis for the realization of intelligent systems with
autonomous characteristics, perception and learning abil-
ity via using neural networks, while foreign military and
research institutions start their own research program
from the dynamic configuration of neural network capac-
ity, for example, National Natural Science Foundation of
the United States, DARPA and NASA funded the BNA
(bio-networking architecture project) [9], Thatou [22] and
other research, also, the European Union launched the
seventh Framework Program (FPT).

Such research programs have validated that neural net-
works can build adaptive systems in a systematic and em-
pirical manner and can provide a new approach to self-
management. According to the development of NSSA,
NSSA has transitioned from perception network to per-
ception control network. In this paper, based on the ex-
isting research results, the wavelet neural network is in-
tegrated into the research of the security situation aware-
ness, and a model of network security situation aware-
ness is proposed. The research is applicable to the dy-
namic wavelet neural network algorithm in the heteroge-
neous sensor environment, and the dynamic awareness is
achieved for the perception of external environmental in-
formation, controlling of internal operating state, and the
establishment of the bridge between the discrete control
and continuous control, so as to achieve the purpose of
situation awareness.
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2 Dynamic Wavelet Neural Net-
work Security Situation Aware-
ness

Through the cross-layer optimization and integration
of CPSO-DS, the data accuracy, consistency and other
issues have been solved. And the situation awareness is
the dynamic evolution view of the network system gener-
ated on the basis of the fusion results, with the situation
factor extraction and hierarchical threat awareness as the
key issue.

2.1 Situation Elements Extraction

For a successful NSSA system, effective perception de-
pends on accurate factor extraction. The composition of
the situation elements should include all the key factors in
the network that can cause changes in the situation, such
as the attack threat gene (threat level), attack intensity
(event frequency), asset importance, and so on. Among
them, the importance of assets and attack strength are at-
tributes that are easy to be obtained, but the threat gene
generation is the current difficult content in the study.
From the current research status, empirical recursive and
AHP analytic methods are the most successful research
methods in threat gene research. However, the experience
recursive method is more dependent on expert experience,
subjectivity is strong and difficult to obtain. AHP method
needs to make a complex deduction to the influence of the
problem component and subordinate relationship.

In this work, the wavelet neural network is introduced
into NSSA and its fitting with NSSA is studied. Assum-
ing that there are n targets in the network environment, it
is required assign the threat genes. The decision-making
target can obtain m threat genes for n different types of
events. Each threat gene is treated as a random variable
x; with value taken as 1 and -1, respectively. The pur-
pose is to make the random variable satisfy a distribution

with the mean 0. Let X,, = > x;, Y = % (X,n), when

=1
n — 00, Y obeys a normal distribution, then X,, gradu-
ally obeys the normal distribution N(0,n), and then the
horizontal ordinate of the normal distribution curve is the
importance of the decision-making target (the size of the
threat gene), and the vertical ordinate is the number of
decision targets (sorted by the threat level from highest
to lowest). According to the characteristics of the normal
distribution, the threat gene pattern can be described as
follows: The greater the impact on the network security
situation, the threat gene of the event closer to the first
quadrant of the first position; the other hand, the threat
gene in the second quadrant more left Position, as shown
in Figure 1. The following will simplify the acquisition of
the threat gene by reasoning, so that the threat gene can
be easily calculated only at the known threat level.
Perform equidistant partition on the normal distribu-
tion curve vertical axis with as the scale factor, as pre-
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sented in Figure 2, making transformation on the curve
in the second quadrant with line f(z) = A as the axis of
symmetry, and moving the vertical axis to the left by 3o.

30+ \/—202 Infov272],0 < z < \/%
1

V2r
30 — \/—202 ln[ax/QW(ﬁ — )], ﬁ <z <

y=1 30, =

_2
o2

(1)

From Equation (1), it can see that the target range is
(0, ﬁ) Divide it into n equal parts (z; = = X aijﬂ’
1 < i < n), and introduce into Equation (1), then y;
corresponding to z is the threat gene of the queue level i.
The maximum threat gene is nymq: =~ 60, then the i-th

threat gene (G;) can be quantified as

y/—2In 2 .
st 1<i<y
Yi .
Gi:yz 1i=% (2)
max l_,/—21n[2—%]2<,<
2 6 g STt

At this point, the threat gene can be obtained only by
knowing the different threat types (n), and ranking the
threat degree of each type of threat to the network (7),
to obtain the threat gene of the i-th level event. When
NSSA is applied to networks with different attack sus-
ceptibilities, it is only necessary to rearrange the rank
of the threat type. This method can greatly reduce the
complexity of the acquisition of threat gene and improve
the current status of the acquisition of threat genes with
strong subjectivity, high complexity, and dependence on
the expert experience.

A 7(x)

Gradually become
smaller

Gradually becom
greater

Figure 1: Threat gene pattern

2.2 Threat Quantitative Awareness

In this paper, the network security situation is di-
vided into two different levels, including service-level and
network-level. The core idea is: At two different lev-
els, the security situation values are both based on the
sensitivity of the network system for the type of attack,
with the situation elements as the central point of view
to achieve the hierarchical awareness.
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Figure 2: Threat equal interval separation

2.2.1 Service Security Situation

Definition 1. (Threat Gene). In the time window tw,
the service s;(0 < i < u) is subjected to n different types
of attacks a;;(0 < j < n). According to the degree of
threat to the service s;, n attacks can be divided into g(1 <
g < n) different threat levels (a variety of different types
of attacks can fall under the same threat level), then the
threat gene of grade k is

—921n 2k
s eI
Iy, = %,i:g (3)
1 —2In[2—2k]

According to the different types of attacks, from the
Definition 1 the degree of threat to attack the service
quantization weight can be determined. Additionally,
the service security situation is also related to the attack
strength, and Definition 2 can be obtained accordingly.

Definition 2. (Service Security Situation). Under the
premise of Definition 1, the threat gene quantization
weight of g different attacks is li,(1 < k < g); service
s 1s subject to a total N; number of various types of at-
tacks, in which, the number of type j(0 < j < g) at-
tack is denoted as N;j, known as the attack strength, and
N; = Zj:o N;; is satisfied. Then the security situation
g
of service 5;(0 <1i <) is N; = > Nj.
j=0
In which, u is the number of the services. The pur-
pose of Equation (4) using 10%* is to emphasize the im-
portance of the threat genes, and weaken the impact of
attack strength on the service security situation.

g
Vs, = Z Ny 10
k=1

(4)

2.2.2 Network Security Situation

Network security situation is composed of the host se-
curity situation within the time window tw and the num-
ber of host and so on.
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Definition 3. (Network Security Situation). In the time
window tw, there are v hosts in the network system NS,
where in the importance degree of the host H;(1 < i < v)
is gp, (1 < i <), then the network security situation is

v

Vs = > (Vign,)

i=1

()

In which, the host weight is determined by the number
of the key services running on the host, the asset value,
and whether there is the presence or confidential data as
(ta1,tme, -+ ytHy), on conduct normalization to obtain
the host weighting:

tr.
g, = - (6)

v
Z tHj
j=1

In the network system, the greater the value of VNS
is, it indicates that the more serious threat that network
system is facing; on the other hand, the network system is
relatively safe. In contrast to intrusion detection, security
situation awareness techniques map discrete alarm events
into continuous security situation evolution curves, and
visually express the threats and evolving trends of current
network systems. Combined with the visualization tech-
nology, it can generate hierarchical, multi-dimensional dy-
namic evolution view, intuitive perceptual service, host
and network and so on, which have provided new meth-
ods and means for the monitoring and management of the
network, and can also be applied to construct the multi-
dimensional dynamic evolution view, as well as provide
the reference for safety control.

3 Simulation Experiment and

Analysis
3.1 Fusion Ability

According to the research demand, the network topolo-
gies are designed.The three kinds of sensors, including
Netflow, Snort and Snmp, are deployed to detecting data
at different levels. The cross-layer heterogeneous sensor
data transmission and formatting are realized by XML
technology. Furthermore, the relationship between the
three sensors and cross-layer perception ring components,
as well as the structure of the Snmp sensor design are
shown in Figure 3.

The training set and test set select 20% and 9% of
the 10% data set of DARPA 99 intrusion detection data
(See Table 1). The data selection process is based on the
proportion of traffic in the real network and Netpoke, so
as to achieve the greatest degree of simulation Internet.
Adopting the results of three kinds of sensors to conduct
several rounds of training on the CPSO-DS fusion engine
with the population size of 55, and search the optimiza-
tion weights in [0, 1]. The influence of noise on the weight
optimization is reduced by the combination of the offline
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optimization and on-line adjustment. And the expected
variance and Netflow port change rate and flow access ra-
tio is adopted to obtain the heterogeneous sensor BPA,
as listed in Table 1.

Sensor 1

ﬁT’r ““““ i

+ Data acquisiion
+ Filter

* Merge

+ Reduction

+ Data acquisition
+ Filter

= Merge

+ Reduction

Reduction

Merge

Filter

Snort SNMP

Figure 3: Relations between sensors and cognitive circle

components

According to the network topology, the CPSO-DS is
applied to fuse the alarms generated by the replay test
set and fuse with the un-weighted traditional DS and the
empirical weight DS. The PSO-DS of the two data sources
fusion is compared at the detection rate (DR) and false
discovery rate (FDR) aspects, as shown in Table 2.

The experimental results show that CPSO-DS multi-
source fusion is superior to the other methods in detection
rate and false alarm rate. In addition, compared with the
two sensor research in literature [9], the increase of sen-
sor number can improve the detection rate and reduce
false alarm rate. During the experiment, from the point
of view of U2R and R2L, it is more difficult to improve
the detection efficiency simply by increasing the number
of sensors. More host-based sensors should be designed
to improve their detection capability. Besides, from the
two data sources and three data sources on the perfor-
mance comparison, an increasing of the data source can
improve the accuracy, but sometimes can not significantly
enhance the accuracy of fusion, in other words, for multi-
source integration, it is not necessary better if there are
greater number of sources, and the accuracy of the fu-
sion is closely related to the detection performance and
characteristics of the added sensor itself.

3.2 Hierarchical Awareness
3.2.1 Service Security Situation

On the basis of the output of the CPSO-DS fusion en-
gine, the threat awareness can be performed according
to the steps of factor extraction, feature quantization and
layer awareness. The attack method needs to quantify the
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attack strength, attack type and threat gene, etc. The at-
tack strength can be determined statistically in the time
window through the output of the CPSO-DS fusion en-
gine. Attack types and their threat levels are listed in
Table 1, and the threat genes (n = 5, g = 4) are calcu-
lated according to Equation (3). The simulation network
runs for a total of one week (From June 10, 2013 to June
16, 2013), the attacker consists of two terminals, which
autonomously arrange the attack time, the defense side
has no knowledge of the hacking simulation behavior, the
test set attack data is selectively replayed to the local
area network and the dynamic evolution curve of the se-
curity situation of a certain service is obtained according
to Equation (4). Figure 4 shows the evolution of security
situation for the running three services of Email, Http
and Snmp on host H1. The abscissa is time, the length is
7 days, time window is 2 hours; and vertical ordinate is
the service security situation value, which expresses the
threat level of the attack to the service.

2000 [TTTTTTTTTTTTITTTTIT T I T T T T T T T T T 77T
1900 -
& 1800 —— E-mail —
£ 10 —w
S mme 1A
£ 1300
S 1200
£ 1100
@ 1000
2900
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[\

Service secur
N
3

\f‘ﬂ JORA

100 P11 ATTIIm

0
00:00 Mon 2400 Tues 00:00 Wed 2400 Thur 00:00 Fri
Time interval (2 hours)

24:00 Sat 00:00 Sun 24:00

Figure 4: Service security situation after self-adapting

As can be seen in Figure 4, both Http and Snmp ser-
vices are heavily attacked on Sunday, on Wednesday after-
noon and at night, Http’s security situation should also be
concerned, and Snmp is threatened late Saturday night;
email service is stable during the whole monitoring period.
According to the service security wavelet network curve,
the network analyst should strengthen the supervision of
the managed service in the time of severe threat and make
further inspection on the vulnerability and configuration,
etc. From the service security situation view can also be
seen in a certain period of time, security threats there is
a gradual and serious regularity, the administrator should
be based on service security trends and trends in advance
to take appropriate measures. Owing to the space limi-
tation, this work only shows the E-mail, Http and Snmp
security situation on host H1, and will not elaborate the
host H2 and H3 service security situation evolution view.

3.2.2 Network Security Situation

The perception of network security situation requires
to determine the weight of the importance of the host, but
the determination of the host weight is more complicated
than the service weight, which is related to the host asset
value (V4,), service criticality (Cs), access frequency level
(Ay) and confidentiality (D.) and other factors, the im-
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Table 1: Basic experiment data
Train.  Experi. Threat Threat
Type Set Set BPAnNctfiow BPAsnort BPAspmp WNetflow WSnort Wsnmp  Grade Gene
R2L 226 98 0.098 0.194 0.347 0.26 0.71 0.67 1 0.726
U2R 31 11 0.146 0.203 0.261 0.23 0.91 0.69 1 0.726
DoS 78291 33665 0.283 0.189 0.167 0.93 0.34 0.22 2 0.611
Probe 822 354 0.367 0.288 0.188 0.88 0.60 0.41 3 0.389
New * * 0.106 0.126 0.037 0.58 0.71 0.43 0 1
Table 2: Fusion ability
Traditional ~Empirical Weighted PSO-DS (Two CPSO-DS (Three
Parameter | D-S(%) D-S(%) Data Sources) (%) Data Sources) (%)
DR 73.33 82.60 86.67 88.11
FDR 9.86 5.80 5.63 5.06

portance level is shown in Table 3, in which, the host com-
plex importance tg1 = kv Vi + kcCsi + kaAygi + kpDes,
ky = 0.2, k¢ = 0.3, ka = kp = 0.25. Based on the
host security situation, we can obtain the composite im-
portance weight of the host using Table 3, and use Equa-
tion (5) to generate the security situation evolution view
of the whole network system, as depicted in Figure 5.

Table 3: Host weight grade

Host Vhi Csi Aﬁ D.;
H, High Medium Medium High
Hs | Medium Low Medium  Medium
H; High Low Low Low

S1000
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Time interval (2 hours)

Figure 5: Network security situation

The evolution of the entire network’s security situa-
tion over the course of a week can be seen from Figure 5
that On Wednesday, Thursday, and Saturday, there was
a concern that have been caused by a hacker attempting
to attack the network, although the need for individual
hosts and services for security maintenance, but still did
not have a huge impact on the entire network. Network
system in June 16, 2013 appeared very serious attack sit-
uation, requiring administrators to focus on monitoring
and taking appropriate action, so as to avoid the entire
network system inefficient and even the collapse of the
situation.

In addition to dynamically assessing the threat sit-
uation of services, hosts and networks, the hierarchical
awareness method proposed in this paper has good envi-
ronmental adaptability and shows certain cognitive abil-
ity. In this article, based on the weight coefficient of the
threat gene acquisition method, the situation awareness
system is applied to the new network, and the adminis-
trator only needs to re-sort the grades of the attacks that
the network is sensitive to. Assuming a new network en-
vironment, the sensitivity of the attack on the services
in order of unknown attacks, DoS, U2R and R2L and
Probe, the threat genes in Table 1 in accordance with
the Equation (3) can be adjusted, as shown in Table 4,
and according to Table 1, Table 4, Equation (4) and (5),
the security wavelet network curve at service and network
levels can be generated, and it is not required to make
complicated association analysis on components and ele-
ments of composition situation. Under the same attack,
as plotted in Figure 4, the security situation evolution of
E-mail, Http, and Snmp on the host H1 after the adap-
tation of the threat genes is shown in Figure 6. Similarly
the security situation of the monitored service can also
be perceived and shows a trend similar to the situation
evolvement trend as Figure 4, but the same attack data
on different networks will usually show different degree of
threat.

Table 4: New threat gene

Attack Type | Threat Grade Threat Gene
R2L 2 0.611
U2R 2 0.611
DoS 1 0.726

Probe 3 0.389
New 0 1
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Figure 6: Service security situation after self-adapting

4 Conclusions

In this paper, existing models, fusion algorithms and
perceptual methods of the network security awareness
have been analyzed. Also, a network security situational
awareness and control fusion model is put forward and
discussed. Under the guidance of the model, CPSO-DS
dynamic wavelet neural network algorithm that is appli-
cable to the heterogeneous network is discussed, on the
basis of the acquisition of the threat genes, comprehen-
sive analysis on the two different levels of services and net-
work security situation awareness methods are conducted,
and the situation gradient is applied to achieve the self-
regulation of the network security situation. Simulation
results reveal that the network security situation aware-
ness and control model based on the optimized dynamic
wavelet neural network and its method can accurately
identify the network security events and dynamically per-
ceive the threat evolution trend at different levels.
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