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Abstract

Aiming at the problem that the dimension of the traffic
data to be processed in the wireless sensor network (WSN)
intrusion detection method is too high, which leads to the
large amounts of computational complexity of the intru-
sion detection model and the weak detection performance
of the intrusion behavior. Using the principle of ensem-
ble learning algorithm, an intrusion detection model for
WSN based on information gain ratio and Bagging algo-
rithm was proposed. Firstly, the information gain ratio
method is used to select the feature of sensor node traf-
fic data in this model. Secondly, the Bagging algorithm
is used to construct an ensemble classifier so as to train
multiple C4.5 decision trees which are improved. The pa-
rameters of the ensemble classifier are optimized through
10 iterations, and the dynamic pruning process is intro-
duced. Finally, the classification results of C4.5 decision
tree are classified and detected by majority voting mecha-
nism. The experimental results show that compared with
the existing intrusion detection methods, the proposed
model has higher detection accuracy for Blackhole, Gray-
hole, Flooding, Scheduling and other intrusion attacks.
While ensuring the true positive rate of 99.4%, it can still
maintain a low false positive rate and high detection per-
formance for intrusions behavior.

Keywords: Bagging Algorithm; Ensemble Classifier; In-
trusion Detection; Information Gain Ratio; Wireless Sen-
sor Network (WSN)

1 Introduction

With the wide application of WSN in smart cities, smart
grids, environmental monitoring, medical sensing, indus-
trial and other fields [12], it also brings some security
issues such as network attacks and intrusions. Due to the
wireless transmission and unattended characteristics of
WSN, the sensor node has limited energy, storage capac-

ity and computing power, which makes it vulnerable to
various malicious attacks, such as Wormhole, Sinkholes,
Greyhole, and Flooding and so on. These typical attacks
all cause the network traffic to deviate from the normal
network traffic, which will bring great harm to the WSN
in a short time. Therefore, as an important technical
means of network security, WSN network intrusion detec-
tion technology has attracted wide attention from schol-
ars [26].

At present, WSN intrusion detection is mainly divided
into anomaly detection, misuse detection, specification-
based detection and hybrid system detection [15]. The
existing intrusion detection methods mainly include: sup-
port vector machine [7,20], artificial neural network [2,
9], Naive Bayes [10], Bayesian Network [23], decision
tree [22], random forest [14], artificial immunity [8], ran-
dom weight neural network [25] and other methods. For
example, in [7], a hybrid method of support vector ma-
chine and genetic algorithm was proposed. The genetic
algorithm was used to select the feature subset from the
original feature set, and SVM was used as the classifier for
intrusion detection. The method obtained 97.3% detec-
tion rate. However, the detection efficiency of unknown
attacks is not efficient.

In [20], an intrusion detection system based on SVM
and principal component analysis (PCA) was proposed.
For KDDcup99 data, PCA combined with SVM algorithm
was used for intrusion detection. This method reduces
data analysis time and improves intrusion detection per-
formance, but it cannot identify the different types of at-
tacks. In [9], a back propagation learning algorithm was
proposed to optimize the back propagation neural net-
work (BPNN) intrusion detection system. For the KDD-
cup99 data, it has higher detection rate and lower false
detection rate, but the algorithm complexity is higher.

In [23], an intrusion detection method based on ensem-
ble learning was proposed. By Using the KDDcup99 data,
the Bayesian network and the random tree were first used
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as the base classifier for voting classification, and then
identify if an attack has occurred. The algorithm as a
whole has high detection efficiency, but the accuracy of
U2R attacks was low.

In [14], a lightweight intrusion detection system based
on decision tree was established, which improves the de-
tection rate and reduces the complexity of the algorithm,
but it does not detect unknown attacks. In [8], it com-
pared the performance of supervised machine learning
classifiers, proving that the detection performance of ran-
dom forests is the best. In [25], an improved clonal se-
lection algorithm was proposed. By selecting the best
individual and cloning to detect the intrusion behavior, it
was proved that the proposed artificial immune method
is better than the artificial neural network.

In [6], a semi-supervised learning method based on
fuzziness was proposed. The unlabeled sample was com-
bined with the supervised learning algorithm to optimize
the performance of the classifier. The random weight neu-
ral network was used as the base classifier to improve the
classification ability. However, only two types of tasks can
be detected, and multiple attacks cannot be detected.

In [21], considering the characteristics of wireless sensor
networks, a detection model based on clustering mutual
coordination was proposed. The intrusion detection rate
was enhanced and the false detection rate was reduced.
However, it is complicated to update the CA-AFSA-BP
system during the detection process. And the detection
rate of unknown attacks is not high.

In [24], a two-level feature selection method based on
SVM was proposed. Fisher and information gain were
used to filter noise and irrelevant features respectively in
the filtering mode. By reducing the feature dimension,
the modeling time and testing time of the system were
reduced. However, when the number of training samples
increases, the system overhead is large, and the classifica-
tion detection performance is not high.

In [18], a cluster network intrusion detection system
was proposed. FEach node calculates the reputation value
according to the behavior of observing neighbor nodes.
The base station detects the malicious nodes by com-
bining the reputation value and the misuse detection
rules. However, because the reputation value calculation
method has a great influence on the detection rate, which
leads to the excessive dependence on the reputation value
calculation method.

In [13], in order to solve the problem of dimension
hazard in high-dimensional feature space, a SVM intru-
sion detection system based on self-encoding network was
proposed, which is suitable for high-dimensional spatial
information extraction tasks, and it can also reduce the
intrusion detection model classification training time and
test time. It satisfies the real-time requirements of in-
trusion detection, but the detection performance of R2L,
U2R and other attack behaviors is not high.

In [4], a special WSN data set was developed, and
the collected data set is called WSN-DS. It can help
researchers better detect and classify WSN’s four types
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of denial of service (DoS) attacks, including Blackhole,
Grayhole, Flooding, and Scheduling. The data set is used
to train the artificial neural network (ANN) to detect and
classify different attacks. By analyzing the above research
work, the existing WSN intrusion detection method gen-
erally has a large computational load, and the dimension
of the traffic data to be processed is too high, which can-
not effectively detect multiple attack types and the detec-
tion efficiency of unknown attacks is low.

In [17], a novel approach called SCDNN for sensor net-
work intrusion detection was proposed, which combines
spectral clustering (SC) and deep neural network (DNN)
algorithms. es an effective tool of study. The algorithm
has a strong ability of sparse attack classification and ef-
fectively improves the detection accuracy of the actual
security system. However, the limitations of SCDNN are
that its weight parameters and the threshold of each DNN
layer need to be optimized, and the k and s parameters
of the cluster are determined by experience, rather than
by mathematical theory.

In [16],a localization attack recognition method using a
deep learning architecture was proposed, by learning the
positional and topological feature based on SDA-based
deep architecture, the classification accuracy can be sig-
nificantly improved, but the time complexity and space
complexity are relatively large.

In [3], a novel intrusion detection system based on
neuro-fuzzy classifier in binary form for packet dropping
attack in ad hoc networks was proposed. Simulation re-
sults show that efficiently detect the packet dropping at-
tack with high true positive rate and low false positive
rate.

Aiming at the shortcomings of the above research, this
paper proposes a WSN intrusion detection model based
on information gain ratio and Bagging algorithm. The
model uses feature gain ratios for feature selection and
reduces feature dimensions by removing extraneous fea-
tures. The Bagging algorithm is used to construct an en-
semble classifier to train the improved C4.5 decision tree,
and the parameters of the C4.5 decision tree are opti-
mized by multiple iterations to improve the classification
accuracy of the classifier. A majority voting mechanism
is used for the classification results to detect intrusion be-
havior. The experimental results show that the model
can identify different types of attacks. Compared with
the existing intrusion detection methods, the detection
accuracy is improved, and many types of attacks can be
detected.

The remaining part of this paper is organized as fol-
lows. Section 2 introduces related theory, including WSN
network topology, feature selection and ensemble theory.
Section 3 describes in detail the specific implementation
process of the proposed WSN intrusion detection model
in this paper. Section 4 gives the experimental results
and performance analysis as compared with other related
methods. Finally, we conclude our paper in Section 5.
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2 Related Theory

2.1 WSN Network Topology

WSN mainly has three kinds of network topologies, which
are divided into plane structure, cluster based structure
and hierarchical structure [19], as shown in Figure 1. The
WSN consists of three parts: Sensor nodes, cluster head
nodes and base station. Sensor nodes are used to moni-
tor the target area and collect data from the area. These
nodes are arranged in respective clusters, and the sensed
data is simply processed and transmitted to the cluster
head node. The cluster head nodes collect and process
the sensor node data in the cluster and transmit it to
the base station. The cluster head nodes in the base sta-
tion management scope can monitor the behavior of the
cluster head nodes in real time, and the intrusion detec-
tion model can be deployed to the base station. When the
base station receives the traffic data from the cluster head
node, each piece of data is processed, and the intrusion
detection model is used to determine whether an attack
behavior has occurred in the WSN.

@ Sensor node

’
{45
i)} |
Vol
(O Cluster head
-
i Base station

Figure 1: WSN network topology

2.2 Feature Selection

In the WSN;, the traffic data dimension is high, some traf-
fic characteristics are not related to the intrusion attack,
and the node resources in the WSN are limited. There-
fore, the WSN intrusion detection system introduces data
preprocessing methods such as feature selection and data
dimensionality reduction to remove irrelevant features
and reduce the computational load of the intrusion de-
tection method and enhance the intrusion detection effi-
ciency.

The information gain ratio [1] is a feature selection
method based on information theory, the specific defini-
tions are as follows:

Definition 1. Information entropy: The information en-
tropy of a random variable is used to measure the degree
of redundancy of the variable. Suppose that in a classi-
fication system, C' indicates that the category is divided
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into c1, Ca, ..., Cn, N Tepresents the total number of clas-
sifications. Then the information entropy H (C) of the
classification system is defined as follows:

H(C) = =Y P(e))logP(cy). 1)

=1

where P(c;) is the probability of the category ¢;(1 <i<n)
at different values.

Definition 2. Conditional entropy: Conditional entropy
can evaluate the uncertainty of the value of a feature,
suppose there are X pieces of data in the data set, and
each piece of data has s features, which are expressed as
A={f1, fo,..., [s}. When the overall distribution of fea-
ture set A is fized, the conditional entropy H(C/A) is
defined as follows:

H(C) == "p(f.c)logp(c/f), (2)

fEeA ceC

where H(C/A) represents the uncertainty of the category
C' under the condition that the feature set A is different
in value, and P(c/ f) represents the conditional probability
that the category c takes the value under the condition of
the feature A = f.

Definition 3. Information gain: The information gain
reflects the importance of the feature. The greater the
information gain, the more important the features are.
Then the information gain IG brought by the feature set
A to the system is defined as follows:
IG(A)=H(C)—- H(C/A). (3)
The information gain tends to select attributes with
more branches, which may lead to over-fitting. In or-
der to change the shortcomings of information gain, the
information gain ratio is used to judge the partitioning
attribute.

Definition 4. Information gain ratio:

G_R(4) = IG(4)/H(A), (4)

where G_R(A) is the information gain ratio of feature
set A. H(A) is the information entropy when feature A
is a random variable according to the Equation (1).

The pseudo code of the information gain ratio fea-
ture selection algorithm is defined as Algorithm 1. where
num(S) represents the number of features in the selected
feature set S, and maxz(G_R(f;)) represents the maximum
information gain ratio in the feature set A = f1, fo,..., fs,
The first k selected features are added to the set S, and
finally the feature set S is obtained. The algorithm de-
scription is detailed in the appendix.



International Journal of Network Security, Vol.22, No.2, PP.218-230, Mar. 2020 (DOI: 10.6633/1JNS.202003-22(2).05)

Algorithm 1 Information gain ratio feature selection al-
gorithm

1: Input: Training data_set and feature selection quan-
tity k

2: Output: Selected feature set S

3: Initialize feature sets S = @ /* Initialize feature set
S to an empty set */

4: Initialize all feature sets A = f1, fo, ...
number of attribute features */

5: Calculate the information gain ratio of each feature
in feature set A from Equation (4)

6: while num(S) < k do

7. Select max(G_R(f;)), add the attribute f; to the

feature set S.

8: end while

9: The selected feature set S is obtained, and the number
of selected features is k.

,fs /* s is the

2.3 Ensemble Theory
2.3.1 Bagging Algorithm

The ensemble classifier is a kind of supervised learning
method. As a kind of ensemble classifier, Bagging can
avoid the over-fitting of the classifier and can improve the
detection efficiency of unknown attacks. The ensemble
learning classifier includes m base classifiers, which are
trained by Bootstrap sampling method. After m times
sampling, the results of m base classifiers are obtained.
Finally, the classification results of the ensemble classifier
are integrated according to the majority voting principle.
Figure 2 shows the specific flow of the Bagging algorithm.

d

a1 Test

Dataset

) [

Q
Training
Dataset

()
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[

Figure 2: Bagging algorithm

2.3.2 Improved C4.5 Algorithm

The C4.5 algorithm is an algorithm to solve the prob-
lem of machine learning classification. The algorithm can
find a mapping relationship between feature values and
categories, and this mapping relationship can be used to
classify unknown intrusion types. The C4.5 algorithm is
a tree structure similar to a flow chart. A non-leaf node
represents a test on an attribute. Each branch represents
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a test output, and each leaf node stores a class label. The
advantage of this algorithm is that it does not require any
domain knowledge, it is suitable for detective knowledge
discovery, and it’s highly efficient for detecting unknown
attack types. For a leaf node, it covers ¢ samples, there
are e errors and the penalty factor is 0.5. Assuming that
a decision tree has r leaf nodes, the prediction error of
the decision tree is ER, which the formula is as follows
Equation (5):

ER=()_e;+05x7)/Y g (5)
i=1 i—1

where e; is the number of samples misclassified in the i-th
leaf node of the subtree, and ¢; represents the number of
samples in the i-th leaf node of the subtree.

The improved C4.5 algorithm pseudo code is defined
as follows:

Algorithm 2 demonstrates the process of detecting
anomalous intrusions in the WSN by the improved C4.5
classifier. First, if the node satisfies the stop split con-
dition, all records belong to the same category, and it is
set as a leaf node; Then the feature with the largest in-
formation gain rate is selected for splitting, and the first
two steps are repeated until all data classification is com-
pleted. Finally, the generated tree needs to be dynam-
ically pruned to reduce the prediction error. The algo-
rithm description is detailed in the appendix.

3 The Proposed Model of WSN
Intrusion Detection

WSN Intrusion detection model based on information
gain ratio and Bagging algorithm, the shortened form
is WI-IGRB, the information gain ratio is used for fea-
ture selection, and then the parameters of the ensemble
classifier are optimized through 10 iterations, and the dy-
namic pruning process is introduced. The iteration 10
times is relatively suitable. The parameters of the Bag-
ging algorithm are optimized during the iterative process,
and the complexity of the algorithm cannot be too high
that may lead to over-fitting of the model. The dynamic
pruning process starts from the leaf node of the C4.5 deci-
sion tree, calculates the prediction error from the bottom
to the node and the prediction error after pruning. If
the prediction error after pruning is relatively small, the
node is cut off. This process is repeated repeatedly until
the prediction error is minimized. Finally, the majority
voting system is used to count the type of the most pre-
dicted votes in the classifier and use it as the final result
of the ensemble classifier. Figure 3 is a flow chart of the
proposed WSN intrusion detection model.

As shown in Figure 3, the wireless sensor node collects
environmental data and transmits the data to the cluster
head node. The cluster head node processes the collected
data and transmits it to the base station. The collected
traffic data is selected from the base station as a training
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Figure 3: Flow chart of WSN intrusion detection model

data set and a test data set respectively, and the proposed
intrusion detection model is trained. It is mainly divided
into the following two stages:

1) Model training phase: Preprocessing the training
data set, including numeralization, proportional sam-
pling of data, data normalization and discretization
operations, and feature selection based on informa-
tion gain ratio; using Bagging algorithm to construct
ensemble classifier, multiple C4.5 decision trees are
trained, and the dynamic pruning process is intro-
duced to reduce the prediction error. Finally, the
classification prediction is carried out by the major-
ity voting mechanism.

Model intrusion detection phase: Preprocessing the
collected test data set, including digitizing some fea-
tures, data normalization and discretization process-
ing, and feature selection based on information gain
ratio; using trained integrated detection model Clas-
sification; The majority of voting mechanisms are
used to integrate classifications to determine whether
intrusion has occurred.

Majority voting mechanisms are defined as Equation (6),
where m is the number of samples collected by the Boot-
strap sampling method, [ is the traffic data to be classi-

fied, L is the result of the classification, and C* is used
to count the predicted votes in the m classifiers C;. The
most type and use it as the final result of the integrated
classifier.

o) = ma:c(z a(Ciy(l) =L).

7

The proposed WSN intrusion detection model algorithm
in this paper is defined as follows:

where m is the number of samples collected by the
Bootstrap sampling method, and N is the number of it-
erations of the algorithm. In the model training phase,
the Boostrap Sampling sampling method independently
trains the decision tree C; by randomly selecting m sam-
ple numbers. Finally, the prediction function is generated
in parallel to get the ensemble classifier C*. In the model
intrusion detection phase, the trained ensemble classifier
C* is used to determine whether intrusion behavior oc-
curs in the WSN. The algorithm description is detailed in
the appendix.
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Algorithm 2 Improved C4.5 algorithm

Algorithm 3 WSN intrusion detection model algorithm

1: Input: Data Set B

2: Output: T-decision tree after dynamic pruning

3: [x, s] = size(B) /* x is the number of data set B, s
is the number of attribute features in data set B */

4: T:{}

5: if B belongs to the same category or other stopping
criteria then

6:  break

7. end if

8: while feature set S = f1, fa,..., fs do

9:  Calculate the branch information entropy and con-
ditional entropy of each feature by Equations (1)-
(2)

10:  Calculate the information gain rate G_R(f;) of the

feature f; according to the Equation (4)
11: end while
12: fpest=Select the maximum information gain rate
maw(G-R(f,))
13: Use fpest as the decision node and join T
14: Remove fyest from B to get subset B*
15: if z > 0 then

16:  Return to step 3

17: end if

18: while B* do

19:  T*=C4.5(B*)

20:  Attach T* to the corresponding branch of the tree

21: end while

22: while T is not NULL do

23:  Calculate the prediction error of the decision tree T
according to Equation (5) and the prediction error
of the pruning off T leaf node

24:  if Prediction error of pruning T-leaf nodes < Pre-
diction error of unpruned T-leaf nodes then

25: Pruning the T-leaf node

26: end if

27:  Pruning upward

28: end while

29: Return dynamic pruned T decision tree.

4 Experimental Results and Anal-
ysis
4.1 Experimental Data Set Selection

The experiment uses the WSN dataset WSN-DS [4], and
the simulator NS-2 was used to simulate the wireless sen-
sor network environment. Based on the LEACH routing
protocol, each data has 23 features and simulates four at-
tack types: Blackhole, Grayhole, Flooding, and Schedul-
ing. A total of 374,661 traffic data were collected in the
WSN-DS dataset, and 10% of the data were randomly se-
lected as the experimental data set. 60% of the data were
used as the training data set, and 40% of the data were
used as the test data set. The experimental environment
was performed on a 64-bit Windows 7 operating system
with 8 GB of RAM and an Intel core i5-3230 CPU. Ta-

Input: Train dataset, test dataset

Output: Intrusion detection result

Model training phase:

Preprocessing the train dataset, the k& important fea-
tures are selected by Algorithm 1

5: forn=1to N do

6 for i =1 tom do

7 Sample Rifrom sample train dataset using Boot-
strap sampling method

8: The improved C4.5 decision tree C; in Algorithm

2 is trained by the sample R;
9:  end for
10: end for
11: Using the Equation (6) to get the ensemble classifier
C*
12: Model intrusion detection phase:
13: Preprocessing the test dataset, the k important fea-
tures are selected by Algorithm 1
while test dataset do
Using the ensemble classifier C* to determine
whether an intrusion has occurred.
Output intrusion detection results
end while

14:
15:

16:
17:

ble 1 illustrates WSN simulation parameters. The data
distribution is shown in Table 2.

Table 1: WSN simulation parameters

Parameter Value
Number of cluters 100
Number of clusters 5
Network area 100m x 100m
Base station location (50,175)
Size of packet header 25 bytes
Size of data packet 500 bytes
Routing protocol Leach
Simulation time 3600s

Table 2: Distribution of WSN-DS data sets

Data Set | Training set 60% | Testing set 40%
Blackhole 603 402
Grayhole 876 583
Flooding 199 132
Scheduling 398 266
Normal 20404 13603
Sum 22480 14986

The experiment also uses the NSL-KDD dataset, an
improved version of the KDD’99 dataset, which removes
a large amount of redundant data and maintains the orig-
inal attack type ratio more suitable for evaluating the
actual performance of the intrusion detection algorithm.
Each traffic record contains 41-dimensional feature data of
various continuous, discrete, and symbol types. The NSL-
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KDD includes four attack categories (DoS, Probe, R2L,
and U2R) [5]. The NSL-KDD includes a training dataset
KDDTrain+_20Percent and a test dataset KDDTest-21.
The training data set consists of 21 types of attacks, and
17 new attack types are added to the test set. First, the
NSL-KDD data set needs to be preprocessed, and the fea-
ture protocol_type, service and attack class is digitized.
Then, the data set is divided into five classes, normal,
DoS, Probe, U2R, and R2L, mapped to values 1-5 respec-
tively. Finally, normalize the values of the src_bytes and
dst_bytes field columns to map the range to [0,1]. The spe-
cific data distribution of the NSL-KDD data set is shown
in Table 3.

Table 3: Distribution of NSL-KDD data sets

Data Set | KDDTrain+_20Percent | KDDTest}+
Normal 13449 9711
DoS 9234 7458
Probe 2289 2421
U2R 11 200
R2L 209 2754
Sum 25192 22544

4.2 Experimental Performance Index

In order to measure the performance of the wireless sen-
sor network intrusion detection model, the true positive
rate (TPR), false positive rate (FPR), accuracy (Acc),
precision (P) indicators are used for measurement. TP
indicates that the true value is a normal sample and is
predicted as the number of normal samples. FN indicates
that the true value is a normal sample and is predicted as
the number of abnormal samples. FP indicates that the
true value is an abnormal sample and is predicted as the
number of normal samples. TN indicates that the true
value is an abnormal sample and is predicted as the num-
ber of normal samples. Table 4 shows the definitions of
TP, FP, TN and FN.

Table 4: Definition of TP, FP, TN and FN

True value Predicted
Normal | Abnormal

Normal TP FN

Abnormal FP TN
TPR = TP/(TP+FN)
FPR = FP/(FP+TN)
P = TP/(TP+ FP)

Acc = (T'P+TN)/(TP+FN+ FP+TN)

where TPR indicates the probability that the true value is
normal, the probability of the prediction is positive. FPR
indicates the probability that the true value is abnormal,
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and the prediction is positive; P indicates the probability
that the prediction is normal and the correct prediction
is normal. Acc represents the accuracy of the prediction
result, and the number of normal samples is predicted
divided by the total number of samples.

4.3 Feature Selection Method

The existing intrusion detection method adopts data pre-
processing methods such as feature selection and data di-
mensionality reduction to reduce the computational load
of the intrusion detection method and enhance the detec-
tion efficiency. The main feature selection and dimension
reduction methods are: correlation feature selection, lin-
ear discriminant analysis, mutual information, informa-
tion gain, gain ratio, principal component analysis and
other methods [11]. In this study, attribute reduction
is used for WSN-DS data. First, features that have no
or little impact on data types were eliminated, and then
common feature selection methods and information gain
ratio were selected for comparative analysis. The selected
features and performance are shown in Table 5.

It can be seen from Table 3 that the experiment uses
the Algorithm 1 information gain ratio to select fea-
tures, set k=14, select 14-dimensional features from the
23-dimensional features, and select the flow feature set
5={3,5,6,7,8,9,10,11,12,13,15,16,17,18}, and use Acc as
an evaluation index. Using the information gain feature
selection method, if the number of features is much larger
than the number of categories, the information gain will
become large, and the generalization ability will be re-
duced without using other more effective classification in-
formation. The information gain ratio introduces split
information, and the feature splitting information with a
large number of values becomes large, which can effec-
tively control the problem of excessive information gain.
Through the experiment, the principal component analy-
sis method Acc reached 94.91%, and when using the in-
formation gain method, the Acc was 98.52%, and when
the information gain ratio feature selection method was
used, the Acc was 98.75%. The proposed WSN intrusion
detection model has a better classification accuracy when
choosing the information gain ratio as the feature selec-
tion method. Table 6 lists the selected traffic characteris-
tics and specific description information in the WSN-DS.
It includes the number of features in the WSN-DS, the
name of features, and the description of corresponding
features in the data set.

The information gain ratio method is used to select the
important features of the WSN-DS data set traffic char-
acteristics. Comparing the selected features and specific
information listed in Table 6, the final selected traffic fea-
ture set is S={3,5,6,7,8,9,10,11,12,13,15,16,17,18}.

Table 7 lists the selected traffic characteristics in the
NSL-KDD. It includes the number of features in the NSL-
KDD, the name of features in the dataset.

The information gain ratio algorithm is used to select
the important features in NSL-KDD. The last selected
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Table 5: Comparison of feature selection methods
Feature selection method Feature selection result Acc (%)
Principal component analysis 1,2,3,4,5,6,7,8,9,10,11,12,13,14 94.91
Information gain 1,3,4,5,6,7,8,10,11,12,13,15,17,18 98.52
Information gain ratio 3,5,6,7,8,9,10,11,12,13,15,16,17,18 98.75

Table 6: WSN-DS data set selected traffic features
Feature number Feature name Description
1 Node ID Node ID number
2 Time Node runtime
3 IS CH Used to mark whether the node is a cluster head
4 Who CH Cluster head ID
5 Distance to CH Distance between node and cluster head
6 Energy consumption | Energy consumed
7 ADV CH send The number of the advertise CH’s broadcast messages sent to the nodes
8 ADV CH receives The number of advertise CH messages received from CHs
9 Join REQ send The number of join request messages sent by the nodes to the CH
10 Join REQ receive The number of join request messages received by the CH from the nodes
11 ADV SCH send The number of join advertise TDMA schedule broadcast message sent to the nodes
12 ADV SCH receives The number of scheduled messages received by the CH
13 Rank Order of node TDMA scheduling
14 Data sent The number of packets sent from the normal node to its CH
15 Data received The number of packets received by the node from the CH
16 Data sent to BS The number of packets sent to the BS
17 Distance CH to BS Distance between CH and BS
18 Send Code The cluster sending code
19 Attack Type Type of the node

Table 7: NSL-KDD dataset features
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No. | Feature No. | Features
1 Duration 22 Is_guest_login
2 Protocol_type 23 Count
3 Service 24 Srv_count
4 Flag 25 Serror_rate
5 Src_bytes 26 Srv_serror_rate
6 Dst_bytes 27 Rerror_rate
7 Land 28 Srv_rerror_rate
8 Wrong_fragment 29 Same_srv_rate
9 Urgent 30 Diff_ser_rate
10 Hot 31 Srv_diff_host_rate
11 Num_failed_logins 32 Dst_host_count
12 Logged_in 33 Dst_host_srv_count
13 Num_compromised 34 Dst_host_same_srv_rate
14 Root_shell 35 Dst_host_diff
15 Su_attempted 36 Dst_host_same_srv_port_ra
16 Num_root 37 Dst_host_serror_rate
17 Num_file_creations 38 Dst_host_serror_rate
18 Num_shells 39 Dst_host_srv_serror_rate
19 Num_access_files 40 Dst_host_serror_rate
20 Num_outbound_cmds_files 41 Dst_host_srv_serror_rate
21 Is_host_login
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feature set is {9, 26, 25, 4, 12, 39, 30, 38, 6, 29, 5, 3, 37,
11, 22, 35, 34, 14}.

4.4 Performance Analysis

Table 8 shows the detection performance of the proposed
WSN intrusion detection model for Normal type and at-
tack types based on WSN-DS, such as Blackhole, Gray-
hole, Flooding, and Scheduling.

As can be seen from Table 8, the detection accuracy of
the proposed WSN intrusion detection model for attacks
in the WSN, such as Blackhole, Grayhole, Flooding, and
Scheduling, is 99.04%, 97.96%, 99.02%, and 96.21%, re-
spectively. The detection accuracy of the normal state
is 98.85%. The weighted average results show that the
model true positive rate is 99.4%, the false positive rate
is 1.9%, the precision is 99.4%, and the classification accu-
racy rate is 98.75%. The experimental results show that
the proposed WSN intrusion detection model has better
performance in attack detection in WSN environment and
can identify different attack types.

Table 9 shows the WSN intrusion detection model and
PCA-SVM [20], Naive Bayes [10], Bayesian Nerwork [23],
IG-C4.5 [22], Boosting-C5.0 [14], ANN [4] methods. The
specific results of performance comparison were measured
and compared using TPR, FPR, Acc, and P index.

As can be seen from Table 9, the TPR of the pro-
posed method reaches 99.4%, which is higher than that
of PCA-SVM, Naive Bayes, Bayesian Network, IG-C4.5,
and ANN. Among them, the TPR of Naive Bayes method
is 95.2%, which is the smallest compared with the above
methods. However, the false positive rate FPR of this
method is 1.9%, which is higher than Naive Bayes,
Bayesian Network and ANN methods. When the de-
tection rate of the WSN intrusion detection model is in-
creased, the data that causes the true value of the attack
behavior is incorrectly predicted as the probability of a
normal sample increases, and then he false positive rate
increases.

The false positive rate of IG-C4.5 method reaches 3.8%,
which is the highest false positive rate compared with
other methods. The Acc and P are respectively 98.8% and
99.4%, which are higher than PCA-SVM, Naive Bayes,
Bayesian Network, IG-C4.5, and ANN methods. Among
them, Acc is 0.25% higher than Boosting-C5.0. The rea-
son is that the selection of Boosting training sets is re-
lated to the learning results of the previous rounds, which
may lead to over-fitting and reduce classification accuracy.
In summary, the proposed method performs better than
other intrusion detection methods.

The NSL-KDD dataset is used to evaluate the perfor-
mance of the proposed method and a 10-fold cross vali-
dation was performed. In a 10-fold cross validation, the
data was divided into 10 replicates of equal size. In each
iteration, each part of the data is used for verification
and the remaining nine parts are used to train the model.
Table 10 shows the performance of the proposed WSN in-
trusion detection model using the NSL-KDD data set and
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10-fold cross validation. Detection performance for differ-
ent attack types DoS, Probe, U2R, and R2L and Normal
appearing in NSL-KDD.

It can be seen from Table 10 that the detection accu-
racy of the proposed intrusion detection model for NSL-
KDD, such as DoS, probe, U2R and R2L, is 99.85%,
99.35%, 59.05%, and 94.0%, respectively. The detection
accuracy of the Normal reaches 99.65%. The overall TPR
of the model is 99.69%, the FPR is 0.31%, the P is 99.6%,
and the Acc is 99.69%.

Table 11 shows the WSN intrusion detection model
and PCA-SVM, Naive Bayes, Bayesian Nerwork, IG-C4.5,
Boosting-C5.0, ANN methods. The specific results of per-
formance comparison were measured and compared using
TPR, FPR, Acc, and P index

As can be seen from Table 11, the performance of the
proposed method was evaluated using the NSL-KDD data
set and 10-fold cross validation was performed. The TPR
of the method in this paper reaches 99.69%, which is
higher than that of PCA-SVM, Naive Bayes, Bayesian
Nerwork, IG-C4.5, and ANN. The FPR of this method is
0.31%, which is lower than other methods. The reason is
that the Bagging ensemble algorithm effectively reduces
the variance of the model.

The FPR of Naive Bayes method reaches 11.42%,
which is the highest FPR compared with other meth-
ods. The Acc of this method is 99.69%, and the Acc is
lower than that of Boosting-C5.0, compared with PCA-
SVM and Naive Bayes. Bayesian Nerwork, IG-C4.5, and
ANN methods are high. Comparing the model building
time, we can see that the proposed method has a lower
time. The reason is that the selection of Bagging algo-
rithm training set is random, and each round of training
sets is independent of each other, while Boosting the se-
lection of each round of training sets is related to the
learning results of the previous rounds.

The various predictive functions of Bagging can be gen-
erated in parallel, and the various predictive functions of
Boosting can only be generated sequentially, such as neu-
ral networks, which are extremely time-consuming learn-
ing methods. Bagging can save a lot of time overhead
through parallel training. At the same time, in the model
establishment stage, the information gain ratio method
is used to reduce the dimension of the traffic data, and
the features with low importance are removed. The 18-
dimensional features are selected from the 41-dimensional
features. The calculation and time overhead in the detec-
tion process are effectively reduced, which is more suitable
for the WSN intrusion detection environment.

The experiment also used the training dataset KD-
DTrain+_20Percent and the test dataset KDDTest-21 to
evaluate the performance of the model. Table 12 shows
the performance of the WSN intrusion detection model
and PCA-SVM, Naive Bayes, Bayesian Nerwork, IG-C4.5,
Boosting-C5.0, ANN methods.
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Table 8: Performance of the WSN intrusion detection model based on WSN-DS

Performance | Blackhole | Grayhole | Flooding | Scheduling | Normal | Weighted average results
TPR (%) 98.2 96.1 98.2 92.4 99.8 99.4
FPR (%) 0.1 0.2 0.1 0.0 2.1 1.9
P (%) 96.5 96.3 90.2 97.6 99.8 99.4
Acc (%) 99.04 97.96 99.02 96.21 98.85 98.75

Table 9: Comparison of performance of different methods of WSN intrusion detection model

Methods TPR (%) | FPR (%) | P (%) | Acc (%)
PCA-SVM 96.6 8.6 96.7 94.0
Naive Bayes 95.2 1.0 96.5 97.1
Bayesian Network 96.5 0.9 97.7 97.8
I1G-C4.5 97.8 3.8 98.3 97.0
Boosting-C5.0 99.4 2.4 99.4 98.5
ANN 98.5 1.7 98.7 98.4
The proposed method 99.4 1.9 99.4 98.75

Table 10: Performance of intrusion detection methods using NSL-KDD

Performance | Probe | DoS | U2R | R2L | Normal | Sum
TPR (%) 98.8 99.9 18.2 88.0 99.8 99.69
FPR (%) 0.1 0.2 0.1 0.0 0.5 0.31

P(%) 99.4 99.7 98.9 96.8 99.6 99.6
Acc 99.35 99.85 | 59.05 | 94.00 99.65 99.69

Table 11: Comparison of performance of different methods using NSL-KDD 10-fold cross validation

Methods TPR (%) | FPR (%) | P (%) | Acc (%) | Model buildng time(s)
PCA-SVM 93.02 6.97 94.26 93.02 -
Naive Bayes 88.58 11.42 88.67 88.58 -
Bayesian Network 96.69 3.72 96.68 96.48 -
I1G-C4.5 96.6 5.25 96.53 95.7 -
Boosting-C5.0 - 0.38 - 99.96 6.38
ANN 99.24 0.83 99.18 99.2 198.67
The proposed method 99.69 0.31 99.60 99.69 5.78

Table 12: Comparison of performance of different methods using NSL-KDD

Methods TPR (%) | FPR (%) | P (%) | Acc (%) | Model buildng time(s)
PCA-SVM 76.5 31.1 83.4 72.7 -
Naive Bayes 78.6 27.7 82.7 75.45 -
Bayesian Network 76.5 31.1 83.4 72.7 -
1G-C4.5 77.6 27.0 85.0 75.3 -
Boosting-C5.0 98.9 45.19 - 80.56 7.31
ANN 80.1 26.3 85.1 76.9 201.34
The proposed method 81.2 26.2 85.3 77.5 6.01

4.5 Algorithm Analysis

In order to further verify the performance of the proposed
method, two performance indicators, time complexity and
space complexity are analyzed in detail. The comparison
results are shown in Table 13.

As can be seen from Table 13, the number of data
sets is X, and the number of flow characteristics is k,
m is the number of samples collected by Bootstrap sam-
pling method, and N is the number of algorithm itera-

tions. The time complexity of the PCA-SVM method is
O(5kX) and the space complexity is O(X?2). The time
complexity of the Naive Bayes method is O((k + k?)X)
and the space complexity is O(2kX). The time complex-
ity of the Bayesian Network method is O((k + k2)X) and
the space complexity is O(2kX). The time complexity of
IG-C4.5 method is O(X +1oga N ), and the space complex-
ity is O(kX). The time complexity of the Boosting-C5.0
method is O(X + Nmloga X)), and the space complexity
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Table 13: Comparison of time complexity and space complexity performance

Methods Time complexity Space complexity

PCA-SVM O(5kX) o(X?)
Naive Bayes O((k + k2)X) O(2kX)
Bayesian Network O((k + K*)X) O(2kX)
1G-C4.5 O(X + logaN) O(kX)
Boosting-C5.0 O(X 4+ NmlogsX) O(kX)
ANN O(ENX) O(kX)

The proposed method | O(X + Nmlog2X) O(mkX)

is O(kX). The time complexity of the ANN method is
O(kNX) and the space complexity is O(kX).The time
complexity of the proposed method is O(X + Nmlogs X),
which is higher than that of the IG-C4.5 method. When
the number of data sets is very large, m < k << X,
then O(X + Nmloga X)) < O(kENX), It can be seen that
the algorithm time complexity of the proposed method is
more time complex than that of the ANN method, and
the space complexity is relatively constant.

5 Conclusions

A WSN intrusion detection model based on information
gain ratio and Bagging algorithm is proposed. In the data
preprocessing stage, the feature selection method based
on information gain ratio is used to reduce the dimension
of the collected WSN traffic data, which reduces the com-
putational complexity of the intrusion detection method
and effectively reduces the computation and time over-
head in the detection process. In the integrated learning
phase, the Bagging algorithm is used to construct the inte-
grated classifier, and several improved C4.5 decision trees
are trained. The dynamic pruning process is introduced
to reduce the prediction error, and the parameters of the
integrated classifier are optimized by 10 iterations. In the
intrusion detection phase, the trained integrated classi-
fier is used to classify the data, and the majority voting
mechanism is used to judge whether the intrusion behav-
ior occurs. The experimental results show that the detec-
tion accuracy of Blackhole, Grayhole, Flooding, Schedul-
ing and Normal are 99.04%, 97.96%, 99.02%, 96.21% and
98.85%, respectively. Compared with other intrusion de-
tection methods, the detection accuracy is improved. A
variety of attack types can be effectively detected. Subse-
quent research focuses on extending other types of attacks
in the WSN dataset, using other feature selection tech-
niques combined with deep learning models for wireless
sensor network intrusion detection.
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Appendix
A 1

Algorithm 1 Information gain ratio feature selection algo-
rithm.

Proof. Information gain ratio is a filter method of feature
selection. The Information gain ratio is defined in detail
in Section 2.2 of this paper. The algorithm logic steps are
described in detail below.

Stepl: Initialize the feature set S = (), which will be used
to save the selected feature.

Step2: From the original feature set A = fi1, fo,..., fs,
the information gain ratio of each feature is cal-
culated by the formula (4), expressed as G_R(f;),
i€ll,s].

Step3: The first k features are sequentially added to the
feature set S, and the selected feature set S is output.

From the logic point of view, Information gain ratio fea-
ture selection algorithm is correct. After experimental
verification, the algorithm finally selects k& important fea-
tures. O

B 2

Algorithm 2 Improved C4.5 algorithm.

Proof. Algorithm 2 demonstrates the process of detecting
anomalous intrusions in the WSN by the improved C4.5
classifier. The algorithm logic steps are described in detail
below.

Stepl: If the node satisfies the stop split condition, all
records belong to the same category or the maximum
information gain rate is less than the threshold, in-
dicating that the B data set does not need to be
classified and break out of the program.
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Step2: According to the information entropy formula
(1), find the information entropy H(S) of each fea-
ture in S = {f1, f2,..., [s}, calculate the condi-
tional entropy of each feature in feature set S ac-
cording to the conditional entropy formula (2) and
obtain the information gain ratio G_R(f;) of each
feature in feature set S according to formula (4).
The feature fbes with the largest information gain
rate(max(G-R(f;))) is selected as the decision node
and added to the decision tree T. Repeat the first
two steps until all data classifications are complete.

Step3: The generated tree needs to be dynamically
pruned to reduce the prediction error. Firstly, delete
the subtree rooted at this node, Then, make it a leaf
node, the most common classification of training data
assigned to the node. Finaly, when the pruned tree
is not worse than the original tree for verifying the
performance of the set, the node is actually deleted.

From the above, the improved C4.5 algorithm logic is cor-
rect, after experimenting, this algorithm can classify each
piece of traffic data to generate a decision tree with less
prediction error. O

C 3

Algorithm 3 WSN intrusion detection model algorithm.

Proof. Where m is the number of samples collected by
the Bootstrap sampling method, and N is the number of
iterations of the algorithm. The algorithm logic steps are
described in detail below.

Stepl: In the model training phase, the Boostrap Sam-
pling sampling method independently trains the de-
cision tree C; by randomly selecting m sample num-
bers.

Step2: Using the majority voting mechanism to get the
ensemble classifier C* . Majority voting mechanisms
are defined as Equation (6).
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Step3: In the model intrusion detection phase, prepro-
cessing the test dataset, as in the training dataset
preprocessing. the k important features are selected
by Algorithm 1.

Step4: The trained ensemble classifier C* is used to de-
termine whether intrusion behavior occurs in the
WSN.

In summary, the algorithm logic is correct, and it has been
proved by experiments. There are detailed experimental
results in 4 experimental results and analysis. O
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