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Abstract

Intrusion detection system (IDS) has become an impor-
tant security method that monitors and investigates the
network security in mobile cloud computing (MCC). How-
ever, in some existing methods, there are still some lim-
itations such as high false positive rates, low classifica-
tion accuracies, and low true positive rates. To counter
these limitations, an intrusion detection method based
on support vector machine (SVM) and information gain
(IG) for MCC was proposed in this paper. In the pro-
posed method, the SVM classifier is adopted to classify
network data into normal and attack behaviors, and due
to the irrelevant and redundant features found in KDD
datasets, IG is used to select the relevant features and re-
move unnecessary features. The KDD’99 and NSL-KDD
datasets are used to evaluate the effectiveness of the pro-
posed method. Compared with other methods, the exper-
imental results show that the proposed method can detect
malicious attacks with high accuracy, true positive rate,
low false positive rate and high training speed.

Keywords: Intrusion Detection; Information Gain; Mali-
cious Attacks; Mobile Cloud Computing; Support Vector
Machine

1 Introduction

Mobile Cloud Computing (MCC) is an exciting new tech-
nology, which integrates cloud computing into the mobile
environment [4, 22]. According to Cisco IBSG (Online,
2016), close to 85% of the world’s population has access
to mobile devices as they bring some convenience, but at
the same time, endless security issues also follow. Mo-
bile cloud applications move the computing power and
data storage away from mobile devices and into the cloud,
which enable users to access network services anywhere
and anytime [4, 10]. Furthermore, MCC provides simple
and easy infrastructure for mobile applications and ser-

vices, and it enables users to utilize resources on demand,
and take full advantage of cloud computing services. How-
ever, due to its distributed nature and easy to use, MCC
faces many technical challenges such as privacy, security,
and so on.

To counter security issues in MCC like intruders or
cyber-attacks, it is necessary to detect those attacks ear-
lier by implementing immediate countermeasures to pre-
vent the harmful risks [8]. Based on the existing security
issues solutions, there have been two most useful tech-
niques to defend mobile cloud services against intruders,
such as firewall technology and IDS. In the research of
cloud environment intrusion detection problems, many re-
searchers have been using mainly four approaches based
IDS such as clustering, classification, information the-
ory, and statistical theories to deal with intrusion de-
tection problems [8, 21]. Most recently, researchers have
adopted different approaches like deep learning [19], Näıve
Bayes [7], neural network [5, 25, 29], SVM [5, 9, 15, 16, 19,
20], genetic algorithm (GA) [13,15], etc.

Meanwhile, The KDD’99 and NSL-KDD datasets have
been used by many researchers to survey and evaluate re-
search in intrusion detection. The KDD’99 dataset has
not only been the most useful dataset in IDS, but also a
benchmark for evaluating the best performance of intru-
sion detection methods [2, 19]. On the other hand, the
NSL-KDD dataset is a new version of the KDD dataset,
which has some advantages over the original KDD’99
dataset such as no redundant records in the training set
and duplicate records in the test set of the NSL-KDD
dataset [3]. After data collection, most of the datasets
require feature analysis and dimensionality reduction to
extract and select the data that is most likely to produce
accurate results and reduce the computing cost and tim-
ing cost of the IDS [8,19]. The most recent feature analy-
sis and dimension reduction methods used in cloud com-
puting include principal component analysis (PCA) [19],
information gain (IG) [6, 12, 25], genetic algorithm (GA)
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based feature selection [15], etc.

However, many researchers have used different intru-
sion detection techniques to provide security for both mo-
bile computing and networks, but still, have the common
limitations on low detection accuracy, low true positive
rate and high false positive rate. Motivated by this above,
this paper proposed an intrusion detection method based
on SVM and IG approach, which detects different mali-
cious attacks with high detection accuracy and low false
positive rate.

The remainder of this paper is organized as follows:
Section 2 presents the recent related works. The problem
statement and preliminaries of MCC and other related
theories are explained in Section 3. The proposed intru-
sion detection method of MCC using SVM-IG is presented
in Section 4. Section 5 gives the experimental results
and performance analysis as compared with other related
methods. Finally, we conclude our paper in Section 6.

2 Related Works

Currently, with the rapid development of cloud comput-
ing environment, the cloud security has become a seri-
ous challenge, and many researchers have adopted dif-
ferent techniques and methods such as machine learning
techniques and data mining to improve the capability of
IDS [5,29]. Among those techniques, artificial neural net-
work (ANN) and SVM are the most useful methods in the
cloud computing area [12,19,25,29].

In [4, 18], the detailed surveys of data security in the
MCC are discussed. Li et al. [16] proposed an IDS
model based on rough set theory (RST) and fuzzy SVM
(FSVM), the proposed method uses RST to reduce the di-
mensions of features, and the experimental results show
that the proposed RST-FSVM can do better for IDSs.
Hoque et al. [13] proposed an IDS model based on GA
that filter and reduce the complexity of data; by using
KDD’99 dataset, the reasonable detection rate has been
achieved but got a slightly high false positive rate. Kan-
nan et al. [15] proposed an intrusion detection model that
combines genetic based feature selection and FSVM to
secure the cloud networks. The proposed genetic based
feature selection improved the detection accuracy of the
FSVM classifier by selecting the relevant attributes in the
KDD’99 dataset.

Zhang et al. [27] proposed an intrusion detection
method based on cloud model and semi-supervised clus-
tering, and the simulation results show that the per-
formance of intrusion detection method has improved.
Hoz et al. [14] proposed a network anomaly classification
using support vector classifier and non-linear projection
techniques; the experimental results show that the reason-
able true positive rate has been achieved using NSL-KDD
dataset, but has a high false positive rate. Deshmukh et
al. [7] proposed an IDS model based preprocessing meth-
ods and Näıve Bayes classifier; The experimental results
show that after applying preprocessing methods including

discretization, normalization and feature selection using
NSL-KDD dataset, the proposed method effectively im-
proved the performance of IDS.

Pervez et al. [20] proposed a feature selection and SVM
classifier using NSL-KDD dataset. Eesa et al. [9] proposed
a new feature selection based on cuttlefish optimization
algorithm (CFA) and the decision tree classifier, and by
using the KDD’99 dataset, the results show that the pro-
posed approach gives a high accuracy and detection rate
with lower false positive rate compared with the results
using all 41 features.

Yuan et al. [26] proposed a semi-supervised AdaBoost
algorithm for network anomaly detection, and the experi-
mental results show that the proposed method can achieve
a good result even with a small labeled dataset. Nguyen et
al. [19] proposed a deep learning approach that detects
cyber-attacks in MCC, in this framework, PCA was used
for the feature extraction and dimension reduction, and
by using KDD’99, NSL-KDD and UNSW-NB-15 datasets,
a good accuracy, and detection rate have been achieved,
but they do not evaluate the false positive rate.

Ashfaq et al. [3] proposed a fuzziness based semi-
supervised learning approach using neural network with
random weights (NNRw) as a classifier, and through the
experiments, NSL-KDDTest+ and NSL-KDDTest-21 are
used to test the proposed method. Hammami et al. [12]
proposed a cloud computing based IDS and human-
immune system, the NSL-KDD dataset is used to evaluate
the performance of the proposed method.

Zhao et al. [29] proposed an intrusion detection ap-
proach based SOM neural network in cloud computing,
where the particle swarm optimization (PSO) based on
simulated annealing was used to optimize the SOM neu-
ral network, and the experimental results showed that the
PSO algorithm has effectively improved the performance
of the system.

In [17, 27], the approaches of network intrusion detec-
tion based PCA using SVM were proposed, and PCA was
used to reduce the higher dimensional KDD dataset to
lower dimensional dataset, and the experimental results
showed that PCA has effectively improved the perfor-
mance of the IDS compared to without using PCA.

Wang [25] proposed an IDS for cloud computing using
MLP and K-means algorithm. Information gain, which
is a feature selection method, was used to select the most
relevant features and remove unneeded features in the
KDD’99 dataset. The simulation results show that the
proposed approach has good performance compared to
each of MLP and K-means respectively.

Aghdam et al. [1] proposed a feature selection for IDS
using Ant Colony Optimization that identifies important
features and improves the performance of IDS. The ex-
perimental results on the KDD Cup 99 and NSL-KDD
datasets show that the proposed method provides high
accuracy and low false positive rate in detecting intru-
sions.
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3 Problem Statement and Prelim-
inaries

3.1 Intrusion Detection System (IDS)

IDS is defined as a software application or a security man-
agement tool that controls all events occurring in a com-
puting system or network and analyzing them to find the
intrusions or malicious activities either within the system
or outside the system [10, 20]. Intrusion is defined as the
attempts that are used to compromise the data integrity,
confidentiality, and data availability in a computing sys-
tem [13].

Considering the methods of data collection, there
are two distinct types of IDSs: “Host-based IDS” and
“Network-based IDS” and considering the detection tech-
niques of intrusions, there are two approaches to detect in-
trusions: “Misuse or signature detection based IDS” and
“Anomaly detection based IDS” [10, 20]. In misuse de-
tection based, the intrusions are detected by searching
for activities that correspond to known attacks; While in
anomaly detection based, the intrusions are detected by
searching for deviations from a normal behavior model.

3.2 Mobile Cloud Computing (MCC)

MCC is a fast-growing architecture, which integrates mo-
bile computing and wireless technology with cloud com-
puting, where the mobile users utilize different cloud ser-
vices anytime and anywhere based on the pay-as-you-use
principle [10, 18]. The cloud computing provides various
services such as Infrastructure as a Service (IaaS), Soft-
ware as a Service (SaaS), and Platform as a Service (PaaS)
to mobile computing in order to tackle the lack of enough
storage space and processing power in mobile devices [11].
Although the MCC may seem to be a very exciting tech-
nology nowadays, there still remains some technical chal-
lenges, more specifically the security of data or informa-
tion stored in the cloud [4,11].

Figure 1 shows the architecture of mobile cloud com-
puting.

3.3 Support Vector Machine (SVM)

The SVM is a supervised machine learning method that
is used in data mining to analyze data and recognize pat-
terns in the dataset for regression and classification pur-
pose [20]. Nowadays, SVMs are used for linear and non-
linear classifications and support both binary and multi-
class classifications. The datasets used in IDS are often
high dimensional and heterogeneous. Because the tra-
ditional SVMs cannot directly deal with heterogeneous
datasets, there is a need to use some kernel functions like
Radial Bias Function (RBF), Linear Function, etc. in or-
der to extend them on heterogeneous datasets [20]. In Bi-
nary classification, the SVM finds for a maximum margin
hyperplane to separate the two classes, a class of positive
samples and class of negative samples of the training set

based on structural risk minimization analysis of statisti-
cal learning theory [23].

Let us assume that our binary classification has an n-
dimensional feature space of a training set as follows:

Ts = {(x1, y1), . . . , (xm, ym)} ∈ (Rn × {−1,+1})m, (1)

where xi ∈ ([xi]1, [xi]2, . . . , [xi]n)Ts is the input feature
vectors, yi ∈ {−1,+1} is the binary output of xi, m is
the number of samples in the feature space and Rn an
n-dimensional real space.

The classification function of SVM is defined as follows:

f(x) = wTs · x+ b, (2)

where b is the bias and w is a weight vector.
Thus, the training set should satisfy the following con-

dition:

f(x) =

{
wTs · xi + b ≥ −1, for all attack data xi
wTs · xi + b ≤ +1, for all normal data xi

Figure 2 demonstrates the maximum-margin hyper-
plane and margins for an SVM classifier trained with sam-
ples from two classes either normal or malicious attack.

The main goal of SVM is to find the optimal hyper-
plane by maximizing the margin between two classes as
can be seen in Figure 2. The distance between two hy-
perplanes is 2

‖w‖ , the optimization objective is just to

minimize ||w||, and this can be obtained by solving the
following quadratic optimization problem:{

minimize (in w,b) 1
2 ||w||

subject to : yi(〈w · xi〉+ b) for i=1,2,. . . ,m
(3)

The quadratic optimization problem in Equation (3)
can be solved by the sequential minimal optimization
(SMO) algorithm using the Lagrange multipliers ai as fol-
lows:

maximize L(α) =
m∑
i=1

αi − 1
2

m∑
j=1

m∑
i=1

yiyjαiαjK(xi · yj)

subject to :
m∑
i=1

yiαi = 0, 0 ≤ αi ≤ C, 1 ≤ i ≤ m

(4)

where L is the Lagrange function, C is the regularization
parameter and K is the kernel function.

After solving Equation (4), we obtain w=
m∑
i=1

yiαixi,

and the decision attack function is defined as follows:

f(x, α, b) = {±1} = sgn(

m∑
i=1

yiαiK(x, xi) + b), (5)

where b is obtained from Karush-Kuhn-Tucker condition.
To construct SVM classifier, a kernel function and some

parameters have to be selected. There are three main
types of SVM kernel function: Linear kernel function,
Radial Bias kernel function (RBF) and polynomial kernel
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Figure 1: Architecture of mobile cloud computing

Figure 2: Maximum separating the hyperplane and the
margin

function. It is very advantageous to use SVM classifier
as it has the ability to give very accurate results, specif-
ically for binary classification, and it is very effective in
high dimensional datasets. In addition to that, the SVM
classifier is very robust against overfitting and outliers.

3.4 Information Gain Based Feature Se-
lection (IG)

The datasets, which are mostly used for analyzing IDSs
like KDD’99 and NSL-KDD datasets, have been facing
a serious problem of large amount of records includ-
ing redundant and irrelevant records, as well as relevant
records. To counter this above problem, many researchers
have adopted various methods like dimensionality reduc-
tion, feature selection and so on. According to [1], feature
selection is a task of identifying the relevant features from
all features and removing the irrelevant or inappropriate
ones in the dataset. In this paper, we have adopted IG

based feature selection to reduce the computation com-
plexity of the dataset.

According to [6], IG is a method used to decide which
attribute in a given dataset is most important to be used
in the machine learning process for classifying data. The
IG uses Shannon’s entropy to measure the feature set
quality.

Let’s consider S to be a set of training set samples of
any dataset. Suppose that there are n classes and the
training set contains si samples of class I and s is the
total number of samples in the training set. Then the
expected information needed to classify a given sample is
solved as follows:

I(s1, s2, . . . , sn) =

n∑
i=1

si
s

log 2
(si
s

)
(6)

The training set S can be divided into v subsets S1,
S2, . . . , Sv by an attribute A with values a1, a2, . . . , av,
where Sj is the training subset, which has the value aj
for attribute A. Additionally, let Sj contains sij samples
of class I. The Entropy of the attribute A is as follows:

E(A) =

v∑
j=1

s1j + s2j + · · ·+ snj
s

× I(s1j , . . . , snj). (7)

Therefore, the IG for attribute or feature A can be
calculated as follows:

Gain(A) = I(s1, . . . , sn)− E(A). (8)

3.5 Dataset Description

The datasets are used to survey and evaluate a research
in intrusion detection, some are self-created datasets, and
others are publicly available. Over the last years, most
researchers have adopted KDD’99 Cup and NSL-KDD
datasets, which are publicly available to train and test
the performance of an intrusion detection research [7,11].
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3.5.1 KDD’99 Cup Dataset

The KDD’99 Cup is a version of DARPA 1998 dataset,
which has been provided by MIT Lincoln laboratory
in 1999. The complete KDD’99 dataset has up to 5 mil-
lion input records, and every record represents a TCP/IP
connection that consists of 41 features (3 of them are sym-
bolic, and 38 are numeric) and one marked as either nor-
mal or attack, and all attacks fall into four major cate-
gories: Probe, DoS, U2R and R2L [1, 7, 11]. Because of
this large amount of records in the KDD’99 dataset, it
has been grouped into three independent subsets: “10%
KDD”, “Corrected KDD” and “Whole KDD” [11]. Most
of the researchers prefer to use 10% KDD for training set
and corrected KDD for test set.

3.5.2 NSL-KDD Dataset

The NSL-KDD dataset is considered as a reduced ver-
sion of KDD’99 Cup, where it overcomes the problem of
redundant records existing in KDD’99 Cup training set,
the size of the dataset is reduced compared to that of
KDD’99, and has no duplicate data in the improved test
set [2]. As for the KDD’99 dataset, NSL-KDD dataset
also has 41 features and one marked as either normal or
attack [11,28]. Apart from having several advantages over
KDD’99, the NSL-KDD is still not yet a perfect represen-
tative for existing real networks compared to the original
KDD’99 dataset, due to the lack of public datasets for
network-based IDSs, but it still can be used as an ef-
fective benchmark dataset to compare different intrusion
detection methods [1, 11].

Table 1 describes the number of records in KDD’99
(10% KDD’99 for training and corrected KDD for testing)
and NSL-KDD datasets.

4 The Proposed Method

The flowchart of the intrusion detection method based
on SVM and IG for MCC is depicted in Figure 3. The
proposed method is divided into two phases namely; data
preparing phase and intrusion detection phase.

The data-preparing phase has two main functions, i.e.,
data collection from the KDD’99 and NSL-KDD datasets
and data preprocessing which is divided into three parts:
“Data discretization”, “Feature selection” and “Data nor-
malization”.

In data preparing phase, the packet features collected
from KDD’99 and NSL-KDD datasets are first discretized
where not all the 41 features of KDD datasets are contin-
uous or discrete values. The features like protocol type
(TCP, UDP and ICMP), network service need to be con-
verted into numbers. Among the 41 features, some are
irrelevant or redundant leading to a long detection pro-
cess and degrading the system’s performance. Therefore,
selecting the most relevant features is an essential way
to increase the performance and reduce the computing
and timing cost; here the IG based feature selection is

Figure 3: Intrusion detection method of MCC based on
SVM and IG

used. Thus, the data normalization part follows, in or-
der to scale the data in a specific range; we adopted the
min-max normalization method.

In intrusion detection phase, the selected features from
the data preprocessing part are trained, tested and then
classified into normal or attack by using the SVM clas-
sifier. Therefore, the final result will be reported to the
system administrator, and if there is an attack, the system
administrator will deal with it accordingly; otherwise, the
packet feature will be served as normal.

The proposed SVM-IG algorithm in this paper is de-
fined as follows:

Algorithm 1 SVM-IG

1: Input: The KDD’99 and NSL-KDD training and test
data

2: Output: The evaluation metrics of the proposed
method (ACC, TPR, PPV, and FPR)

3: Obtain the input data
4: while training data do
5: Preprocessing of data
6: Consider the RBF kernel function
7: Use the cross-validation to find the best C and

gamma (γ) parameters
8: Use the best parameters C and γ to train the whole

training set
9: end while

10: while test data do
11: Preprocessing of data
12: Evaluate and predict the output
13: end while

5 Experimental Results and Anal-
ysis

All the experiments are performed on a Compaq-HP
computer with 2.4 GHz Intel (R) Core (TM) i3-3110M
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Table 1: KDD’99 and NSL-KDD training and test dataset records

Name Dataset Records Normal Probe DoS U2R R2L
KDD’99 (10%) Train 494021 97278 4107 391458 52 1126
Corrected KDD Test 311029 60593 4166 229853 228 16189

NSL-KDD Train + 20 25192 13449 2289 9234 11 209
NSL-KDD Test-21 22544 9711 2421 7458 200 2754

and 10 GB of RAM, and running on windows 10 Enter-
prise (64bits). The proposed method was implemented in
MATLAB R2018b and Weka 3.8.3 data mining tool. The
SVM classifier is applied with LibSVM package (MAT-
LAB version 3.23).

5.1 Dataset and Data Preprocessing

In the evaluation process of the proposed method, we have
used 10% of the full KDD’99, corrected KDD, NSL-KDD
Train+ 20 and NSL-KDD Test-21 datasets for training
and testing our model as shown in Table 1. All these KDD
datasets contain 41 features and one marked as either
normal (1) or attack (0). The attacks fall into four major
types: Denial of Service (DoS), Probe, Remote-to-Local
(R2L), and User-to-Root (U2R).

In data preprocessing, we adopted the Weka tool to
perform the data discretization and feature selection. In
data discretization, the continuous features are converted
to discrete or nominal features by using the Weka dis-
cretization filter and InfoGainAttributeEval with Ranker
available in Weka tool is used to select the most impor-
tant features. Table 2 shows the most relevant features
selected by using IG based feature selection.

Through the feature selection analysis, the fea-
tures {20, 21} for both KDD’99 and NSL-KDD datasets
show zero information gain which means they do not con-
tribute to the intrusion detection. The features {5, 6, 7,
9, 10, 11, 13, 14, 15, 16, 17, 18} for NSL-KDD dataset
and {5, 6, 7, 9, 13, 14, 15, 16, 17, 18} for KDD’99 dataset
have a very small information gain, which has a little ef-
fect to the intrusion detection. The stated above features
are removed from the datasets due to the small contribu-
tion on the intrusion detection. Therefore, by using the IG
based feature selection, the most relevant features used in
our method for both KDD’99 and NSL-KDD datasets are
shown in Table 2 and the dimension of both datasets was
reduced as well. Furthermore, the features like protocol
type and network service cannot be sent directly to the
system, and hence they need to be preprocessed and con-
verted into numerical digits. For example, protocol types
like TCP, UDP, and ICMP are converted to number 1, 2
and 3 the same as for other network services. Therefore,
the numerical values are scaled within a specified range.
In the proposed method, we scaled the numerical values
within a range of [0, 1] by using the min-max normaliza-
tion method.

f(x) =
(x− xmin)

(xmax − xmin)
∈ [0, 1];x ∈ [xmin, xmax] (9)

where x is an attribute value, xmin is the minimum at-
tribute value, xmax is the maximum attribute value, and
f(x) is the normalized value.

5.2 Performance Metrics

In order to measure the performance of the MCC based
IDS, the true positive rate (TPR), false positive rate
(FPR), accuracy (ACC), and precision (PPV) indicators
are used for measurement. A confusion matrix is used to
represent the information related to the actual and pre-
dicted classifications performed by the classification sys-
tem.

The confusion matrix is shown in Table 3. In Table 3,
TP indicates that the actual is a normal sample and is
predicted as the number of normal samples, FN indicates
that the actual is a normal sample and is predicted as the
number of abnormal samples, FP indicates that the actual
is an abnormal sample and is predicted as the number
of normal samples, and TN indicates that the actual is
an abnormal sample and is predicted as the number of
normal samples.

The ACC, PPV, TPR, and FPR are the four main
performance metrics used for the proposed method as de-
scribed below:

ACC =
TP + TN

TP + FN + FP + TN

PPV =
TP

TP + FP

TPR =
TP

TP + FN

FPR =
FP

FP + TN

where ACC shows a total number of corrected predictions,
PPV indicates that the intrusion predicted by IDS is an
actual intrusion, TPR determines the correctly identified
positive instances, FPR indicates the normal cases that
incorrectly identified as an anomaly.

5.3 Performance Evaluation

After the data preprocessing, the reduced data is fed into
the model and processed via LibSVM, an open source for
SVM Classifier and Radial Bias Kernel Function (RBF
Kernel) which has two hyperparameters C and Gamma
(γ), was used to study the effectiveness of the SVM clas-
sifier. The parameters C and Gamma (γ) were tuned to
find the better cross-validation (Cross Val) accuracy by
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Table 2: List of most relevant features in KDD’99 and NSL-KDD dataset using IG

KDD’99 dataset NSL-KDD dataset
No. Selected Features No. Selected Features
2 protocol type 3 service
3 service 4 flag
4 flag 12 logged in
23 count 23 count
24 srv count 25 serror rate
25 serror rate 26 srv serror rate
26 srv serror rate 29 same srv rate
29 same srv rate 32 dst host count
33 dst host srv count 33 dst host srv count
34 dst host serror rate 34 dst host same srv rate
36 dst host rerror rate 38 dst host serror rate
38 dst host same srv rate 39 dst host srv serror rate
39 dst host diff srv rate

Table 3: Confusion Matrix

Predicted
Attack Normal

Actual
Attack TP FN
Normal FP TN

using grid search method and the ones with good Cross
Val accuracies were picked and used to train and validate
the proposed method as can be seen from the Table 4,
Table 5 and Figure 4, Figure 5, Figure 6 and Figure 7
below.

In the proposed method, we have used 10-fold Cross
Val to tackle the overfitting problem, which divides the
dataset into 10 sub-sets of size N/10 (N is the size number
of the dataset) and uses 9 sub-sets for training and 1
remaining sub-set for testing. The practical way to find
better parameters of C and γ is to try the exponential
growing sequences of them by using coarse and fine grid-
search methods. The grid-options such as log2C and log2γ
are used to run the SVM classifier for a certain range of C
and γ parameters. Figure 4 and Figure 5 shows the coarse
grid-search and fine grid-search for the KDD’99 dataset.

For KDD’99 dataset, we conducted the coarse grid-
search on log2 C ∈ [−5, 15] and log2 γ ∈ [−14, 2], Figure 4
shows the coarse grid-search with an exponential grow-
ing sequence of C and γ (C = 2−5, 2−4, . . . , 214, 215; γ =
2−14, 2−13, . . . , 23, 22), which gives us the best parameters
with the Cross Val accuracy of 99%.

In Figure 5, the searching range was reduced to
log2 C ∈ [−4, 8] and log2 γ ∈ [−7, 3] and the fine
grid-search was conducted with an exponential grow-
ing sequence of C and γ (C = 2−4, 2−3, . . . , 27, 28; γ =
2−7, 2−6, . . . , 24, 23), the best parameters were obtained
with the Cross Val accuracy of 99%. To find the best pa-
rameters of C and γ, several grid-searches were executed,
and several high Cross Val accuracies were obtained.

Table 4 shows the best parameters with their Cross Val
accuracies, their classification accuracy (ACC), precision
(PPV), true positive rate (TPR), and false positive rate

Figure 4: The coarse grid-search on log2 C ∈ [−5, 15] and
log2 γ ∈ [−14, 2] for the KDD’99 dataset

Figure 5: The fine grid-search on log2 C ∈ [−4, 8] and
log2 γ ∈ [−7, 3] for the KDD’99 dataset
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(FPR) for the KDD’99 dataset.
By using grid search methods mentioned above, the C

and gamma (γ) parameters of RBF Kernel were tuned to
select the ones with high Cross Val accuracy. As can be
seen from the Table 5, the row with gamma (γ) =8, C=
1 is selected with Cross Val = 99.025%.

Figure 6 and Figure 7 displays the coarse grid-search
and fine grid-search for NSL-KDD dataset.

Figure 6: The coarse grid-search on log2 C ∈ [−5, 15] and
log2 γ ∈ [−14, 2] for the NSL-KDD dataset

Figure 7: The fine grid-search on log2 C ∈ [−4, 8] and
log2 γ ∈ [−7, 3] for the NSL-KDD dataset

For NSL-KDD dataset, the coarse grid-search was con-
ducted in the range of log2 C ∈ [−5, 15] and log2 γ ∈
[−14, 2] as shown in Figure 6, the best parameters of C
and (γ) were obtained with the Cross Val accuracy of
97.5%. Figure 7 shows the fine grid-search in the range of
log2 C ∈ [−4, 8] and log2 γ ∈ [−7, 3], the best parameters

were obtained with the Cross Val accuracy of 97.5%. To
find the best parameters of C and (γ), we have conducted
several grid-searches, and several high Cross Val accura-
cies were obtained. Table 5 shows the best parameters
with their best Cross Val, their best classification ACC,
PPV, TPR, and FPR for the NSL-KDD dataset.

As explained in Table 5, the same grid search method
was performed to tune the RBF Kernel parameters, and
the one with high Cross Val accuracy is picked, and as
can be seen from Table 5, the row with γ=1 and C=2 is
the one with the highest Cross Val = 96.6246%.

5.4 Experimental Result and Discussion

The KDD’99 Cup and NSL-KDD datasets are adopted
during the experiments to evaluate the performance of
the proposed method, and the performance comparison of
different intrusion detection methods using KDD’99 and
NSL-KDD dataset is shown in Table 6 and Table 7.

As can be seen from Table 6 and Table 7, through com-
paring to other research methods, the proposed approach
has improved with good performance of PPV, TPR, and
FPR.

1) With KDD’99 Cup dataset: The proposed method
(SVM-IG) has an accuracy, which is smaller than
that of Deep learning [19] and GFS-FSVM [15],
but greater than the ones for RST-FSVM [16], GA-
IDS [13] and SVM [9]. As can be seen from Table 6,
Deep learning [19] and GFS-FSVM [15] have good
ACC comparing to the proposed method, but the
proposed method has good FPR compared to that of
GFS-FSVM [15] and has good TPR and PPV com-
pared to that of Deep learning [19].

The Precision of the proposed method is good com-
pared to other approaches except for SSA [26], but
TPR of SSA [26] is slightly small compared to that
of the proposed method. In addition to that, the
TPR of the proposed method is good compared to
other algorithms, except for GA-IDS [13], which has
a slightly high FPR and small ACC and PPV com-
pared to that of the proposed method. As can be
seen from Table 6, the FPR of the proposed method
is also better than the other approaches, except for
SSA [26], which has a small TPR compared to the
proposed method.

2) With NSL-KDD dataset: As can be seen from Ta-
ble 7, the accuracy of the proposed method (SVM-
IG),ACC=0.8650 is higher than that of SVM [20]
and NNRw [3], but smaller than SVC [14], Näıve
Bayes [7], and Deep learning [19]. On the other hand,
SVC [14] and Näıve Bayes [7] have high FPR com-
pared to that of the proposed method. As mentioned
above, Deep learning [19] has good accuracy, but its
PPV and TPR are smaller than that of the proposed
method.

The precision of the proposed method is better than
that of SVM [19, 20] and Deep learning [19] but
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Table 4: Performance of the proposed method using the Grid Search method for the KDD’99 dataset
Parameter Selection ACC PPV TPR FPR CrossVal(%)
γ=1 C=32 0.9506 0.9647 0.9460 0.0247 98.925
γ=2 C=8 0.9507 0.9605 0.9464 0.0260 98.9
γ=2 C=16 0.9509 0.9515 0.9466 0.0253 98.95
γ=8 C=1 0.9523 0.9675 0.9489 0.0298 99.025
γ=8 C=2 0.9515 0.9624 0.9483 0.0314 98.925
γ=8 C=4 0.9510 0.9688 0.9478 0.0317 99

Table 5: Performance of the proposed method using the Grid Search method for the NSL-KDD dataset
Parameter Selection ACC PPV TPR FPR CrossVal(%)
γ=0.25 C=32 0.8545 0.8878 0.7623 0.0657 96.0384
γ=0.5 C=4 0.8674 0.8813 0.7691 0.0651 96.5267
γ=0.5 C=8 0.8646 0.8877 0.7626 0.0655 96.6056
γ=1 C=1 0.8629 0.8781 0.7620 0.0702 96.3798
γ=1 C=2 0.8676 0.8878 0.7665 0.0646 96.6246
γ=4 C=32 0.8622 0.8757 0.7690 0.0664 96.6021

Table 6: Performance comparison of different intrusion detection methods using KDD’99 Cup

Methods
KDD’99 Cup

ACC PPV TPR FPR
RST-FSVM [16] 0.9000 - 0.8576 0.1424
GA-IDS [13] 0.9004 0.9280 0.9500 0.3046
SVM [9] 0.9198 0.7400 0.8200 0.0391
DWIDM-CM SSC [27] - - 0.8989 0.0800
SSA [26] - 0.9863 0.8902 0.0138
Deep Learning [19] 0.9711 0.9443 0.9277 -
GFS-FSVM [15] 0.9857 - - ≥0.0400
Proposed method (SVM-IG) 0.9523 0.9675 0.9489 0.0298

Table 7: Performance comparison of different intrusion detection methods using NSL-KDD

Methods
NSL-KDD

ACC PPV TPR FPR
Naive Bayes [7] 0.9010 0.8900 0.9360 0.1340
SVC [14] 0.8970 - 0.9340 0.1400
SVM [20] 0.8350 0.7400 0.8200 0.1500
SVM [19] 0.8832 0.6470 0.7080 -
Deep Learning [19] 0.09099 0.8195 0.7748 -
NNRw [3] 0.8412 - - -
Human Immune System [12] - - 0.9860 0.0800
Proposed method (SVM-IG) 0.8676 0.8878 0.7665 0.0646

smaller than that of Näıve Bayes [7], which has a
large FPR compared to that of the proposed method.
In [7, 12, 14, 20], their TPR are better than that of
the proposed method, but not good in terms of FPR
compared to the proposed method.

Moreover, the experimental results prove that the pro-
posed method can increase the training speed and
shorten the training time cost with the elapsed time of
132.646993s for the KDD’99 dataset and 7.897525s for
the NSL-KDD dataset, which is good compared to that
of [24].

6 Conclusions

Over the last decades, many artificial intelligence algo-
rithms have been applied to improve the performance
of intrusion detection system (IDS). Among these algo-
rithms, SVM is one of the most widely used and has a
relatively high performance, and the performance of IDS
is highly dependent on the quality of training data. In this
paper, we proposed the intrusion detection method based
on SVM and IG to detect cyber-attacks in MCC. The
SVM classifier is used for binary classification to analyze
and classify data in either normal or abnormal behavior,
and the IG is used to select the most relevant features in
KDD’99 and NSL-KDD dataset. Through the experimen-
tal results, we have shown that the proposed method has
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good scalability and high training speed, and can detect
malicious attacks with high accuracy, high detection rate,
and low false positive rate.

For the future research, we will implement this method
using multi-class classification and evaluate the perfor-
mance on a real time basis.
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