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Abstract

Recently Nandi etc. have proposed a 1/3-rate and a
2/3-rate double length compression functions and studied
their security in the black-box model. They proved that
to find a collision for the compression function, it requires
Ω(22n/3) queries, where n is the length of output size. In
this paper, we show that not all hash functions based on
block cipher constructed according to their model are of
the same security .i.e., the complexity to find the collisions
for these hash functions can be reduced to O(2n/2).
Keywords: Hash function, block cipher, and PGV
schemes

1 Introduction

A hash function is an easily implementable mapping from
an arbitrary length of input to a fixed output. Hash
functions are widely used in digital signatures, message
authentication codes and simulating random oracle etc.
There are many methods to construct hash functions.
The most popular method is MD-method [4]. In this
method, the first step is to design a compression func-
tion from a fixed length input to a fixed length output
f : {0, 1}n+m → {0, 1}n, and then extend the input length
to an arbitrary length by iterating the compression func-
tion.

Before hashing in MD-method, the message may
need to be padded with some binary string using an
unambiguous padding rule. Usually the binary string
represent the length of the message and the length of
padded message is the multiple of some block length.
This padding rule is called MD-Strengthening. By using
padding, hash functions can avoid some trivial attacks.
So with fixed initial value h0 ∈ {0, 1}n and a padded
message M = m1‖ · · · ‖ml ∈ ({0, 1}m)∗, where the block
length is |mi| = m, the hash function H can be defined
as follows:

Algorithm 1.

1 H(h0, m1‖ · · · ‖ml)
2 For i = 1 to l
3 hi = f(hi−1, mi)
4 Return hl

Here hi(i < l) is called a chain value of the hash function,
and hl is the final hash output.

Many hash functions are based on MD-method men-
tioned above, such as MD4, MD5, SHA-0 and SHA-1.
These hash functions are designed from scratch and the
speed of these functions are very fast. Its disadvantage is
that they have to be specifically designed and the security
of these functions cannot be proved. Hash functions can
also be constructed using the underlying block ciphers.
Preneel etc. proposed 64 schemes based on block ciphers
known as PGV schemes [12]. Black studied the security
of PGV schemes in the black-box model [1] and classi-
fied them into three groups. The output length of PGV
schemes is a single block length. To increase the secu-
rity level, some double block length hash functions based
on block ciphers such as MDC-2 [2] have been proposed.
The hash rate of an iterated hash function is defined as
the number of m-bit message blocks processed per en-
cryption or decryption. The rate of MDC-2 is 1/2, so it
is less efficient. Some hash functions based on block ci-
phers with rate 1 are designed for high efficiency [8, 11, 3].
Unfortunately Knudsen proved that they were not secure
enough [9]. Hirose proposed some provably secure double-
length hash functions with the black-box model, their key
length is double block length [7]. The hash rate of these
schemes is also 1/2. Nandi proposed a 1/3-rate scheme
and constructed a 2/3-rate scheme based on it [10]. The
complexity of free-start collision attack and pre-image at-
tack for the two schemes is O(22n/3). The 2/3-rate scheme
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Figure 1: Nandi’s model

is more secure than those 1-rate schemes and more effi-
cient than these 1/2-rate schemes. We study the security
of hash functions based on block ciphers constructed using
Nandi’s model.

2 Preliminaries

In [9], Knudsen gave seven attacks on iterated hash func-
tions which are described as follows:

1) Pre-image attack: Given h0 and Hash(h0, M), to
find M

′

such that Hash(h0, M) = Hash(h0, M
′

)
holds.

2) Second pre-image attack: Given h0 and M, to
find M

′

such that M
′

6= M and Hash(h0, M) =
Hash(h0, M

′

) holds.

3) Free-start pre-image attack: Given h0 and
Hash(h0, M), to find h

′

0 and M
′

such that
Hash(h0, M) = Hash(h

′

0, M
′

) holds.

4) Free-start second pre-image attack: Given h0 and M ,
to find h

′

0 and M
′

such that both (h0, M) 6= (h
′

0, M
′

)
and Hash(h0, M) = Hash(h

′

0, M
′

) holds.

5) Collision attack: Given h0, to find M and M
′

such
that M 6= M

′

and Hash(h0, M) = Hash(h0, M
′

)
holds.

6) Semi-free-start collision attack: To find h0, M
and M

′

such that M 6= M
′

and Hash(h0, M) =
Hash(h0, M

′

) holds.

7) Free-start collision attack: To find h0, h
′

0 , M and M
′

such that (h
′

0, M
′

) 6= (h0, M)) and Hash(h0, M) =
Hash(h

′

0, M
′

) holds.

If a compression function is collision resistant, pre-
image resistant and second pre-image resistant, the com-
pression function is secure. There is a generalized collision
attack on compression functions named birthday attack.
Under birthday attack, if the output length of a compres-
sion function is n, the ideal complexity to find a collision
for the compression function is O(2n/2) and the complex-
ity to find a pre-image for the compression function is
O(2n). This result comes from the following lemma [5, 6].

Lemma 1. When drawing a sample of size r from a set
of N elements with replacements, where r, N → ∞ and
r/N → λ, the probability that a given element is drawn
converges to

1 − exp(−λ).

The following theorem describes the connection be-
tween a hash function and its compression function and
is proved in [4].

Theorem 1. Free-start collision and free-start pre-image
attacks against an iterated hash function with MD-
strengthening have roughly the same complexities as free-
start collision and free-start pre-image attacks against the
hash compression function.

This paper considers hash functions based on block
ciphers constructed using Nandi’s Model [10] with block
length being equal to the key length.

A block cipher is a map E : {0, 1}k×{0, 1}n → {0, 1}n,
where k, n ≥ 1. For any key K ∈ {0, 1}k of the block ci-
pher, EK(.) is a permutation on {0, 1}n, and E−1

K denotes
the inverse of the permutation. A hash function based on
block cipher can be defined in algorithm 1 by replacing f
with a block cipher. In black-box model, block cipher is
regarded as a random permutation to prove the security
of hash functions. In Section 3, we use block ciphers to
replace random functions.

3 Security Analysis of Hash Func-

tions Based on Block Cipher
Constructed Using Nandi’s

Model

In this section, we study the security analysis of hash
functions based on block cipher constructed using Nandi’s
model [10]. In [10], Nandi proposed a 1/3-rate model and
a 2/3-rate model, and we discusses the security of the two
cases as follows.

3.1 Hash Functions with 1/3 Hash Rate

Nandi propose a new double length compression function
with rate 1/3 [10]. The scheme is based on independent
random functions. It is described as follows:

F (x, y, z) = (f1(x, y) ⊕ f2(y, z))‖(f2(y, z) ⊕ f3(z, x)).
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Here f1, f2 and f3 are independent random functions.
It can be seen from figure 1 that this scheme can be im-
plemented in parallel, so it is highly efficient although its
rate is only 1/3.

Nandi proved in black-box model that the complexity
of free-start collision attack for this scheme is Ω(22n/3).
By replacing f1, f2 and f3 with block cipher one can con-
struct new hash functions based on block ciphers. We
found after replacing f1, f2 and f3 with a specified block
cipher that the new constructed hash function is not as
secure as Nandi claimed. We show that the complexity
of free-start collision attack for the new hash function is
O(2n/2).

We first consider the scheme described as follows:

F (Mi, H
1

i−1, H
2

i−1) =

F1(Mi, H
1
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2

i−1)||F2(Mi, H
1
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i−1)
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1
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2
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In this scheme, there are three different block ciphers E1,
E2 and E3. So the three block ciphers can be regarded
as three independent random permutations.

Proposition 1. The complexity of a free-start colli-
sion attack on the compression function defined in Equa-
tion (1) is O(2n/2)

Proof. First one randomly chooses 2n/2 values of H1
i−1

and H2
i−1, then computes Mi by (E1

H1

i−1

)−1(

E2

H1

i−1

(H2
i−1) ⊕ v), where v is a constant string.

For any two distinct 3-tuple (H1
i−1, H

2
i−1, Mi) and

(h1
i−1, h

2
i−1, mi), E1

H1

i−1

(Mi)⊕E2

H1

i−1

(H2
i−1)=E1

h1

i−1

(mi)⊕

E2

h1

i−1

(h2
i−1) = v must hold. Therefore, one can get

2n/2 values of 3-tuple (H1
i−1, H

2
i−1, Mi). All these 3-

tuples lead to collisions on F1(Mi, H
1
i−1, H

2
i−1). Then

one uses the 2n/2 3-tuple to find a free-start collision on
F2(Mi, H

1
i−1, H

2
i−1). Concluded from lemma 1, the proba-

bility to find a free-start collision on F2 is about 0.63.

Let’s see another scheme

F (Mi, H
1

i−1, H
2

i−1) =

F1(Mi, H
1

i−1, H
2

i−1)‖F2(Mi, H
1

i−1, H
2

i−1)

F1(Mi, H
1

i−1, H
2

i−1) = E
1

Mi
(Mi) ⊕ H

1

i−1 ⊕ E
2

H
1

i−1

(H2

i−1)

F2(Mi, H
1

i−1, H
2

i−1) = E
2

H
1

i−1

(H2

i−1) ⊕ E
3

H
2

i−1

(Mi) (2)

Proposition 2. The complexity of a free-start colli-
sion attack on the compression function defined in Equa-
tion (2) is O(2n/2).

Proof. The proof is essentially the same as Proposition
1.

In the above, a 3-tuple (x, y, z) is used to construct
double length hash functions, so the 3-tuple must contain

Table 1: The value of 3-tuple (x, y, z)

the value of 3-tuple (x,y,z)
(Mi, H

1
i−1, H

2
i−1)

(Mi, H
2
i−1, H

1
i−1)

(H1
i−1, H

2
i−1, Mi)

(H1
i−1, Mi, H

2
i−1)

(H2
i−1, Mi, H

1
i−1)

(H2
i−1, H

1
i−1, Mi)

two chain values of hash functions and the other must
be a message block. The value of 3-tuple (x, y, z) can be
described in Table 1.

Now let’s review the three independent random func-
tions defined in [10]. The generalized form is fi(a, b),
where i ∈ 1, 2, 3 and (a, b) is a pair from the 3-tuple
(x, y, z) defined in table 1. In [12], Preneel etc. con-
sidered 64 schemes of the form Ea(b) ⊕ c, where a, b, c ∈
{hi−1, mi, hi−1 ⊕ mi, v}. We now replace f1, f2 and f3

with three different specific block ciphers to get the hash
functions we need. From table 1 it can be inferred that
fi has the similar form with the PGV schemes.

One can also be inferred from the values of 3-tuple
(x, y, z) in table 1 that either f1 or f2 or f3 has the
form Ea(b) ⊕ c, where a, b, c ∈ {H1

i−1, H
2
i−1, H

1
i−1 ⊕

H2
i−1, v}. Without loss of generality, we select the 3-tuple

(Mi, H
1
i−1, H

2
i−1) from table 1 as an example and assume

that f2 has the form mentioned above. Then f1 has the
form Ek(x)⊕ y, where k, x, y ∈ {H1

i−1, Mi, H
1
i−1 ⊕Mi, v},

and f3 has the similar form as f1. All the forms of f1

can be described in table 2 and all the forms of f2 can be
described in table 3. We can see that the two tables are
similar to the tables in [1]. We divide the schemes in ta-
ble 2 into three groups. The group marked with s means
that the attack mentioned above can not be applied to
the schemes P ⊕ Q, where P is selected from this group
and Q is selected from table 3. The group marked with h
means the attack can be applied to some of the schemes
P ⊕ Q where P is selected from this group and Q is se-
lected from table 3. The group marked with u means that
all the pairs from this group and table 3 can be attacked.
We also find that all schemes marked with b in [1] are
in group u and a majority of schemes marked with a are
also in group u. All schemes marked with c and d in [1]
are in group s. The rest of schemes in [1] are in group h.
Similarly it is known that f3 should have the similar form
with f1.

3.2 Hash Functions with 2/3 Hash Rate

In [10], Nandi also proposed a double length scheme with
2/3-rate. It can be described as

F (x, y, z, t) = (f1(x, y, z) ⊕ f2(x, z, t))‖(f2(x, z, t) ⊕ f3(x, y, t))

where f1, f2 and f3 are independent random functions
as mentioned above. The value of (x, y, z, t) are listed in
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Table 2: The form of f1

i f1 mark i f1 mark
1 EMi

(Mi) ⊕ v h 33 EMi
(H1

i−1 ⊕ Mi) ⊕ v s
2 EH1

i−1

(Mi) ⊕ v u 34 EH1

i−1

(H1
i−1 ⊕ Mi) ⊕ v u

3 EH1

i−1
⊕Mi

(Mi) ⊕ v s 35 EH1

i−1
⊕Mi

(H1
i−1 ⊕ Mi) ⊕ v h

4 Ev(Mi) ⊕ v u 36 Ev(H
1
i−1 ⊕ Mi) ⊕ v u

5 EMi
(Mi) ⊕ Mi h 37 EMi

(H1
i−1 ⊕ Mi) ⊕ Mi s

6 EH1

i−1

(Mi) ⊕ Mi s 38 EH1

i−1

(H1
i−1 ⊕ Mi) ⊕ Mi s

7 EH1

i−1
⊕Mi

(Mi) ⊕ Mi s 39 EH1

i−1
⊕Mi

(H1
i−1 ⊕ Mi) ⊕ Mi h

8 Ev(Mi) ⊕ Mi h 40 Ev(H1
i−1 ⊕ Mi) ⊕ Mi h

9 EMi
(Mi) ⊕ H1

i−1 h 41 EMi
(H1

i−1 ⊕ Mi) ⊕ H1
i−1 s

10 EH1

i−1

(Mi) ⊕ H1
i−1 u 42 EH1

i−1

(H1
i−1 ⊕ Mi) ⊕ H1

i−1 u

11 EH1

i−1
⊕Mi

(Mi) ⊕ H1
i−1 s 43 EH1

i−1
⊕Mi

(H1
i−1 ⊕ Mi) ⊕ H1

i−1 h

12 Ev(Mi) ⊕ H1
i−1 u 44 Ev(H

1
i−1 ⊕ Mi) ⊕ H1

i−1 u
13 EMi

(Mi) ⊕ H1
i−1 ⊕ Mi h 45 EMi

(H1
i−1 ⊕ Mi) ⊕ H1

i−1 ⊕ Mi s
14 EH1

i−1

(Mi) ⊕ H1
i−1 ⊕ Mi s 46 EH1

i−1

(H1
i−1 ⊕ Mi) ⊕ H1

i−1 ⊕ Mi s

15 EH1

i−1
⊕Mi

(Mi) ⊕ H1
i−1 ⊕ Mi s 47 EH1

i−1
⊕Mi

(H1
i−1 ⊕ Mi) ⊕ H1

i−1 ⊕ Mi h

16 Ev(Mi) ⊕ H1
i−1 ⊕ Mi h 48 Ev(H

1
i−1 ⊕ Mi) ⊕ H1

i−1 ⊕ Mi h
17 EMi

(H1
i−1) ⊕ v s 49 EMi

(v) ⊕ v h
18 EH1

i−1

(H1
i−1) ⊕ v u 50 EH1

i−1

(v) ⊕ v h

19 EH1

i−1
⊕Mi

(H1
i−1) ⊕ v s 51 EH1

i−1
⊕Mi

(v) ⊕ v h

20 Ev(H1
i−1) ⊕ v u 52 Ev(v) ⊕ v u

21 EMi
(H1

i−1) ⊕ Mi s 53 EMi
(v) ⊕ Mi h

22 EH1

i−1

(H1
i−1) ⊕ Mi u 54 EH1

i−1

(v) ⊕ Mi u

23 EH1

i−1
⊕Mi

(H1
i−1) ⊕ Mi s 55 EH1

i−1
⊕Mi

(v) ⊕ Mi h

24 Ev(H
1
i−1) ⊕ Mi u 56 Ev(v) ⊕ Mi u

25 EMi
(H1

i−1) ⊕ H1
i−1 s 57 EMi

(v) ⊕ H1
i−1 h

26 EH1

i−1

(H1
i−1) ⊕ H1

i−1 u 58 EH1

i−1

(v) ⊕ H1
i−1 u

27 EH1

i−1
⊕Mi

(H1
i−1) ⊕ H1

i−1 s 59 EH1

i−1
⊕Mi

(v) ⊕ H1
i−1 h

28 Ev(H1
i−1) ⊕ H1

i−1 u 60 Ev(v) ⊕ H1
i−1 u

29 EMi
(H1

i−1) ⊕ H1
i−1 ⊕ Mi s 61 EMi

(v) ⊕ H1
i−1 ⊕ Mi h

30 EH1

i−1

(H1
i−1) ⊕ H1

i−1 ⊕ Mi u 62 EH1

i−1

(v) ⊕ H1
i−1 ⊕ Mi u

31 EH1

i−1
⊕Mi

(H1
i−1) ⊕ H1

i−1 ⊕ Mi s 63 EH1

i−1
⊕Mi

(v) ⊕ H1
i−1 ⊕ Mi h

32 Ev(H1
i−1 ⊕ H1

i−1 ⊕ Mi) u 64 Ev(v) ⊕ H1
i−1 ⊕ Mi u
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Table 3: The form of f2

i f2 i f2

1 EH2

i−1

(H2
i−1) ⊕ v 33 EH2

i−1

(H1
i−1 ⊕ H2

i−1) ⊕ v

2 EH1
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i−1

(H1
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3 EH1
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6 EH1

i−1

(H2
i−1) ⊕ H2

i−1 38 EH1
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i−1
⊕H2

i−1
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i−1

8 Ev(H2
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i−1 40 Ev(H
1
i−1 ⊕ H2
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i−1

(H1
i−1 ⊕ H2

i−1) ⊕ H1
i−1

11 EH1

i−1
⊕H2

i−1

(H2
i−1) ⊕ H1

i−1 43 EH1

i−1
⊕H2

i−1

(H1
i−1 ⊕ H2

i−1) ⊕ H1
i−1

12 Ev(H2
i−1) ⊕ H1

i−1 44 Ev(H
1
i−1 ⊕ H2

i−1) ⊕ H1
i−1

13 EH2

i−1

(H2
i−1) ⊕ H1

i−1 ⊕ H2
i−1 45 EH2

i−1

(H1
i−1 ⊕ H2

i−1) ⊕ H1
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i−1

14 EH1

i−1

(H2
i−1) ⊕ H1

i−1 ⊕ H2
i−1 46 EH1

i−1

(H1
i−1 ⊕ H2

i−1) ⊕ H1
i−1 ⊕ H2

i−1

15 EH1

i−1
⊕H2

i−1

(H2
i−1) ⊕ H1

i−1 ⊕ H2
i−1 47 EH1

i−1
⊕H2

i−1

(H1
i−1 ⊕ H2

i−1) ⊕ H1
i−1 ⊕ H2

i−1

16 Ev(H2
i−1) ⊕ H1

i−1 ⊕ H2
i−1 48 Ev(H1

i−1 ⊕ H2
i−1) ⊕ H1

i−1 ⊕ H2
i−1

17 EH2

i−1

(H1
i−1) ⊕ v 49 EH2

i−1

(v) ⊕ v

18 EH1

i−1

(H1
i−1) ⊕ v 50 EH1

i−1

(v) ⊕ v

19 EH1

i−1
⊕H2

i−1

(H1
i−1) ⊕ v 51 EH1

i−1
⊕H2

i−1

(v) ⊕ v

20 Ev(H1
i−1) ⊕ v 52 Ev(v) ⊕ v

21 EH2

i−1

(H1
i−1) ⊕ H2

i−1 53 EH2

i−1

(v) ⊕ H2
i−1

22 EH1

i−1

(H1
i−1) ⊕ H2

i−1 54 EH1

i−1

(v) ⊕ H2
i−1

23 EH1

i−1
⊕H2

i−1

(H1
i−1) ⊕ H2

i−1 55 EH1

i−1
⊕H2

i−1

(v) ⊕ H2
i−1

24 Ev(H1
i−1) ⊕ H2

i−1 56 Ev(v) ⊕ H2
i−1

25 EH2

i−1

(H1
i−1) ⊕ H1

i−1 57 EH2

i−1

(v) ⊕ H1
i−1

26 EH1

i−1

(H1
i−1) ⊕ H1

i−1 58 EH1

i−1

(v) ⊕ H1
i−1

27 EH1

i−1
⊕H2

i−1

(H1
i−1) ⊕ H1

i−1 59 EH1

i−1
⊕H2

i−1

(v) ⊕ H1
i−1

28 Ev(H1
i−1) ⊕ H1

i−1 60 Ev(v) ⊕ H1
i−1

29 EH2

i−1

(H1
i−1) ⊕ H1

i−1 ⊕ H2
i−1 61 EH2

i−1

(v) ⊕ H1
i−1 ⊕ H2

i−1

30 EH1

i−1

(H1
i−1) ⊕ H1

i−1 ⊕ H2
i−1 62 EH1

i−1

(v) ⊕ H1
i−1 ⊕ H2

i−1

31 EH1

i−1
⊕H2

i−1

(H1
i−1) ⊕ H1

i−1 ⊕ H2
i−1 63 EH1

i−1
⊕H2

i−1

(v) ⊕ H1
i−1 ⊕ H2

i−1

32 Ev(H1
i−1 ⊕ H1

i−1 ⊕ H2
i−1) 64 Ev(v) ⊕ H1

i−1 ⊕ H2
i−1



International Journal of Network Security, Vol.4, No.2, PP.121–127, Mar. 2007 126

Table 4: The value of 4-tuple (x, y, z, t)

the value of (x, y, z, t) the value of (x, y, z, t)
(M1

i , M2
i , H1

i−1, H
2
i−1) (M2

i , M1
i , H1

i−1, H
2
i−1)

(M1
i , M2

i , H2
i−1, H

1
i−1) (M2

i , M1
i , H2

i−1, H
1
i−1)

(M1
i , H1

i−1, M
2
i , H2

i−1) (H1
i−1, M

1
i , H2

i−1, M
2
i )

(M1
i , H1

i−1, H
2
i−1, M

2
i ) (H1

i−1, M
1
i , H2

i−1, M
2
i )

(M1
i , H2

i−1, M
2
i , H1

i−1) (H2
i−1, M

1
i , H1

i−1, M
2
i )

(M1
i , H2

i−1, H
1
i−1, M

2
i ) (H2

i−1, M
1
i , H1

i−1, M
2
i )

(M2
i , H2

i−1, M
1
i , H1

i−1) (H2
i−1, M

2
i , H1

i−1, M
1
i )

(M2
i , H2

i−1, H
1
i−1, M

1
i ) (H2

i−1, M
2
i , H1

i−1, M
1
i )

(M2
i , H1

i−1, M
1
i , H2

i−1) (H1
i−1, M

2
i , H2

i−1, M
1
i )

(M2
i , H1

i−1, H
2
i−1, M

1
i ) (H1

i−1, M
2
i , H2

i−1, M
1
i )

(H1
i−1, H

2
i−1, M

1
i , M2

i ) (H2
i−1, H

1
i−1, M

1
i , M2

i )
(H1

i−1, H
2
i−1, M

2
i , M1

i ) (H2
i−1, H

1
i−1, M

2
i , M1

i )

table 4. We now use (M1
i , H1

i−1, M
2
i , H2

i−1) to design an
example. The scheme is described as follows.

F (M1

i , M
2

i , H
1

i−1, H
2

i−1) =

F1(M
1

i , M
2

i , H
1

i−1, H
2

i−1)‖F2(M
1

i , M
2

i , H
1

i−1, H
2

i−1)

F1(M
1

i , M
2

i , H
1

i−1, H
2

i−1) =

E
1

M1

i
⊕M2

i

(H1

i−1) ⊕ E
2

M1

i
⊕M2

i

(H2

i−1)

F2(M
1

i , M
2

i , H
1

i−1, H
2

i−1) =

E
2

M
1

i
⊕M

2

i

(H2

i−1) ⊕ E
3

H
2

i−1

(M1

i ⊕ H
1

i−1) (3)

Proposition 3. The complexity of a collision attack
on the compression function defined in Equation (3) is
O(2n/2).

Proof. First one randomly chooses 2n/2 message pairs
(M1

i ,M2
i ) satisfying M1

i ⊕ M2
i = v, where v is

a constant string. For any two distinct mes-
sage pairs (M1

i ,M2
i ) and (m1

i ,m
2
i ), E1

M1

i
⊕M2

i

(H1
i−1) ⊕

E2

M1

i
⊕M2

i

(H2
i−1)=E1

m1

i
⊕m2

i

(H1
i−1) ⊕ E2

m1

i
⊕m2

i

(H2
i−1) must

hold. In this way one has 2n/2 collisions on F1. Then
use these message pairs to find the collision on F2. From
lemma 1, the probability to find a collision on F2 is about
0.63.

There are many combinations of the 4-tuple (x, y, z, t)
and the forms of fi are different from those PGV schemes.
We cannot analyze all the combinations and classify them
as we do in Section 3.1. But if it is very easy to find
the collision or free-start collision for F1 or F2 we can
find collision or free-start collision for F with complexity
O(2n/2).

4 Conclusion

This paper has analyzed the security of some specified
schemes of hash function using Nandi’s model, and has
shown that the complexity to get a free-start collision is
O(2n/2), lower than in the general case as claimed by
Nandi. We also found that although many PGV schemes

are not secure in [1], they can be used in Nandi’s model.
The result for double length hash function is similar to
this. The result does not contradict with the result in [10].
In [10], the security of Nandi’s model was proved in black-
box model, and three independent random functions are
used in this model. One does not know how these inde-
pendent random functions are constructed. In this pa-
per,three different block ciphers are used to replace these
random functions and because hash functions have no
secret information, the keys of block ciphers are public
to everyone and the three block ciphers can be easily
reversed. So Nandi’s model should be carefully imple-
mented.
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