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Abstract. With improvements in rate and quality of deep sequencing,
the bottleneck for many genetic studies has become phenotyping. The
complexity of many biological systems makes even developing these phe-
notypes a challenging task. In particular cortical bone can contain 10s
of thousands of osteocyte cells interconnected in a complicated network.
Fasily measurable ensemble phenotypes like average size and density de-
scribe only a small portion of the variation in the system. We demonstrate
a new approach to high-throughput phenotyping using Synchrotron-
based X-ray Tomographic Microscopy (SRXTM) combined with our
custom 3D image processing pipeline known as TIPL. The cluster-based
evaluation tool enables high-speed data exploration and hypothesis test-
ing over millions of structures. With these tools, we compare different
strains of mice and look for trends in millions of cells. The flexible infras-
tructure offers a full spectrum of shape, distribution, and connectivity
metrics for cellular networks and can be adapted to a wide variety of new
studies requiring high sample counts such as the drug-gene interactions.

Keywords: phenotyping, high-throughput, screening, tomography, mor-
phology, cellular networks, big data

1 Introduction

The networks formed by groups of cells play a significant role in nearly all bi-
ological systems ranging from small multicellular worms to the human nervous
system. The function of these networks ranges from the more menial tasks of
nutrient and waste transport to complicated signaling pathways. Functionally
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they are essential for the development and function of larger cellular systems. In
smaller systems the network may consist of several dozen cells, while in larger
organisms there can be hundreds of millions of cells and even more possible con-
nections between them. The scale of the measurements and consequential anal-
ysis is daunting and easily exceeds the capabilities of standard desktop tools.
Furthermore with thousands of different cells in each specimen it is common
that the variance within a sample for a given phenotype is larger than those
between groups[1-6] making further analysis such as genetic trait localization
difficult.

Social networks like Facebook, Google+, and LinkedIn have already encoun-
tered problems of this magnitude having in excess of 1.1 billion active monthly
users (http://newsroom.fb.com/content/default.aspx?NewsAreald=22) with
an average of 190 connections for each user (https://www.facebook.com/notes/
facebook-data-team/anatomy-of-facebook/10150388519243859). They have
consequently developed a series of tools which belong to the movement collec-
tively known as ”Big Data”. This movement encompasses an entire class of
problems where the standard desktop tools become overwhelmed because the
volume, heterogeneity, or rate at which the data comes in is too high. The tools
developed allow these companies to analyze, explore, and perform hypothesis
testing on very large sets of data in order to capitalize from the information.

Any process can only occur as viable as its rate-limiting step. As a corol-
lary, processes that are strongly limited by a single step are disproportionately
improved by improvements in that single step. More broadly this means, the
cumulative effect of a steady improvement in many different fields is, a rapid
paradigm shift once the weakest link has been improved. In computing, this
has been seen multiple times as a chip made a computer cheap enough to be
in a home they appeared everywhere, again when the possibility to collect and
track users on the internet went from a couple of hundred megabytes a year
to petabytes. In genetics, this is being seen as the cost of sequencing a genome
dropped from $3 billion in 2000 to $10,000 in 2010 [7]. The decreased cost of
sequencing has moved the rate-limiting step further down the chain. In many
areas, the task of accurately defining and measuring complicated phenotypes can
be significantly more time-consuming than the sequencing itself [8-11].

Looking specifically at the example of genomics, the breakdown of researcher
time and energy has shifted radically due to the rapid improvement in techniques
with regard to speed and cost [7]. The division of research time between con-
ducting experiments and analyzing data has changed entirely, and consequently
the desired skill sets in new biologists wishing to enter the field have gone from
experimental to analytical. The field is additionally a good choice for further
examination because the transition has been handled well and they have started
examining and developing solutions to the series of challenges such a transition
brings on [12]. We believe, 3D tomographic imaging has finally reached this tip-
ping point as well. Inside a 3-year period, the time to acquire a single scan has
dropped by multiple orders of magnitude from many minutes to fractions of a
second. Thus like the field of genetics, the division of researchers’ time on many
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projects has been shifted radically away from the standard break up (fig. 1).
The time spent acquiring data is now minuscule compared to the time for data
post-processing and analysis. The rate-limiting step now has shifted from the
researcher’s ability to conduct the experiment to the ability to analyze the data.
This change is even more pronounced when looking at cellular networks where
tens of thousands of cells can be measured in a single sample [6]. Furthermore
in fields like light-field microscopy [13] and new wide angle cameras [14] can
measure data at equally starting rates.

Experimental design
100% =

Scanning / Measurement

Reconstruction

Downstream analysis 0% ==

(segmentation, characterization,
genetic linkage, tracking,

2000 2008 2013 Future

Fig. 1. Here is the researcher time breakdown analysis (inspired by [7]) applied to
tomography and 3D imaging experiments. The colors on the bar graphs represent ap-
proximate proportion of researchers’ time for each of the different aspects: Experimental
design, measurement, data management, and downstream / post-processing analysis.
The fourth column is how we expect the field to change over the coming years based
on our experience with 100s of users.

The tools developed in this manuscript can begin to alleviate this issue and
rebalance the division of time. While nothing is future-proof, an important ques-
tion for every new toolset or framework is how will it handle the changes that
come with time. To address this question we examined how companies and other
groups have handled similar issues. A worldwide phenomenon known as ”Big
Data” [15-18,12,7] is a very loosely defined term, but generally refers to an
increase in the volume (total size), velocity (data rate), and variety of data to be
processed, which are beyond the capabilities of standard hardware and software
approaches. Many software companies reached and far exceeded the projected
usage, specifically services like YouTube on Google currently process 72 hours of
new uploaded video every minute (http://www.reelseo.com/youtube-statistics-
growth-2012/) or roughly 10-20 Gigabytes per second continuously. The primary
tool used at Google for processing this volume of data is general framework called
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MapReduce [19], which allows large complex jobs to be reliably distributed over
thousands of computers. Other sites like Instagram (with 100 million users and
5 billion images) make use of cloud computing to automatically scale to the
current demands of the site [20] .

In this manuscript, we show the tools and approach used to analyze cellular
networks in bones and how our framework allows cellular networks to be analyzed
with the same advanced tools used to examine social networks on a much larger
scale [21]. The methodology can be applied to any number of different types
of cellular networks measured with any 3D imaging modality. Furthermore the
methods enable us to dig deeper into the data and explore it as a whole dataset
rather than in the summarized views offered by standard database tools. Using
tools like K-Means clustering [22] , Random Forests [23], Linear Discriminent
Analysis [24], and Principal Component Analysis [25] new more exact pheno-
types can be extracted from the data which more aptly describe the differences
between groups.

Robust, flexible, and automated solutions substantially reduce the opportu-
nity for unintentional user or system errors to slip into the results. With all
the analyses run with the same tool and all of the results stored in a central
database, the likelihood for user error stemming from the manual manipulation
of data and parameters, which silently plague science, are significantly reduced.

2 Methods

The high-throughput phenotyping pipeline consists of an automated sample ex-
change and alignment setup [26] paired with an image processing [27, 6] frame-
work to segment and analyze the images. Our tools, built on top of Spark[28,
29], uses a MapReduce-style approach but benefits from more dynamism and
real-time querying that allows us to explore and analyze millions of samples in
seconds.

2.1 Biological Measurements

To obtain the cell networks, a small region in the cortical bone of murine femora
was measured in over 1300 samples. The samples come from the second gen-
eration of a genetic cross between two strains of mice with high (C3H/HelJ)
and low (C57BL/6J) bone mass. The samples were measured at the TOMCAT
Beamline of the Swiss Light Source at the Paul Scherrer Institut in Switzerland.
Using a sample exchange system the samples were automatically aligned [26].
The regions of interest (mid-diaphysis) were identified and scanned following the
procedures described in [6].

2.2 Performance Analysis

The performance analysis was run by executing each command 10 times and
calculating the average time per calculation.
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2.3 Analysis

The analysis was performed using the software and hardware infrastructure de-
scribed in section 6.1. K-Means analysis was performed to identify within the
data and was done by selecting reasonable, complementary metrics such as la-
cuna stretch and oblateness and dividing into 2 groups. New phenotypes were
thus made by tracking the percentage of lacuna in each sample which were clas-
sified in the first group. Principal component analysis was performed to optimize
the variance by creating a linear combination of the existing phenotypes. The
summarized data were exported as CSV files and then plotted within R [30]
using the ggplot library[31].

3 Results

In total 1276 different animals were measured from the population. Automatic
segmentation and analysis failed on only 4 of the samples where the alignment
had not been successful and a significant portion of the sample was outside of
the field of view. The full shape analysis resulted in 57 different metrics being
measured for every cell of 35million cells.

3.1 Within and Between Sample Variation

The within (intra-) and between (inter-) sample variation are shown in the fol-
lowing table (table 1) and graphs (fig. 2 and 3). The results show that the
variation inside each sample is very high and for most of the shown metrics
higher than between all the samples in the group.

Phenotype Within Between Ratio (%)
Length 36.97 4.28 864.08
Width 27.92 4.73 589.89
Height 25.15 4.64 542.55
Volume 67.85 1248 543.74
Nearest Canal Distance 70.35 333.40 21.10
Deunsity (Lc.Te.V) 144.40 27.66 522.10
Nearest Neighbors (Lc.DN)  31.86 1.84 1736.11
Stretch (Lc.St) 13.98 2.36 592.46
Oblateness (Lc.ODb) 141.27  18.46 765.08

Table 1. The results in the table show the within and between sample variation for
selected phenotypes in the first two columns and the ratio of the within and between
sample numbers (all as percentages). For differentiating samples the lower the better
and 100% for the third column would indicate the differences between samples are the
same magnitude as the differences within a sample.
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Fig. 2. The figure shows the volume in um?® (y-axis) against sample number(sorted by
volume, x-axis). The point indicates the mean value inside the sample and the error
bar shows the mean plus and minus the standard deviation.
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Fig. 3. The figure shows each samples as a point (colored by sample number) and
the standard deviation of the given metrics as error bars in the x and y direction.
The first panel shows the stretch against the oblateness. The second panel shows the
stretch against the lacuna number density. The third panel shows the stretch against
the neighbor count (Le.DN).
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3.2 New Phenotypes

The new phenotypes were developed using two different approaches: K-means
and Principal Component analysis.

K-Means Clustering K-Means clustering was used to classify each lacunae into
two groups based on stretch and oblateness. The resulting classification was
saved and the number of lacuna in each group taken. The result for the analysis
is summarized in figure 4, which shows how the new metric relates to existing
phenotypes.

Correlation between cluster counts and metrics
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Fig. 4. The figure shows the new phenotypes based on K-means clustering plotted
against the average values for the phenotypes used to generate it. Each column is a
different metric on the X-axis and each row is a different metric on the y-axis. A high
degree of correlation would be all points on the same non-flat line.
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Shape A new phenotype was generated for shape using the lacuna stretch, vol-
ume, and oblatness metric into a principal component analysis (table. 2). The
average and standard deviation were then calculated for each sample and sum-
marized in the mean and variance table 3.

PC1 PC2 PC3
Volume 0.45 0.82 0.36
Stretch 0.68 -0.05 -0.73
Oblateness -0.58 0.57 -0.58
Table 2. The composition of the principal components, each column represents a
component ordered by the largest to least contribution to total variance

Phenotype Within Between Ratio (With./Bet.)

PrinComp 1 851.16 126.84 671.08

PrinComp 3 692.92 145.06 477.68
Table 3. The results in the table show the within and between sample variation for
selected phenotypes in the first two columns and the ratio of the within and between
sample numbers (all as percentages). 100% for the third column would indicate the
differences between samples are the same magnitude as the differences within a sample
and can be considered as the limit for clearly distinguishing samples from one another

Neighors / Density / Orientation A second principal component analysis was
run on the Neighbor Count (Lc.ND), Density (Territory = Lc.Te.V), and ori-
entation (vertical projection of principal orientation) information. The resulting
components were well distributed between the 3 different metrics showing that
each is contributing to the new phenotype. The output table (table 5) shows the

PC1 PC2 PC3
Neighbor (Lc¢.DN) -0.72 -0.10 0.69
Density (Lc.Te.V) -0.68 0.33 -0.66
Orientation (Vertical) -0.16 -0.94 -0.31
Table 4. The composition of the principal components, each column represents a
component ordered by the largest to least contribution to total variance

ratios for each of these metrics.
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Phenotype ~ Within Between Ratio (With./Bet.)

PrinComp 1 1520.52 131.09 1159.89
PrinComp 2 702.00 144.80 484.81
PrinComp 3 822.75 125.60 655.04

Table 5. The results in the table show the within and between sample variation for
selected phenotypes in the first two columns and the ratio of the within and between
sample numbers (all as percentages). 100% for the third column would indicate the
differences between samples are the same magnitude as the differences within a sample
and can be considered as the limit for clearly distinguishing samples from one another

3.3 Performance

The analysis was run using 40 cores spread between 2 standard nodes and 1
high-performance node on the cluster. To load and preprocess the results from
1276 comma separated text files took 10 minutes. Once the files were loading
simple computations like computing the average of a given metric in the entire
set took less than 400ms. A K-means analysis with 4 variables took less than
1s per iteration. By comparison loading the data on a single High Performance
Node (sec. 6.1) took more than 6 hours and used 60GB of memory locally; a
single column average took 4.6s and calculating an average volume grouped by
sample took on average 47.8s. On machines with less memory, these operations
would take significantly longer.

4 Conclusion

We have thus shown in this paper an approach for measuring and dealing with
cellular network samples in a high-throughput manner. The tools enable us to
manipulate and analyze data in an exploratory, scalable way without necessi-
tating proprietary software, or particularly high performance supercomputers.
Analyses such as the ones done in this paper can be done for well less than $100
using Amazon’s EC2 cloud and can scale to many more thousands of samples as
measurement techniques get faster and more detailed.

4.1 New Phenotypes

The K-means clustering provided new information non-correlated with other
phenotypes when compared on the ensemble results. As it is a different type of
metric it cannot be compared to the standard phenotypes in terms of with to
between ratios, but it simplifies the data by reducing the number of different
metrics to examine.

Using principal component analysis on the entire dataset enabled us to iden-

tify composite metrics which reduced the intra-to-inter sample variation below
any of the composite parts (484% and 477% vs 543% and 522% respectively).
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The reduction in this variation is substantial and makes further tasks like quan-
titative trait localization much easier since it focuses on the differences between
samples. Furthermore looking at composition of these new phenotypes we can
postulate at the potential underlying mechanisms which might cause them to
vary less within a single sample.

4.2 Performance

While the processing is still possible using standard tools, such long delays for
simple queries mean that it is more difficult to interactively explore the data and
test hypotheses. Furthermore the costs of purchasing single computers capable
of handling such datasets can be prohibitively expensive since both the processor
count and memory demands are high. Distributed solutions based Java, Hadoop,
and Spark can be very easily run on a large number of standard computers and
automatically setup on many cloud-hosting services like Amazon making the
barrier to entry very low. Furthermore due to the fault-tolerant design computers
can crash or for Spark added during computations without interruption.

5 Outlook

The development of many of these tools is still in an early stage and while they
automatically support a wide range of Java Libraries, the number of interactive
statistical analysis, machine learning, and visualization options are limited when
compared to more thoroughly developed platforms like Matlab (The Mathworks,
Natick, MA) or R (R Foundation). There are many significant efforts being un-
dertaken across the globe to further develop and increase accessibility for these
tools and many of the existing shortcomings will likely be soon overcome. We
showed in this paper using basic tools like Principal Component Analysis and
K-Means clustering, but many other techniques are available for examining these
datasets and the potential for discovering new underlying correlations and re-
lationships is nearly limitless in such rich datasets. The ultimate goal of these
techniques is to improve the number and quality of genes identified using tech-
niques such as Quantitative Trait Localization. In the supplemental material
we show some of the phenotypes compared with specific markers. The QTL
analysis is an important next step for transforming these metrics into a better
understanding of the underyling biological mechanisms.
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6 Supplementary Material

6.1 Software Tools Used

1. Java (TM) SE Runtime Environment (build 1.7.0-25-b15)

2. Java HotSpot(TM) 64-bit Server VM (build 23.25-b01)

3. Spark 0.9.1
(https://github.com/apache/incubator-spark
Commit: 740e865{40704dc9158a6¢f635990580fb6adcac)

4. Sun Grid Engine 6.2e5

6.2 Hardware Tools
1. Cluster Machines (Merlin4)

2. Standard Node
one blade enclosure with 16 Xeon 5650/5670 12-core processors, total of 192
cores, 4 GB RAM/core
3. Fat Nodes
one blade enclosure with 16 Xeon 5650/5670 12-core processors, total of 192
cores, 8 GB RAM/core (fat nodes)
4. High Performance Node
one blade enclosure with Xeon E5-2670 16-core processor, 8 GB RAM/core
5. Network Interconnect
4x QDR Infiniband for the compute nodes and the main cluster storage
6. Storage
Main storage: GPFS on DDN S2A9900 hardware, 10GB of local storage.

Cluster Configuration The configuration used for the scripts on our cluster, while
somewhat specific is publicly available at https://github.com/skicavs/sge_
spark.

K-Means Calculations The K-Means calculations were done using a modified ver-
sion of the built-in Spark script written in Scala (https://github.com/apache/
incubator-spark/blob/master/examples/src/main/scala/org/apache/spark/
examples/SparkKMeans.scala). The various versions of it can be requested
from the authors.

Principal Component Analysis The principal component analysis was calculated
using the scripts available from Thunder (https://github.com/freeman-lab/
thunder) [32].

6.3 Phenotypes vs Genotypes

Here we compare the new phenotypes to several genotypes assessed using poly-
merase chain reaction (PCR) markers located on two different chromosomes.
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Fig. 5. The figure shows the new phenotypes based on K-means clustering and the
principal component analysis. The values are plotted for using 2 different markers for
genotype (D5Mit95 for the rows, and DIMit259) for columns. Larger differences in
distributions inducate the potential for a gene at this marker to be involved in the
phenotype.
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Table 6: The group comparison based on the genotype marker
D5Mit95 located on the 5 chromosome.

B6/B6 BG6/C3H  C3H/C3H o end

N=195 N=403 N=182
LcV 363 (35.8) 366 (46.4) 391 (34.0) <0.001 <0.001
Lc.St 0.67 (0.01) 0.67 (0.01) 0.68 (0.01) <0.001 <0.001

Lc.Ob -0.28 (0.04) -0.28 (0.04) -0.26 (0.04) <0.001 <0.001
VSOb.PC1 -0.01 (0.15) -0.01 (0.17) 0.06 (0.16) <0.001 <0.001
VSOb.PC2 -0.01 (0.13) -0.02 (0.16) -0.05 (0.12) 0.020  0.021

NDO.PC3 0.00 (0.11) 0.00 (0.12) 0.02 (0.10 0.065 0.234
Clus.1 10620 (2731) 10406 (2927) 11665 (2680) <0.001 0.001
Clus.2 20460 (5151) 19832 (5473) 20153 (4687) 0.373  0.547

NDO.PC1  0.00 (0.07) 0.00 (0.08) 0.02 (0.06) 0.008 0.027
(0.11) ( )

Table 7: The group comparison based on the genotype marker
DI9Mit259 located on the 9 chromosome.

B6/B6 BG6/C3H C3H/CBH 1 rend

N=185 N=419 N=191
LcV 382 (50.0) 371 (46.4) 358 (20.7) <0.001 <0.001
Le.St 0.67 (0.02) 0.67 (0.02) 0.67 (0.01) 0.257 0.163

Lc.Ob -0.26
VSOb.PC1 0.00

0.05) -0.28 (0.04) -0.29 (0.05) <0.001 <0.001
0.17) 0.01 (0.17) 0.01 (0.15)  0.895  0.647
VSOb.PC2 -0.02 (0.18) -0.01 (0.15) -0.03 (0.13) 0.248  0.265
NDO.PC1 0.02 (0.07) 0.01 (0.07) -0.01 (0.08) <0.001 <0.001
NDO.PC3 0.03 (0.11) 0.01 (0.11) -0.03 (0.12) <0.001 <0.001
Clus.l 11984 (2869) 10725 (2717) 9510 (2667) <0.001 <0.001
Clus.2 21168 (5625) 20259 (5200) 18977 (4838) <0.001 <0.001
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