J.ICT Res. Appl., Vol. 7, No. 3, 2013, 235-249 235

A Multiclass-based Classification Strategy for Rhetorical
Sentence Categorization from Scientific Papers

Dwi H. Widyantoro', Masayu L. Khodra', Bambang Riyanto'& E. Aminudin Aziz?

School of Electrical Engineering and Informaticgnlung Institute of Technolog
Jalan Ganesa No0.10, Bandung 40132, Indo
%Faculty of Language and Arts Education, Indonesiavétsity of Educatior
Jalan Dr. Setiabudhi No. 9, Bandung 40154, Indonesia
Email: dwi@stei.itb.ac.id

Abstract. Rapid identification of content structures in aestific paper is o
great importance particularly for those who activehgage in frontier researc
This paper presenta mult-classifier approach to identify such structures in
terms of classification ofhetorical sentences in scientific papers. The idea
behind thisapproach is based on an observation that no solassifier is the
best performer for classiing all rhetorical categories of sentences. Theegfo
our approach learnghich classifiers are good at what categories, assign th
classifiers for those categories and apply onlyritjet classifier for classifying
given categoryThis pape employsk-fold cross validation over training data to
obtain the categorglassifie mapping and then re-learn the classification model
of the corresponding classifier using ftraining data on that particular category.
This approach has been evaluated for ifying sixteen different rhetorical
categories on sentences collected from -ARC paper collection. The
experimental results show that the n-classifier approach can significantly
improve the classification performance over n-label classifiers.

Keywords: acl-arc, classification strategi, multiclass approach; mulfiabel
classification; rhetoricakentence categorizati; scientific papers.

1 I ntroduction

Keeping abreast of the st-of-theart of research topics is a must

researchers and reading new papers could be aimuasl with curren
proliferation of scienfic publication An alternative solution that can

considered more effective is to provide readers wituctured information th.
is extracted from a scientific paper. This struetbinformation is represented
Rhetorical Document Profile (RDP) [ RDP is a representation of informati
that readers want to know from a paper so thatemsadan identify th
relevance of a paper just by reading RDP. It is an instantiated temple
consisting of rhetorical slots. Each slot contairllection olsentences with
specific rhetorical category. Rhetorical sententasdification is the mo:
important and major step in creating an RDP. Thizcess is also knov as
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argumentative zoning [1], section classificatior], [Information structure
identification [3], or structural analysis [4].

The majority of works in this research area hasmlfeeusing on information
structuring (i.e., defining various rhetorical qaees on various domains)
[1],[3].[5],[6] and features selection (i.e., whagtures to use for representing
sentences) [1],[7],[8]. Various classification mmis have also been used
including Naive Bayes Model [9], Maximum Entropy],[/Support Vector
Machine [10], Hidden Markov Model [11] and Conditad Random Field [8].
However, the most suitable classifier for this tesiains inconclusive. To our
knowledge, little performance comparison amongsifizstion methods, if any,
has been reported in the literature. Additionathgst prior works performed
rhetorical structures categorization on scientfixstracts and only a few have
investigated sentence classification from a fuppggawhich has more complex
rhetorical structures. This paper attempts to aidibis gap and reports the
impact of several classification strategies to yerformance of existing
classifiers on full scientific papers.

Our approach to rhetorical sentence classificaisobased on our observation
that a classifier is only good at one or severatatical categories. Thus, if we
rely only on a single classifier, it is difficuld further improve its classification
performance. We address this technical problem #wyolving multiple
classifiers. Unlike other similar methods that dlyueombine the classification
models of various classifiers [12],[13], our approasimply learns the best
classifier for a given rhetorical category and thees only that classifier to
determine if a new sentence belongs to that cage@bis approach is proven to
be more effective.

The main contributions of our research work areekold: (1) developing a

standard corpus based on ACL-ARC collection that bkeen annotated with

sixteen rhetorical categories, (2) providing perfance comparison among
various classifiers and classification strategieghe standard corpus, and (3)
improving the classification performance of rhetalisentences by adopting
multi-classifier approach.

The rest of the paper is organized as follows. mbgt section provides an
overview of rhetorical categories used in this pafection 3 describes various
strategies for classifying rhetorical structurele Betup and the results of our
experiments are discussed in Section 4, followedcdycluding remarks in
Section 5.
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2 Related Work

Works on sentence classification were usually ifipelo a particular domain,
such as biomedical information [14], computatiotiafuistics [1],[5], legal
[15] and clinical notes [2], just to name a few.cAddingly, the categories of
information to be identified could vary among thekenains. As an extreme
example, there is a need for identifying “Past MabHistory” in clinical notes
but not in legal domain. Nevertheles, the structfrinformation in scientific
abstracts are generally similar across domainsil&8lyn full scientific papers
also contain many similar and richer categorieshswas in Teufel's
argumentative zoning [1],[5].

Identifying sentence category shares common issuigh typical text-
classification problem in that the classificatiorrformance is affected by
features and classification methods. Knight & Sesian [10] used bag of
words & sentence location as the sentence featwhéke Lin, et al [11]
employed bigram language model. Merigy,al [7] employed a richer feature:
n-gram, the first four words of a sentence, sectioanter, as well as sentence
positions between two sections and within a paggrelirohata and colleagues
[8] showed that the performancerefjram language model can be improved 5-
10% by incorporating sentence position and itscaunding.

Various methods have also been employed for semtet@ssification in
previous work. Ruchget al [9] claimed that Naive Bayes classifiers with
positional heuristics outperformed expert-driverprapches in argumentative
classification. The performance of SVM was showrbé superior to that of
Widrow-Huf for sentence type categorization in Mwedi abstracts [10].
Although not based on the same exact collection, éti al. [11] demonstrated
that Hidden Markov Model (HMM) was at least compe#i with SVM from
performance point of view. When the task is congideas sequence labeling,
methods such HMM and Conditional Random Fields editpmed the baseline
methods, which assume the classification of a @eds independent of the
other sections [2],[8],[11].

3 Rhetorical Structures

Rhetoric is the intention information that an autlwants to convey to his/her
readers. To date, a number of different schemes bagn proposed to structure
information from the coarse-grained to finer-graindhe former classifies
sentences according to section names typicallydonrscientific abstracts. For
example, abstracts are usually divided into objectimethod, results and
conclusion. The finer-grained scheme is based Teudegumentative zoning.
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This scheme is first introduced with seven categgoand recently is refined into
15 categories.

This research employs the refined version for stinirog information from full
scientific papers and adds TEXTUAL category frone thcategory scheme.
Table 1 provides category abbreviations and a sHescription of each
category. The refined scheme is considered to bes nmformative, better in
recognizing the structure of problem solving, andtker in describing a
difference [5].

Tablel Argumentative zoning with 15 categories [11] + TEXAL category.

Category Description

AIM Statement of specific research goal, or hypsithef current
paper

NOV_ADV Novelty or advantage of own approach

CO_GRO No knowledge claim is raised (or knowledigém not
significant for the paper)

OTHR Knowledge claim (significant for paper) heljddomebody
else. Neutral description

PREV_OWN Knowledge claim (significant) held by aarthin a previous
paper. Neutral description.

OWN_MTHD New Knowledge claim, own work: methods

OWN_FAIL A solution/method/experiment in the papleait did not work

OWN_RES Measurable/objective outcome of own work

OWN_CONC Findings, conclusions (non-measurableyai work

CODI Comparison, contrast, difference to otheusoh (neutral)

GAP_WEAK Lack of solution in field, problem withtar solutions

ANTISUPP Clash with somebody else’s results oothesuperiority of
own work

SUPPORT Other work supports current work or ispsued by current
work

USE Other work is used in own work

FUT Statements/suggestions about future work (omgreneral)

TEXTUAL Indication of paper’s textual structure.
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4 Classification Strategies

Identifying rhetorical sentences is a multi-labkssification problem. As the
first classification strategy, it can be solved rturally extending the binary
classification technique for some supervised |legylgorithms such as neural
networks and SVM. In Neural Networks, in particuldre binary classification
will have a single neuron in its output layer. dndoe easily extended to address
multi-label classification problem by adding thetwerks’ output units for
encoding multiple labels. The basic SVM also hamdiary classification.
Extension of SMV to multiclass is conducted by pdavy additional
parameters and constraints to the optimization Ipnebfor supporting the
separation of different classes. Naive Bayes anil, \bwever, can naturally
handle binary or multi-label classification problem

The second classification strategy is to decomplesenulti-label classification
problem into several binary classification tasks,, ithe problem of classifying
amongN labels is reduced intd binary classification problems. This approach
requiresN binary classifiers where each of them is trainedliscriminate a
given label from the othelN(— 1) labels. Given an unknown example, its label
will be assigned to class label of classifier thaiduces the maximum output.
This strategy belongs to the family of Ensemblessifgers.

In the context of constructing Rhetorical DocumBntfile (RDP), the process
of identifying a rhetorical sentence and then itisgrit into a rhetorical slot in
RDP can also be considered as information extractiothis problem setting, a
binary classifier, like in ensemble classifiers, tigined to learn a specific
rhetorical class. The difference is mainly in tHassification process. When
classifying a rhetorical category, this settingsusaly binary classifier that has
been trained on that category, ignoring other lyinelassifiers (unlike in
Ensemble classifiers that use all the binary di@ss). Therefore, to fill in a
specific rhetorical slot, the corresponding binalgssifier will be run over a
text document to identify all sentences belongimghiat class. The process is
repeated for the rest of binary classifiers in otddill in all slots in the RDP.

While multi-label classification with single claisi and ensemble classifier
require a single pass to identify all class labtis, classification of all class
labels in the information extraction setting, hoeevwill require N passes
whereN is the number of class labels. Nevertheless, tthgegy involving a set
of binary classifiers where each of them is traimedl used exclusively for
classifying a specific rhetorical category seemsnpsing and little has been
investigated in the literatures. This paper reporis exploration in adopting
such an approach as the third classification gjyate
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The main idea of our proposed strategy for clasaibn of N rhetorical
categories is to trailN independent binary classifiers where each classiéi
assigned to model the classification of a particoddegory. Given training data
containing examples of all rhetorical sentenceshed' binary classifier is
trained with positive examples belonging to rhetalricategoryk and negative
examples belonging to the oth&t £ 1) categories. This approach is similar to
the one-against-all strategy except that the d¢laa8bn process of each binary
classifier is independent of that of the other giféeys. In general, any
classification algorithm can be employed as the lodsssifiers.

Two alternatives of this strategy can be furtherefteped:

1. Multi-HO (multi-homogeneous classifier). In this alternatiall N binary
classifiers use the same classification algoritbesé classifier).

2. Multi-HE (multi-heterogeneous classifier).In the seconéraditive, the
base classifier assigned for a specific rhetoricalegory is the best
classifier selected among various classificatiogoathms that are made
available to the system. Hence, the base clasfiii@ particular rhetorical
category could be different from the base clagsifiassigned for other
categories.

The best classification method for the" binary classifier in multi-
heterogeneous classifier (multi-HE) is obtained(byperformingk-fold cross
validation for all base classifiers on training alaand selecting the best
performer, (2) re-training the best performer oe thll training data, and (3)
assigning the best performer as the base claskifiehetorical category.

5 Experimental Evaluation

51 Data

Since there was a lack of corpus annotated wittielsuL5-rhetorical category,
we constructed our own corpus from 75 ACL-ARC papé&tach paper was
annotated by three independent annotators (gradstgents who were
knowledgeable in computational linguistics). Difaces in annotations were
resolved by discussion among the annotators Unayl teached an agreement.

The corpus contains 10877 annotated, distinct seegein xml format. For
experiments, it is split randomly into a trainingt &nd a test set. The training
set consists of sentences from two third of thaltoumber of papers in the
corpus (50 papers), and sentences of the remapapgrs are used as the test
set. Table 2 shows detail descriptions of the immgirset and the test set while
Table 3 depicts the distribution of data set orhe&etorical category for multi-
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class classification strategies. Note that thd tateber of data set (#sentences)
in each rhetorical category (each row in Tables3he same as the total number
of sentences in Table 2, i.e., each rhetoricalgoayeemploys the same data set.

Table2 Description of data set.

Description Training-set  Test-set Total
Number of papers 50 25 75
Number sentenc 723¢ 363¢ 1087

Table3 Data set distribution for each rhetorical categdoy multi-class
experiments.

Rhetorical Training Set (#sentences) Test Set (#sentences)

Category Positive Negative Positive Negative
AIM 136 710: 77 3561
NOV_ADV 17¢ 706( 68 357C
CO_GRC 271 696¢ 113 352t
OTHR 52¢ 6711 444 319/
PREV_OWN 471 676¢ 15C 348¢
OWN_MTHD 360¢ 3631 1717 1921
OWN_FAIL 46 719: 24 361/
OWN_RES¢ 264 697t 15k 348:
OWN_CONC 38t 685¢ 19¢ 344t
CODI 69 717( 42 359¢
GAP_WEAK 241 699¢ 124 351/
ANTISUPF 36 720: 24 361¢
SUPPOR’ 284 695t 10¢ 352¢
USE 244 699t 19¢€ 344;
FUT 113 712¢ 38 360(

52 Features

We combined Teufel's [1], Merity’s [7] and our atidhal features as the
sentence representations. There are eight typ&®uwiel's features: content,
absolute location, explicit structure, sentencegtlenverb syntax, citations,
formulaic expression, and agentivity [1]. Merityoppsed different values of
some features like straight counter for sectiomatimn, and paragraph. We
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added two additional features: abstract content guodlifying adjective
incidence. Table 4 provides the complete list afdee set.

Table4 Our feature pool based on Teufel's feature typgs [1

Type Name Description Values
Conten Cont-1 Significant erms incidence determined 0,1
tf.idf
Cont-2 Incidence of title or headline words 0,1
determined by tf.idf
Coni-3** Incidence of significant terms in abstre 0,1
determined by tf.idf
Absolute  Loc Sentence position within document relato  1-1C
location 10 segments
Explicit Struct-1 Sentence position within section 1-7
structure  Struct-2 Sentence position within paragraf 1-3
Struc-3 Headline typ 0-16
SectCount*  Section counter 1-10
SectLoc* Sentence position within section (straight  1-10
counter)
ParLoc? Sentence position within paragraf (strai 1-10
counter)
Sentence  Lengtl Is the sentence longer than 15 wo 0,1
length
Syntax Syn Is the 1st finite verb modified by modal 0.1
auxiliary ?
Adj** Inicidence of qualifying adjecte 0,1
Citations  Cit-1 Citation or self citation inciden: 0,1,2
Cit-2 Citation location in sentence 0,1,2,3
Formulaic Formu_,* Incidence of each formulaic expressionin 0,1
expression * sentence
Agentivity Ag-1; ;& Incidence of each agent ty 0,1
Ag-2; ¢** Incidence of each action ty 0,1
Negatior Incidence of negation in sentel 0,1

Content features are general features in sentexitacton for determining
global sentence relevance. Teufel employed TF-IDkdeéntify concepts that
are characteristic for the contents of the documeard then top-scoring words
are chosen as content words. Sentence scoresmpeitEm as a weighted count
of the content words in a sentence, which are themmalized by sentence
length. Since an abstract consists of importantesees that can be a part of
important concepts of the paper, we also incorpdtats an additional feature.
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Qualifying adjectives are used to state conclusipmuthor’s opinion based on
experiment facts. Its incidence is an importantuieato identify a conclusion
sentence. If there is a qualifying adjective, thstence score is 1.

Formu_ o1, Ag-1 16 and Ag-2 o are meta-discourse features extracted by using
Teufel's defined patterns [1]. Teufel only used finst occurrence of a pattern

in the sentence. Since a sentence can match rerrpatine pattern, or more
than one pattern, we implemented each pattern énciel as one Boolean
feature.

53 Base Classifiers

To test the various classification strategies, pgaper employs the following
algorithms as the base classifiers: Naive Bayegidtic Regression, Multi-
layer Perceptronk-Nearest Neighbours, PART, C4.5, Random Tree, Rando
Committee, and Support Vector Machines. We useda/gdknplementation of
these algorithms, except for SVM from LibSVM.

Naive Bayes (NB) provides a simple approach using probabilistic Kedge
with two simplifying assumptions: conditional indeqlence of features, and no
hidden attributes influence the prediction [4]. THiB model contains: (1) each
classc probability P(c), and (2) conditional probability of each attribwaluea
given a class, i.eRP(alc). Classification uses the model to find a clasthwi
maximum probability given an instance, as follows:

Logistic Regresson (LR) in this paper uses a multinomial logistic regressio
model, which assumes that the probability of eaalget class can be
determined from a linear combination of observeatufees and some problem-
specific parameters. Training data are utilizeddtermine the optimal value of
the model parameters. This classifier employs Ridggmator, a restricted

maximum likelihood estimator. Ridge estimator ised to improve the

parameter estimates and to reduce the error ofgbicets [16].

Multi-Layer Perceptron (MLP) is a multi-layer artificial neural networs that
maps inputs into appropriate outputs. It consistmaltiple layers of nodes and
each layer is fully connected to the next one. Whe® in this paper employs
backpropagation algorithm for training the netwofk7]. While single
perceptron can learn only linearly separable d#te,learning capability of
MLP is more powerful in that it is also able to tdiguish data that are
nonlinearly separable.

k-Nearest Neighbour (k-NN) is a lazy learning algorithm that only stores the
verbatim training examples. There is no set ofrabtibns model derived from
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training examples [18]. In classification, it sdaesk closest members of the
training data and the prediction is based on thgonity class of those
neighbours. Thus, this classifier constructs aedéfiit approximation of target
function for each new instance. Despite its sinigligt has the advantage for
learning a very complext target function that candescibed by a set of less
complex local approximations.

PART generates rules by combining rules created fronsaectrees and the
separate-and conquer rule-learning [19]. It leams rule at a time from tree
without performing global optimization on the praed rules. A single rule is
generated from a pruned, partial decision tree dgcting a leaf with the
greatest covereage. This learning strategy has bkémed to improve its
efficiency over similar rule-larning methods butl shaintains the accuracy of
classification.

C4.5 produces decision tree by top-down induction derifrem the divide-
and-conquer algorithm. During the tree constructieech node in the tree is
generated based on a data attribute that mostigéflgcsplits its samples into
subsets enriched with one class. Information gaieniployed as the splitting
crition, i.e., attribute with the largest informaii gain (difference in entropy)
will be selected. The splitting process continuasursively on smaller subsets
of data.

Random Tree (RT) is included in the same package as C4.5. It cottstra
tree whose nodes are randomly chosen attributes. niimber of chosen
attributes is a parameter of its technique [17].

Random Committee (RC) is a classifier that is an ensemble of randoni&zab
base classifiers. Each base classifier is buihgisi different random number
seed of the same training data [17]. The final jotexh is calculated by
averaging the predictions generated by the indalithase classifiers.

Support Vector Machine (SVM) is a learning algorithm that constructs a
hyper plane with maximal margin between classes, (@ clear gap that is as
wide as possible) [20]. It finds some support vestahich are the training data
that constrain the margin width. Learning SVM cancbnsidered as a quadratic
optimization problem subject to linear constraim&y non-linear problems
must be converted into linear problem by applyiregniel trick. The SVM
effectiveness depends greatly on the kernel's Befedkernel’'s parameter and
the soft margin parameter. This classifier has beel studied as among the
best classifier to date.
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54 Results

Table 5 provides the performance comparison amargpus classification
strategies. The multi-label classifier is a singlassifier that performs multi-
label classification. The ensemble classifier mgkesliction based on the class
label of classifier with the highest output amorniges n classifiers i=number
of categories). The multi-HO/HE classifier perforielassification on a given
category according to the prediction given by bjnelassifier trained in that
category. As described earlier, multi-HO referghie classification strategy that
trains a binary classifier for a specific classegatry but all employ the same
classification algorithm (i.e. homogeneous classsfi. Similar to multi-HO in
that it uses a classifier trained for a specifiassl category, the multi-HE
(heterogeneous) selects the best performer amoamsgifebrs with various
classification algorithms (i.e., each category nesmploy different classifier
from other categories).

Table5 The accuracy of various classification strategies.

Base Accuracy (%)
Classifiers M ulti-label Ensemble  Multi-HO*  Multi-HE?
SVM 51.0 50.1 80.8
NB 47.8 48.7 79.5
c4.5 46.8 47.3 80.6
LR 51.1 52.4 82.4
MLP 31.1 49.5 78.2 79.6
1-NN 38.2 38.2 76.7
PART 40.5 42.4 78.6
RT 35.1 32.8 77.0
RC 475 475 80.8

*Multi-Homogeneous Classifier
2Multi-Heterogeneous Classifier

As shown in the table, the classification strategieovided by multi-HO/HE
classifier can improve the accuracy by 84% on thexage over the multi-label
classifier while this average improvement is on By ensemble classifier.
Although the total numbers of predictions performeg multi-HO/HE
classifiers (i.e.#categories x #test_set) are different from those of
performed by ensemble and multi-label classifieg. (ionly#t est _set), the
values of accuracy are still comparable to onenwftteer because these values
are derived from the same dataset.
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In addition to provide significantly better accuyaaf prediction, the Multi-HO
classification strategy produces much stable restdgardless of the base
classifier employed. In particular, the performanoémulti-label and ensemble
classification strategies vary greatly among déferbase classifiers, i.e., from
32% (Ensemble-RT) to 52% (Ensemble-Logistics). Thinot the case for the
Multi-HO where the performance differences provideyd different base
classifiers are much smaller (the largest diffeeeisconly about 5%) than that
of in Ensemble (about 20%).

The average accuracy of Multi-HO (79.4%) is complrdo the accuracy of
Multi-HE (79.6%). Base classifiers SVM, LogisticscaRC are among the best
performer in Multi-HO classification strategy withe performance of at least
80.6%, while the performances of the rest of thisia, (MLP, 1-NN & RT base
classifiers in Multi-HO) are worse than Multi-HE. i#W this result, the chance
for obtaining better performance by randomly pigkanbase classifier in Multi-
HO is about fifty percent. Multi-HE classificatistrategy, however, provides
the safe choice.

The performance of multi-HO/HE classifiers for eattetorical category in
terms of F-measure is depicted in Table 6. Thedeft of the table shows the
performance of multi-homogeneous classificatiomtsgyy under various base
classifiers. The last column contains the bestsifiaation method for each
category in the Multi-HE classification strategyh€Fefore, its F-measure value
is the same as the F-measure of Multi-HO classiiieose base classifier is the
best method found in the multi-heterogeneous dlassin the same category.
For instance, in the AIM category, the best metbbthe multi-HE classifier is
1NN, so its F-measure is 0.39 (the same as therpeathce value of multi-HO
under 1NN base classifier on the AIM category).

Rhetorical sentence categorization is indeed acdiff problem in that many
categories are hard to correctly predict. As ingidain Table 6, each base
classifier in Multi-HO strategy suffers from (neagro performance in one or
several categories. Even with the Naive Bayes ifilersgn Multi-HO strategy
that is superior in this particular data set angeeixments, it still suffers from
zero F-measure on OWN_FAIL rhetorical category.(inone of its prediction
is correct). In such cases, C4.5 performs the wotstre it completely fails
(zero F-measures) to correctly predict 11 out of rhétorical categories.
Despite the difficulty of a base classifier in prtthg certain rhetorical
categories, other base classifiers are always #bleredict correctly at
reasonably performance on that categories.

Table 6 empirically confirms the appropriatenessviefiti-HE over Multi-HO
classification strategy for rhetorical sentenceegatization problem. The
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underlined values in the table indicate the besteson the given category over
other classifiers. The multi-heterogeneous (mul}ilassifier has the best F-
measure values on 11 out of 16 rhetorical categocientributed by NB, PART,

1-NN and Logistics base classifiers. In the muttirogeneous (multi-HO)

strategy, the largest number of categories withbtbst F-measure is provided
by the one under Naive Bayes base classifier (8gosdes). Other base
classifiers contribute only from O to 3 categories.

Table 6 also reveals that in some cases the neikirbgeneous classifier
missed to find the truly best methods. In AIM catey, for example, the best
method found based dafold cross validation on training data (in MultEjis
1NN base classifier, but in the test set this isthe case (the best method in
this category is under Logistic base classifiersaswn under Multi-HO).
Similar cases are also found in NOV_ADV, PREV_OWNVN_MTHD and
ANTISUP categories.

Table6 F-measure for each rhetorical category and classifi

Multi-HO Classification Strategy

Rhetorical .
Cat Multi-HE
ategory SVM NB C45 LR MLP INN PART RT RC
AlM 048 040 042 059 048  0.39 0.43 044 038 039 INN
NOV_ADV 0.00 017 0.00 0.00 0.00 0.10 0.04 0.01 005 001 RT
CO_GRO 030 032 0.00 0.27 017 0.22 0.28 0.17 0.280.32 NB
OTHR 001 025 0.00 0.03 0.00 0.5 0.17 0.16 0.060.25 NB

PREV_OWN 0.26 0.24 0.29 0.24 029 0.10 0.18 0.13 0.22 0.18 PART
OWN_MTHD 0.66 0.67 0.65 0.70 0.69 0.60 0.62 060 065 0.66 SVM
OWN_FAIL 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.05 0.00 007 1NN

OWN_RES 0.00 0.17 0.00 0.05 0.01 0.07 0.10 0.09 0.010.17 NB

OWN_CONC 0.01 0.22 0.00 0.09 0.04 0.10 0.17 0.17 0.080.22 NB

CODI 0.00 0.11 0.00 0.08 0.04 0.00 0.12 0.03 0.00 0.12 PART
GAP_WEAK 0.05 025 0.00 0.08 0.10 0.06 0.14 0.10 0.030.25 NB

ANTISUPP 0.08 0.12 0.00 0.00 0.3 0.06 0.00 0.00 0.00 0.06 INN
SUPPORT 0.08 0.32 0.00 0.16 0.07 0.14 0.20 0.13  0.040.32 NB

USE 0.05 0.21 0.00 0.04 0.00 0.12 0.11 0.10 0.040.21 NB

FUT 0.40 0.26 0.30 043 0.33 0.21 0.24 0.15 0.29 043 LR

TEXTUAL 0.25 0.31 0.26 0.30 0.00 0.24 031 0.17 0.22 031 NB

Average 0.16 0.25 0.12 0.19 0.15 0.16 0.19 016 015 0.25

6 Conclusions

In this paper we have described our multiclassdbatassification strategy in
Information Extraction setting to classify rhetalicsentences taken from full
scientific papers. We provide several strategies $olving multi-label
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classification problem and conduct experimentsvaligate their effectiveness
on a standard corpus. The experiment results rekiatthe multi-classifier
approach, which delegates the classification tasé specialist classifier, can
significantly improve the classification accuracyeo ensemble and multi-label
classifiers. When this specialist classifier iestdd from the best classification
method, it boosts the number of best performeaoheategory.

For future work, we will investigate if more comgplelassification strategies
can further improve the current performance, andg titese strategies can be
applied to ontological-based, concept-driven, Mhidngal structures of

documents.
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