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On the Hamming distance of linear codes over a finite chain

ring ∗

Graham H. Norton Ana Sălăgean
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Centre for Communications Research
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Abstract

Let R be a finite chain ring (e.g. a Galois ring), K its residue field and C a linear code

over R. We prove that d(C), the Hamming distance of C, is d((C : α)), where (C : α) is a

submodule quotient, α is a certain element of R and denotes the canonical projection

to K. These two codes also have the same set of minimal codeword supports. We explicitly

construct a generator matrix/polynomial of (C : α) from the generator matrix/polynomials

of C. We show that in general d(C) ≤ d(C) with equality for free codes (i.e. for free R-

submodules of Rn) and in particular for Hensel lifts of cyclic codes over K. Most of the codes

over rings described in the literature fall into this class.

We characterise MDS codes over R and prove several analogues of properties of MDS codes

over finite fields. We compute the Hamming weight enumerator of a free MDS code over R.
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1 Introduction

It is now known that important families of binary non-linear codes are in fact images under a Gray

map of linear codes over Z4; see [6] and the references cited there. Consequently linear codes over

finite rings have received renewed attention in the recent literature. For linear codes over Z4, it

is usually the Lee distance which is studied, due to the fact that it coincides with the Hamming

distance of the image of the code under a Gray map.

However, the Hamming distance of linear codes over finite rings is still important for a number of

reasons. For linear codes over Z2a with a > 2 the Lee distance is no longer equal to the Hamming

distance of the image of the code under a Gray map. (For example the elements of Z8 have Lee

weights ranging from 0 to 4, whereas their images under any Gray map are elements of Z3
2 which

can have Hamming weight at most 3.) Consequently it is not clear which metric is the most

appropriate in this case. Most of the well-known algebraic decoding algorithms for linear codes

over finite fields use Hamming distance. Some of these algorithms can be generalised to linear

codes over finite rings. For example analogues of Berlekamp-Massey algorithm were devised for

Zm in [17], for Galois rings in [7] and more generally for any finite chain ring in [12]. There are

many results on the exact value or lower bounds for the Hamming distance of linear codes over

finite fields. Thus it is useful to have a simple mechanism to transfer all these results to linear

codes over finite rings. Finally, let us note that the Hamming distance is obviously a lower bound

for the Lee distance of the code.

We work with linear codes over finite chain rings. A finite chain ring is a finite ring whose ideals

can be linearly ordered by inclusion or equivalently, a finite local ring with principal maximal

ideal (see [10]). Examples of finite chain rings are Galois rings, and in particular Zpa where p is a

prime and a ≥ 1. Section 2 reviews finite chain and Galois rings and recalls several basic results

from [14]. Galois rings are a natural setting for Reed-Solomon and generalised Reed-Muller codes.

BCH codes can also be defined over finite chain rings ([13]), in analogy to BCH codes over Galois

fields ([8, Chapter 7]).
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The results of this paper (in particular Sections 4 and 5) depend on the structure theorems for

linear and cyclic codes over a finite chain ring which are proved in [14]. These structure theorems

generalise and extend results of [4] and are recalled in Subsection 3.2 for the convenience of the

reader.

Let R be a finite chain ring, K its residue field, γ a fixed generator of the maximal ideal of R and

ν the nilpotency index of γ. The canonical projections from R[X] to K[X] and from Rn to Kn

will be denoted by .

The main result of the paper is in Subsection 4.1, where we show that the (Hamming) distance

of a linear code C over R is equal to the distance of (C : γν−1), where for r ∈ R, (C : r) is

the submodule quotient {e ∈ Rn| re ∈ C}. These two codes also have the same set of minimal

codeword supports. We show that in general the distance of a linear code C over R is at most

the distance of C. Hence we cannot increase distance by working over finite chain rings rather

than over finite fields. More precisely, for a given length and distance, the best rate that can

be achieved by linear codes over R is the same as the best rate that can be achieved by linear

codes over K; see Corollary 4.7. For free codes (i.e. codes which are free R-submodules of Rn)

the distance of C is the same as the distance of C. In particular, the (extended) Hensel lift of a

cyclic code has the same distance as the original code over the finite field K. Hence the classical

BCH, Hartmann-Tzeng, Roos etc. bounds for cyclic codes over a finite field also hold for their

Hensel lifts. The BCH bound over Zm was stated in [18, Theorem 4] with an incorrect proof; see

Remark 4.4(ii).

In Subsection 4.2 we construct a generator matrix/polynomial for the code (C : γν−1) given a

generator matrix/polynomials of C. In Subsection 4.3 we examine a number of codes over Galois

rings described in the literature and apply our results to either determine or give lower bounds for

their distance.

Finally, Section 5 deals with MDS codes over a finite chain ring. We characterise these codes: a

linear code C over R is MDS if and only if (C : γν−1) is an MDS code over K. For free codes this
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means that C is MDS if and only if C is MDS. We prove a number of properties of MDS codes over

R analogous to properties of MDS codes over finite fields. We determine the weight enumerator of

a free MDS code.

When R is a Galois field our results are either straightforward or reduce to classical results.

2 Preliminaries

2.1 Finite chain rings and Galois rings

We begin with the definition and some properties of finite chain rings and continue with Galois

rings, following mainly [10]. For more details and proofs we refer the reader to [14].

Definition 2.1 A finite commutative ring with 1 6= 0 is called a finite chain ring if its ideals are

linearly ordered by inclusion.

A simple example of a finite chain ring is the ring Zpa of integers modulo pa, for some prime p and

a ≥ 1. A finite chain ring is a local ring. It is well known, and not difficult to prove, that a ring is

a finite chain ring if and only if it is a finite local principal ideal ring. Let γ be a fixed generator

of the maximal ideal of R. Then γ is nilpotent and let ν be its nilpotency index i.e. the smallest

positive integer such that γν = 0. Denote by K the residue field R/γR, which is finite. The

cardinality of R is |R| = |K|ν ; see for example [14, Lemma 2.4]. Throughout this paper, R denotes

a finite chain ring with 1 6= 0, γ a fixed generator of the maximal ideal of R, ν the nilpotency index

of γ and K the residue field of R. We set α = γν−1.

The ideals of R are γiR, i = 0, . . . , ν. All the elements of the maximal ideal γR are zero-divisors

and the elements of R \ γR are units. There is a form of unique factorisation in R:

Lemma 2.2 ([10, p. 340]) For any r ∈ R \ {0} there is a unique integer i, 0 ≤ i < ν such that

r = uγi, with u a unit. The unit u is unique modulo γν−i only.

The following result will be used throughout the paper:
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Corollary 2.3 If 1 ≤ i < j ≤ ν and γic ∈ γjR, then c ∈ γj−iR. In particular, if γic = 0 then

c ∈ γν−iR.

There is a canonical projection homomorphism from R to K which extends naturally to a projection

R[X] → K[X]; for any f ∈ R[X] we denote by f its image under this projection; also, for a set

C ⊆ R[X] we define C = {f | f ∈ C}.

For any l ≥ 1, one can construct a Galois extension ring of Zpa as GR(pa, l) = Zpa [X]/(f) with p a

prime number, a ≥ 1 and f ∈ Zpa [X] a monic basic irreducible polynomial of degree l. (Recall that

a non-unit f ∈ R[X] is called basic irreducible if f and f are irreducible.) There are basic irreducible

polynomials of degree l for all l ≥ 1, see e.g. [14, Lemma 2.5]. The ring GR(pa, l) is called a Galois

ring. For l = 1 we obtain the ring Zpa . For a = 1 we obtain the finite field with pl elements,

GF(pl). For any multiple m of l there is an inclusion homomorphism GR(pa, l) ⊆ GR(pa,m).

A Galois ring GR(pa, l) is a finite chain ring. We fix p as the generator of its maximal ideal. The

nilpotency index of p is a and the residue field is GF(pl). In fact, any finite chain ring is a certain

homomorphic image of a polynomial ring GR(pa, l)[X], see [10, Theorem XVII.5].

For any two elements a and b of a ring, we will write a|b for “a divides b”.

We also extend the projection of R to K to a projection of Rn to Kn. For any element c ∈ Rn we

denote by c its image under this projection. For a set C ⊆ Rn, we define C = {c| c ∈ C}.

For any constant r ∈ R and any c ∈ Rn we denote by rc the usual multiplication of a vector by a

scalar. Also, for a set C ⊆ Rn we write rC for the set {rc| c ∈ C}. We will say that a vector c ∈ Rn

is divisible by a constant r ∈ R, and write r|c, if all entries of c are divisible by r. Lemma 2.2

implies that for any c ∈ Rn there is a unique i such that c = γie, 0 ≤ i ≤ ν − 1, e ∈ Rn and γ 6 |e.

The R-submodule αRn also has the structure of K-vector space, with multiplication of a vector

αc ∈ αRn by b ∈ K defined as usual to be aαc where a ∈ R is an element for which a = b. As

in [14, Lemma 2.9] we obtain the following:

Lemma 2.4 The map ϕ : αRn → Kn given by ϕ(αc) = c is an isomorphism of K-vector spaces.
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2.2 Linear algebra over R

For solving linear systems over a commutative ring, the McCoy rank of a matrix ([9, p. 159]) plays

a role similar to that of rank in the case of fields. It is not hard to see that the McCoy rank of a

matrix over a finite chain ring R is equivalent to the following:

Definition 2.5 The McCoy rank of a matrix M over R is the largest number t such that at least

one of the t× t minors of M is a unit. If none of the minors of M is a unit the McCoy rank is 0.

Clearly the McCoy rank of an m× n matrix is at most min{m,n}.

We examine now linear dependence in Rn. Note that if v ∈ Rn and γ|v then v is linearly dependent,

as αv = 0.

Theorem 2.6 Let v1, . . . , vm ∈ Rn \ γRn. Then v1, . . . , vm are linearly dependent if and only if

v1, . . . , vm are linearly dependent.

Proof. Let v1, . . . , vm be linearly dependent i.e. suppose that there are µ1, . . . , µm ∈ R, not all

zero, such that
∑m

i=1 µivi = 0. Let j be maximal such that γj |µi for 1 ≤ i ≤ m. Write µi = γjµ′i.

Then γj
∑m

i=1 µ′ivi = 0 implies γ|∑m
i=1 µ′ivi. Hence

∑m
i=1 µ′ivi = 0, which means that v1, . . . , vm

are linearly dependent, since by the maximality of j, at least one of the µ′i is not divisible by γ.

Let v1, . . . , vm be linearly dependent i.e.
∑m

i=1 βivi = 0, for some βi ∈ K, not all zero. Let µi ∈ R

be such that µi = βi. Then γ|∑m
i=1 µivi, hence

∑m
i=1 αµivi = α

∑m
i=1 µivi = 0. At least one of the

µi is a unit i.e. at least one of the αµi is not zero. Therefore v1, . . . , vm are linearly dependent. 2

Corollary 2.7 The following assertions are equivalent:

(i) the McCoy rank of M is t.

(ii) the rank of M is t.

(iii) M has t linearly independent rows and any t + 1 rows are linearly dependent.

(iv) M has t linearly independent columns and any t + 1 columns are linearly dependent.
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A system of linear equations for which the McCoy rank of the matrix equals the number of equations

can be solved in the usual way:

Proposition 2.8 (Cramér’s rule, [11, p. 80]) Let M be an n × n matrix with McCoy rank

equal to n. Then a system of equations Mxtr = b has the unique solution xi = det(Mi)/ det(M),

for i = 1, . . . , n, where Mi is the matrix M with the i-th column replaced by b.

Corollary 2.9 Let M be an m × n matrix over R, with m ≤ n. If the McCoy rank of M is m

then |{x ∈ Rn| Mxtr = 0}| = |R|n−m.

3 Codes over a finite chain ring

3.1 Definitions

Let n ≥ 1 be a fixed natural number. By a (block) code of length n over R we will mean a non-

empty subset of Rn. We will only consider codes different from {0} and n will always denote the

length of the code. The code is called linear if it is an R-submodule of Rn.

A code is called cyclic if it is linear and invariant with respect to cyclic shifts. As usual, by

identifying the entries of a vector in Rn with the coefficients of a polynomial in R[X] of degree less

than n, cyclic codes are precisely the ideals of R[X]/(Xn − 1). We will denote by id(S) the ideal

generated by a set S ⊆ R[X]/(Xn − 1) and write id(f1, . . . , fs) for id({f1, . . . , fs}).

When working with cyclic codes we will always assume that n is not divisible by the characteristic

of K, so that Xn − 1 has no multiple factors in K[X]. Then for any monic factor f ∈ K[X] of

Xn − 1 there is a unique monic g ∈ R[X] such that g = f and g|Xn − 1. This is a consequence of

Hensel lifting, see for example [14, Theorem 2.7].

Definition 3.1 (Hensel lift of a cyclic code) Let f ∈ K[X] be monic such that f |Xn − 1 and

let g ∈ R[X] be the unique monic polynomial such that g|Xn − 1 and g = f . Then the cyclic code

id(g) is called the Hensel lift of the cyclic code id(f).
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It is easy to check that the Hensel lift of a cyclic code E over K is a free cyclic code over R whose

projection is E.

3.2 The structure of linear and cyclic codes over R

In this subsection we recall some results on the structure of linear and cyclic codes over R. We

will use the approach introduced for the ring Zpa in [4] and developed in greater detail for finite

chain rings in [14].

For k > 0, Ik denotes the k × k identity matrix.

Definition 3.2 (Generator matrix) Let C be a linear code over R. A generator matrix G for

C is said to be in standard form if after a suitable permutation of the coordinates,

G =




Ik0 A01 A02 A03 . . . A0,ν−1 A0,ν

0 γIk1 γA12 γA13 . . . γA1,ν−1 γA1,ν

0 0 γ2Ik2 γ2A23 . . . γ2A2,ν−1 γ2A2,ν

...
...

...
...

...
...

0 0 0 0 . . . γν−1Ikν−1 γν−1Aν−1,ν




(1)

say, where the columns are grouped into blocks of sizes k0, k1, . . . , kν−1, n −
∑ν−1

i=0 ki with ki ≥ 0.

We associate to G the matrix

A =




Ik0 A01 A02 A03 . . . A0,ν−1 A0,ν

0 Ik1 A12 A13 . . . A1,ν−1 A1,ν

0 0 Ik2 A23 . . . A2,ν−1 A2,ν

...
...

...
...

...
...

0 0 0 0 . . . Ikν−1 Aν−1,ν




=




A0

A1

A2

...

Aν−1




(2)

The following results generalize [4, p. 22–23]. For proofs, see [14, Section 3].

Theorem 3.3 Any linear code C has a generator matrix in standard form. All generator ma-

trices in standard form for a linear code C have the same parameters k0, . . . , kν−1 and |C| =

|K|
Pν−1

i=0 (ν−i)ki .
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This theorem justifies the following notation.

Definition 3.4 Let C be a linear code. We denote by k(C) the number of rows of a generating

matrix G in standard form for C, and for i = 0, . . . , ν − 1 we denote by ki(C) the number of rows

of G that are divisible by γi but not by γi+1.

Clearly, k(C) =
∑ν−1

i=0 ki(C).

Theorem 3.5 Let C be a linear code with generator matrix G in standard form as in (1). Then

(i) If for 0 ≤ i < j ≤ ν, Bi,j = −∑j−1
k=i+1 Bi,kAtr

ν−j,ν−k −Atr
ν−j,ν−i, then

H =




B0,ν B0,ν−1 . . . B0,1 In−k(C)

γB1,ν γB1,ν−1 . . . γIkν−1(C) 0

...
...

...
...

γν−1Bν−1,a γν−1Ik1(C) . . . 0 0




=




B0

γB1

...

γν−1Bν−1




(3)

is a generator matrix for C⊥ and a parity check matrix for C.

(ii) We have k(C⊥) = n− k0(C), k0(C⊥) = n− k(C) and ki(C⊥) = kν−i(C), for i = 1, . . . , ν − 1.

(iii) (C⊥)⊥ = C.

A linear code is called free if it is a free R-submodule.

Corollary 3.6 Let C be a linear code. The following assertions are equivalent:

(i) C is a free code.

(ii) Any generator matrix in standard form for C is of the form (Ik(C) M) for some matrix M .

(iii) k(C) = k0(C).

(iv) C⊥ is free.

Definition 3.7 (Generating set in standard form) We say that S = {γa0ga0 , γa1ga1 , . . . ,

γasgas} is a generating set in standard form for the cyclic code C = id(S) if 0 ≤ s < ν and
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(i) 0 ≤ a0 < a1 < a2 < . . . < as < ν,

(ii) gai
∈ R[X] is monic for i = 0, . . . , s,

(iii) deg(gai
) > deg(gai+1) for i = 0, . . . , s− 1 and

(iv) gas
|gas−1 | . . . |ga0 |Xn − 1.

The following is [14, Theorem 4.4] and generalizes [4, Theorem 6].

Theorem 3.8 Any non-zero cyclic code C over R has a unique generating set in standard form.

In the notation of Definitions 3.4 and 3.7, we have k(C) = n− deg(gas).

Corollary 3.9 The cyclic code C is the Hensel lift of a cyclic code if and only if there is a monic

g ∈ R[X] such that {g} is the generating set in standard form for C.

Recall that the reciprocal of a non-zero polynomial f is f∗(X) = Xdeg(f)f(1/X). For a polynomial

f ∈ R[X] whose constant term f0 is a unit, we define f# to be equal to f∗ divided by f0. Clearly,

the constant term of any divisor of Xn − 1 is a unit.

Theorem 3.10 Let C be a cyclic code over R with {γa0ga0 , γ
a1ga1 , . . . , γ

asgas} a generating set

in standard form. Put as+1 = ν and for j = −1, gaj = Xn − 1. For j = 0, . . . , s + 1, let bj =

ν − as+1−j and hbj = ((Xn − 1)/gas−j )
#. Then {γb0hb0 , γ

b1hb1 , . . . , γ
bs+1hbs+1} is the generating

set in standard form for C⊥.

3.3 Related code constructions

For any code C ⊆ Rn and r ∈ R we define the code (C : r) by

(C : r) = {e ∈ Rn|re ∈ C}.

When C is linear, (C : r) is a submodule quotient and it is a linear code. When C is cyclic, (C : r)

is an ideal quotient and it is a cyclic code.

The following properties will provide a characterization of free codes.
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Proposition 3.11 Let C be a code. The following assertions are equivalent:

(i) C ∩ γiRn = γiC for i = 0, . . . , ν − 1.

(ii) γi(C : γi) = γiC for i = 0, . . . , ν − 1.

(iii) There is a D ⊆ Rn \ γRn such that C = D ∪ γD ∪ . . . ∪ γν−1D.

Proof. (i) ⇔ (ii) it is easy to check that C ∩ γiRn = γi(C : γi) for any code C.

(i) ⇒ (iii) Take D = C \ γRn. Since D ⊆ C, we have γiD ⊆ γiC ⊆ C, by (i). So ∪ν−1
i=0 γiD ⊆ C.

Let now c ∈ C and let i be maximal such that γi|c. Then c ∈ C ∩ γiRn = γiC. Hence c = γie for

some e ∈ C. By the maximality of i, γ 6 |e, so e ∈ D and c ∈ γiD.

(iii) ⇒ (i) is easily verified. 2

A code satisfying any of the equivalent properties of Proposition 3.11 is closed under multiplication

by γ, but need not be linear. Examples of such non-linear codes can easily be constructed using

part (iii) of Proposition 3.11.

Corollary 3.12 (i) If a code satisfies any of the equivalent properties of Proposition 3.11 then

(C : γi) = C for i = 0, . . . , ν − 1.

(ii) A code is free if and only if it is linear and it satisfies any of the equivalent properties in

Proposition 3.11.

Proof. (i) Apply an argument similar to the proof of Corollary 2.3 to Proposition 3.11(ii).

(ii) Let C be a free code and let G = (Ik(C) M) be a generator matrix in standard form for C.

We show that for 0 ≤ i ≤ ν − 1, C ∩ γiRn ⊆ γiC. Let c = vG = (v vM) ∈ C ∩ γiRn for some

v ∈ Rk(C). Then v = γiu for some u ∈ Rk(C) and c = γiuG ∈ γiC, as required.

Let C be a linear code satisfying Proposition 3.11. By (i), C = (C : γi) for i = 0, . . . , ν − 1 and so

k0(C) = dim(C) = dim((C : γi)) = k0(C) + · · · + ki(C) by [14, Lemma 3.4]. Thus k1(C) = . . . =

kν−1(C) = 0 i.e. C is free. 2
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For any code C we will denote by C+ the code obtained by extending C by an overall parity check

symbol.

Proposition 3.13 For any code C and any r ∈ R, we have (C+ : r) = (C : r)
+
.

The proof is straightforward. In particular, the case r = 1 yields C+ = C
+
.

4 The Hamming distance of linear codes over R

4.1 The main result

For c ∈ Rn we denote by wt(c) the (Hamming) weight of c. The (minimum) distance of a code C

will be denoted by d(C). The support of c = (c1, . . . , cn) ∈ Rn is the set supp(c) = {i| ci 6= 0}.

For a code C we define supp(C) = {supp(c)| c ∈ C, c 6= 0}. We will denote by S(C) the set of

minimum supports of elements in C i.e. the elements of supp(C) which are minimal with respect to

inclusion. Obviously d(C) = min{|A| | A ∈ S(C)} so if C and D are codes such that S(C) = S(D)

then d(C) = d(D).

Lemma 4.1 The isomorphism ϕ : αRn → Kn defined in Lemma 2.4 preserves the support and

weight of codewords i.e. supp(αc) = supp(ϕ(αc)) = supp(c) and wt(αc) = wt(c).

Proof. The codeword αc has zero entries exactly on those positions where c has entries divisible

by γ. These are, on the other hand, exactly the positions where c has zero entries. 2

Theorem 4.2 Let C be a linear code over R. Then:

(i) S(C) = S(C ∩ γiRn) and d(C) = d(C ∩ γiRn) for all 0 ≤ i ≤ ν − 1.

(ii) S(C) = S((C : α)) and d(C) = d((C : α)) for all 0 ≤ i ≤ ν − 1.

(iii) If C 6= {0} then d(C) ≤ d(C).

(iv) S(C+) = S(((C : α))+) and d(C+) = d(((C : α))+).
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Proof. (i) We first prove that S(C) = S(D) where D = C ∩ γν−1Rn. Let c ∈ C be such that

supp(c) ∈ S(C). We have supp(c) ⊇ supp(γc) ⊇ supp(γ2c) ⊇ . . . ⊇ supp(γν−1c). If j is maximal

such that γjc 6= 0, then supp(c) = supp(γjc), due to the minimality of supp(c). By Corollary 2.3,

γj+1c = 0 implies γjc ∈ D. Since D ⊆ C and supp(γjc) is minimal in supp(C), it is also minimal

in supp(D). Hence S(C) ⊆ S(D). For the reverse inclusion, let e ∈ D be such that supp(e) is

minimal in supp(D). Since D ⊆ C, we have supp(e) ∈ supp(C). Assume for a contradiction

that supp(e) is not minimal in supp(C). Then there is a c ∈ C such that supp(c) ∈ S(C) and

supp(c) ⊂ supp(e) with strict inclusion. We showed that S(C) ⊆ S(D), so there is an e′ ∈ D such

that supp(e′) = supp(c) ⊂ supp(e) contradicting the fact that e ∈ S(D).

For 0 ≤ j ≤ ν − 2 we apply the preceding result to the code C ∩ γjRn i.e. S(C ∩ γjRn) =

S(C ∩ γjRn ∩ γν−1Rn) = S(C ∩ γν−1Rn) = S(C).

(ii) By (i), S(C) = S(C ∩ αRn). Put D = (C : α). Then C ∩ αRn = αD, so S(C) = S(αD) =

S(ϕ(αD)) by Lemma 4.1. Finally, the definition of the isomorphism ϕ gives ϕ(αD) = D and

therefore S(C) = S(D).

(iii) Using (ii), C 6= {0} and (C : γi) ⊆ (C : γi+1) for i = 0, . . . , ν−2, we have d(C) = d((C : α)) =

d((C : γν−1)) ≤ d((C : γν−2)) ≤ . . . ≤ d((C : γ0)) = d(C).

(iv) Use the fact that (C+ : α) = ((C : α))+ by Proposition 3.13. 2

Corollary 4.3 If C is a free code (in particular, if C is the Hensel lift of a cyclic code) then

S(C) = S(C), d(C) = d(C), S(C+) = S(C
+
) and d(C+) = d(C

+
).

Proof. Apply Theorem 4.2 (ii) and (iv) using the fact that for a free code C = (C : α), by

Corollary 3.12. 2

By Corollary 4.3 above, all the classical lower bounds for the distance of cyclic codes over finite

fields (BCH, Hartmann-Tzeng, Roos etc.) also apply to their Hensel lifts.

Remarks 4.4 (i) Theorem 4.2 holds more generally for non-linear codes closed under multiplica-
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tion by γ, as can be seen from the proof. Corollary 4.3 is also valid for non-linear codes that satisfy

any of the properties of Proposition 3.11.

(ii) The inequality d(C) ≥ d(C) contained in Corollary 4.3 was stated for Hensel lifts of cyclic

codes in [18, Proof of Theorem 4] but the proof given there is incorrect. Namely for a word c ∈ C

of minimum weight it is inferred that d(C) = wt(c) ≥ wt(c) ≥ d(C), but the last inequality fails

when c = 0.

4.2 Determining (C : α) and its distance

We saw in Theorem 4.2(ii) that finding d(C) reduces to finding d((C : α)). We will determine the

latter code using the generator matrix/polynomials of the code C described in Subsection 3.2.

Theorem 4.5 (i) Let C be a linear code. Let G be a generator matrix in standard form for C as

in (1), A the matrix associated to G as in (2) and B0 as in Theorem 3.5. Then A is a generator

matrix and B0 is a parity check matrix for the linear code (C : α).

(ii) If C is a cyclic code with generating set in standard form {γa0ga0 , γa1ga1 , . . . , γasgas}, then

the generator polynomial of (C : α) is gas
.

(iii) ((C : α))⊥ = C⊥.

Proof. Part (i) follows from Theorem 3.5 and [14, Lemma 3.4], part (ii) from [14, Lemma 4.3]

and part (iii) from [14, Theorem 3.10](ii). 2

Corollary 4.6 (i) Let C be a linear code with generator matrix in standard form G as in (1) and

A associated to G as in (2). If D is the linear code over K generated by A, then S(C) = S(D) and

d(C) = d(D).

(ii) d(C) = d if and only if any d− 1 columns of B0 are linearly independent and some d columns

of B0 are linearly dependent.

(iii) If C is a cyclic code with generating set in standard form {γa0ga0 , γ
a1ga1 , . . ., γasgas} and
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D = id(gas
) ⊂ K[X]/(Xn − 1), then S(C) = S(D) and d(C) = d(D). Also, S(C+) = S(D+) and

d(C+) = d(D+).

Proof. Apply Theorem 4.5 to Theorem 4.2. 2

Recall that the rate of a code C over R is ρ(C) = (log|R| |C|)/n. If C is a linear code, using

the expression for |C| given in Theorem 3.3 and the fact that |R| = |K|ν , we obtain ρ(C) =

(
∑ν−1

i=0 (ν − i)ki(C))/(nν). If C is free then ρ(C) = k(C)/n, by Corollary 3.6.

Corollary 4.7 (i) Let C be a linear code which is not free. There is a free code D of the same

length such that d(D) = d(C), k(D) = k(C) and |D| > |C|.

(ii) Let C be a linear code. Then ρ(C) ≤ ρ((C : α)), with equality if and only if C is free. When

C is free, ρ(C) = ρ(C).

(iii) max{ρ(C)|C ⊆ Rn, C linear, d(C) = d} = max{ρ(C)|C ⊆ Kn, C linear,d(C) = d}.

Proof. (i) Let G be a generator matrix in standard form for C and A the matrix associated to

G as in (2). Take D to be the free code generated by A. By Corollary 4.6, d(C) = d(D), and by

Theorem 3.3, |D| > |C|, as k0(D) = k(D) = k(C). (We remark that if C is a cyclic code given by a

generating set in standard form {γa0ga0 , γ
a1ga1 , . . . , γ

asgas}, this amounts to taking D = id(gas);

see [14, Theorem 4.5].)

(ii) Use the fact that dim((C : α)) = k(C), by Theorem 4.5(i).

(iii) The “≤ part” follows from (ii). For proving the “≥ part”, let E be a linear code over K with

d(E) = d and ρ(E) maximal. Let G be a matrix over R such that G is a generator matrix of E.

The linear code C over R generated by G is free and it has the same distance and rate as C = E.

2

Hence, from the point of view of Hamming distance, it is always better to work with free codes

(which includes Hensel lifts of cyclic codes).
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Remarks 4.8 (i) All the results on cyclic codes proved so far in this paper also hold when we

replace Xn − 1 by any polynomial f ∈ R[X] such that f has no multiple factors in K[X]. The

codes thus obtained have a structure similar to that of cyclic codes, see [14, Remark 4.12]. For the

particular case f = Xn + 1 we obtain negacyclic codes and for f = Xn + c, c ∈ R \ {0} we obtain

constacyclic codes.

(ii) There are linear codes C of length n ≥ 2 for which the difference d(C)−d(C) is as large as the

distance between two non-zero codes of length n can be i.e. n− 1. For example if C has generator

matrix 


1 1 . . . 1

0 γIn−1




then d(C) = 1 but d(C) = n.

(iii) In [4, Corollary to Theorem 6] it is proved that any ideal C in Zpa [X]/(Xn − 1) is principal.

One might be tempted to apply Corollary 4.6(iii) to the unique generator g of C and conclude

(wrongly) that d(C) = d(id(g)) = d(id(g)) = d(C) for any cyclic code C. For the unique generator

of C does not necessarily divide Xn− 1, as can be seen from [4, loc. cit.] so it is not necessarily a

generating set in standard form for C. Indeed {g} cannot be a generating set in standard form for

C unless C is the Hensel lift of a cyclic code over K, see Corollary 3.9. This situation is illustrated

in Example 4.10 below.

Cyclic codes over Galois rings can also be described in terms of roots of Xn − 1, see [14, Section

4.4]. Theorem 4.9 below determines their distance in this case.

Let R = GR(pa, l) and let m ∈ N be such that l|m and n|pm − 1. The ring GR(pa,m) is an

extension of R in which Xn − 1 has n roots. As in [14, Section 4.4], let ξ ∈ GR(pa,m) be a

primitive root of Xn − 1 such that ξ is primitive as well. Let U be a set of representatives for the

conjugacy classes of ξ over K i.e. a maximal subset of {0, . . . , n − 1} such that ξ
i

and ξ
j

have

distinct minimal polynomials in K[X]. By [14, Lemma 4.13], U is also a set of representatives for

the conjugacy classes of ξ over R.
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Theorem 4.9 Let C be a cyclic code. Let 0 ≤ s ≤ a−1, 0 ≤ a0 < . . . < as < as+1 = a be integers

and let {Laj | j = 0, . . . , s + 1} be a partition of U such that

C = {c ∈ R[X]/(Xn − 1)| pa−aj c(ξij ) = 0, ij ∈ Laj
, j = 0, . . . , s + 1, }

as in [14, Theorem 4.14]. Then

d(C) = d({c ∈ K[X]/(Xn − 1)| c(ξ
ias+1 ) = 0, ias+1 ∈ Las+1}).

Proof. Use Corollary 4.6(iii) and [14, Theorem 4.14]. 2

4.3 Examples

Using the results of the previous two subsections we will determine or give lower bounds for the

distance of several codes over finite rings described in the literature.

Example 4.10 ([4, Example 5]) Let R = Z4 and n = 7. The factorisation of X7 − 1 over Z2:

X7 − 1 = (X − 1)(X3 + X + 1)(X3 + X2 + 1)

lifts to Z4[X] giving

X7 − 1 = (X − 1)(X3 + 2X2 + X + 3)(X3 + 3X2 + 2X + 3).

Let g1 = X3 +2X2 +X +3 and g0 = (X− 1)g1. Consider the cyclic code C = id(g0, 2g1), which is

code number 22 in Table 1, loc.cit. By Corollary 4.6(iii), d(C) = d(id(g1)) = d(id(X3+X+1)) = 3.

On the other hand, by [4, Corollary to Theorem 6], the ideal C is principal with generator g =

g0 + 2g1. The reader might be tempted to apply Corollary 4.6(iii) to this generator and conclude

that d(C) = d(C) = d(id(g)) = d(id(g0)) = 4. However, g 6 |X7− 1, so it is not a generating set in

standard form for C. (See also Remark 4.8(iii).)

Similarly we can determine the distance for the other codes of [4, Example 5], obtaining distance

1 for the codes 8,9,11,14,18,25, distance 2 for codes 7,10,20, distance 3 for codes 5,12,22,26,
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distance 4 for codes 3,16 and distance 7 for codes 2,24. Note that the distances in [4, Table 1] are

Lee distances, whereas we obtain Hamming distances.

Many of the codes over rings described in the literature are (extended) Hensel lifts of cyclic codes.

By Corollary 4.3, these codes have the same distance as the original (extended) cyclic codes over

K. We now present some examples of this.

Example 4.11 (The [8,4] Hamming code) In [4, Example 1] an extended Hamming code of

length 8 over Z2a is constructed by extending the Hensel lift of the code generated by X3 + X + 1

over Z2. It is proved, loc. cit. that this code has distance 4, which also follows from Corollary 4.3.

Example 4.12 (BCH codes, [18]) The BCH code over R = Zpa of designed distance d is the

Hensel lift of the BCH code over Zp of designed distance d. By Corollary 4.3, the two codes have

the same distance.

Example 4.13 (Kerdock and Preparata codes, [6]) In [6] it is proved that Kerdock and Preparata

codes are the image under the Gray map of certain extended cyclic codes over Z4, denoted K and

P, respectively. We will show that d(K) = 2m−1 and d(P) = 4.

Let R = Z4, m be odd, m ≥ 3 and n = 2m − 1. Let h ∈ Z4[X] be a primitive basic irreducible

polynomial of degree m such that h|Xn − 1. Let g be the reciprocal of (Xn − 1)/((X − 1)h). Note

that g|Xn − 1. As in [6], let K = id(g)+. By Corollary 4.6(iii), d(K) = d(id(g)+). Without loss

of generality we may assume that h is the minimal polynomial of a primitive n-th root of unity

ξ ∈ GR(4,m) and that ξ is a primitive n-th root of unity in GF(2m). The code id(g) is a cyclic

code defined by the roots (ξ)2
m−1+1, (ξ)2

m−1+2, . . . , (ξ)2
m−2, hence it is a BCH code with designed

distance 2m−1− 1. By [8, Ch. 9, Theorem 5], this is the actual distance of the code. The extended

code has distance 2m−1. Hence d(K) = 2m−1.

Now let P = id(h)+. By Corollary 4.6(iii), d(P) = d(id(h)+). The code id(h) is the Hamming

code with distance 3. Hence d(P) = 4.
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Example 4.14 (Generalised Reed-Muller codes) It is well-known that for 0 ≤ r ≤ m(pl−1)

the generalised Reed-Muller code GRM(r,m) over GF(pl) is an extended BCH code [1, Section

5.5]. It follows that we can define GRM(r,m) over GR(pa, l) as an extension of a Hensel lift, and

by Corollary 4.3 that these codes will have distance equal to the distance of their projections over

GF(pl) given in [1, Corollary 5.5.4]. In fact Example 4.13 is the case p = a = 2 and l = 1 with

r = 1 for K and r = m− 1 for P since K⊥ = P, [6].

Example 4.15 (Goethals, Goethals-Delsarte codes [6]) Let m be odd, n = 2m − 1 and 1 ≤

r ≤ (m − 1)/2. In [6, Theorem 24] it is shown that the Goethals-Delsarte code GD(m + 1, r + 2)

(and for the particular case r = 1, the Goethals code) has the same weight distribution as the image

under the Gray map of the code GD = {c ∈ Z4[X]/(Xn − 1) | c(ξ) = 2c(ξ3) = . . . = 2c(ξ1+2r

) =

0}+, where ξ is a primitive n-th root of unity such that ξ is primitive as well. By Theorem 4.9,

d(GD) = d({c ∈ Z2[X]/(Xn − 1) | c(ξ) = 0}+) = 4.

Example 4.16 (Quadratic residue codes) Quadratic residue codes over Zpa are constructed

in [4, 3, 16, 2] as Hensel lifts of quadratic residue codes over Zp. By Corollary 4.3, their distance

is the same as the distance of the original codes over Zp.

Example 4.17 (Golay codes) The Golay codes of length 24 over Z2a and of length 12 over Z3a

are constructed in [4, Example 2 and 3] by lifting the generator polynomial of the respective Golay

codes over Z2 and Z3, then appending a 1 to each row of the generator matrix. By Corollary 4.3

the lifted codes have the same distance (8 and 6, respectively), as the original Golay codes. This

result is stated (without proof) in loc. cit.

Example 4.18 In [5] a cyclic code which is not a Hensel lift is studied, namely C = D+ with

D = {c ∈ Z4[X]/(Xn − 1)| c(ξ) = c(ξ3) = 2c(ξ5) = 0}, where n = 2m − 1 for some m and ξ is

a primitive n-th root of unity such that ξ is primitive as well. By Theorem 4.9, D has the same

distance as the code {c ∈ Z2[X]/(Xn − 1)| c(ξ) = c(ξ
3
) = 0}, a BCH code of designed distance 5.

Hence d(C) ≥ 6.
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5 MDS codes over R

5.1 The Singleton bound over R

We begin by recalling three possible proofs of the Singleton bound for a linear code C over a

field with q elements. The first proof consists of deleting d(C) − 1 coordinates in the code and

obtaining |C| distinct words, which gives |C| ≤ qn−d(C)+1(for any code, not necessarily linear).

If C is linear, |C| = qdim(C) implies that d(C) ≤ n − dim(C) + 1, as required. The second proof

looks at a generator matrix of C in standard form. Any row of this matrix is a codeword of weight

n− dim(C) + 1. The third proof uses the fact that any d(C)− 1 columns of a parity check matrix

for C are linearly independent, otherwise there would be a word of weight d(C) − 1 in the code.

On the other hand the parity check matrix has n − dim(C) rows, so it can have no more than

n− dim(C) linearly independent columns.

Let us apply similar arguments to a linear code C over the finite chain ring R, omitting the trivial

case C = Rn. The first argument gives |C| ≤ |R|n−d(C)+1 (for any code). Recall that |R| = |K|ν ,

and that |C| = |K|
Pν−1

i=0 (ν−i)ki(C) by Theorem 3.3. Hence, for a linear code

d(C) ≤ n− 1
ν

ν−1∑

i=0

(ν − i)ki(C) + 1. (4)

Secondly, in a generator matrix in standard form, the last row is a codeword of weight n−k(C)+1,

hence

d(C) ≤ n− k(C) + 1. (5)

Thirdly, any d(C) − 1 columns of the parity check matrix are linearly independent. Only the

rows which are not divisible by γ in the standard form of the parity check matrix may be linearly

independent, i.e. at most k0(C⊥) = n − k(C) rows. By Corollary 2.7 this is also the maximum

number of linearly independent columns. We obtain again the inequality (5).

Note that (5) implies (4). The two inequalities coincide if and only if C is a free code, by Corol-

lary 3.6. As in [4], we will call inequality (5) the Singleton bound over R.
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5.2 MDS codes

Definition 5.1 ([4, p.28]) A linear code C for which d(C) = n − k(C) + 1 is called an MDS

(maximum distance separable) code.

Clearly when R is a finite field we have k(C) = dim(C) and we obtain the usual definition of

an MDS code. By Corollary 4.7(i) we could restrict our attention to free MDS codes. However,

whenever possible, the results of this section are proved for MDS codes which are not necessarily

free.

For the rest of this section, we put k = k(C) and d = d(C).

Since any codeword of C provides a linear dependency between the columns of any parity check

matrix, the following is immediate.

Theorem 5.2 Let C be a linear code over R. Then C is MDS if and only if any n − k columns

of a parity check matrix of C are linearly independent.

Note that for linear codes over finite fields, C is MDS if and only if any k columns of the generator

matrix of C are linearly independent (see [8, Corollary 3, Ch. 11]). This assertion does not hold

over R. For if C is an MDS code which is not free and k columns of G are linearly independent,

then all k rows of G are linearly independent, which is impossible since some of them are divisible

by γ.

The following theorem gives an important characterisation of MDS codes over finite chain rings.

Theorem 5.3 A linear code C is MDS over R if and only if (C : α) is MDS over K.

Proof. By Theorem 4.5(i) we have dim((C : α)) = k(C) and by Theorem 4.2(ii), d((C : α)) =

d(C). 2

Over finite fields, a linear code is MDS if and only if its dual is MDS. (See for example [8, Theorem

2, Ch. 11].) This is not, in general, the case over R. There is however the following characterization:
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Theorem 5.4 A linear code C is MDS if and only if C⊥ is MDS.

Proof. By Theorem 5.3, C is MDS if and only if (C : α) is MDS. From Theorem 4.5(iii),

((C : α))⊥ = C⊥, hence (C : α) is MDS if and only if C⊥ is MDS. 2

Corollary 5.5 Let C be a free code. The following assertions are equivalent.

(i) C is MDS.

(ii) C is MDS.

(iii) C⊥ is MDS.

(iv) Any k columns of a generator matrix G of C are linearly independent.

(v) γjC is MDS for all j ∈ {0, . . . , ν − 1}.

(vi) γjC is MDS for some j ∈ {0, . . . , ν − 1}.

Proof. For a free code we have C = (C : α) and C ∩ γjRn = γjC by Proposition 3.11 and

Corollary 3.12.

For (i) ⇔ (ii) use Theorem 5.3.

For (i) ⇔ (iii) use the fact that, by Theorem 5.4, C is MDS if and only if C⊥ is MDS. Applying

the already proved equivalence (i) ⇔ (ii) to the free code C⊥, we have that C⊥ is MDS if and only

if C⊥ is MDS.

For (ii) ⇔ (iv) use the fact that since C is free, G has k non-zero rows and C is MDS if and only

if any k columns of G are linearly independent. Then apply Theorem 2.6.

For (i) ⇔ (v) and (i) ⇔ (vi) use the fact that d(C) = d(C ∩ γjRn) by Theorem 4.2(i), and, since

C is free, k(γjC) = k(C). 2

The only known non-trivial MDS codes over finite fields are Reed-Solomon codes and their exten-

sions (see [8, §5, Ch. 11]). Using Theorem 5.3 and Corollary 5.5 we will construct MDS codes over

Galois rings.
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Example 5.6 (Reed-Solomon codes and their extensions) Reed-Solomon codes over Galois

rings were introduced in [18] as Hensel lifts of Reed-Solomon codes. In this example, R = GR(pa, l),

n|pl − 1 and ξ ∈ R is a primitive n-th root of unity such that ξ is a primitive n-th root of unity

in K. Then the Reed-Solomon code over R with distance d is generated by g = (X − ξ)(X −

ξ2) · · · (X − ξd−1) and has parity check matrix:

H =




1 ξ ξ2 . . . ξn−1

...
...

...
...

1 ξd−1 (ξd−1)2 . . . (ξd−1)n−1




.

This is a free MDS code over R, by Corollary 5.5. We can extend this code as in [8, §5, Ch.11]

and obtain other MDS codes. Namely, the codes of length n + 1 and n + 2 with distance d + 1 and

d + 2 respectively, defined by the parity check matrices

H ′ =




1 1 1 . . . 1 1

1 ξ ξ2 . . . ξn−1 0

...
...

...
...

...

1 ξd−1 (ξd−1)2 . . . (ξd−1)n−1 0




and

H ′′ =




1 1 1 . . . 1 1 0

1 ξ ξ2 . . . ξn−1 0 0

...
...

...
...

...
...

1 ξd−1 (ξd−1)2 . . . (ξd−1)n−1 0 0

1 ξd (ξd)2 . . . (ξd)n−1 0 1




are MDS. This can be easily checked using Corollary 5.5 since the codes are free and H ′ and H ′′

are parity check matrices of MDS codes over K. Also for p = 2 the extended code with parity check

matrix:

H ′′′ =




1 1 1 . . . 1 1 0 0

1 ξ ξ2 . . . ξn−1 0 1 0

1 ξ2 (ξ2)2 . . . (ξ2)n−1 0 0 1



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and its dual code are MDS.

Actually any other free code over R whose parity check matrix coincides modulo p with H,H ′,H ′′

or H ′′′ above is MDS. Also, any linear code C which is not necessarily free, but for which B0 equals

H, H ′, H ′′ or H ′′′ (where B0 is as defined in Theorem 3.5) is MDS by Theorems 4.5 and 5.3.

In the following example we construct an MDS code C such that neither C nor C⊥ is MDS. This

means Corollary 5.5 fails if we drop the assumption that C is free.

Example 5.7 Let R = Z49 and n = 6. Then ξ = 31 is a primitive sixth root of unity in R. Also,

ξ = 3 is a primitive sixth root of unity in K = Z7. Put g1 = (X − ξ)(X − ξ2) and g0 = g1(X − ξ4).

Define the cyclic code C = id(g0, 7g1) (which is not free). Since (C : 7) = id(g1) is an MDS

(Reed-Solomon) code, C is an MDS code over R, by Theorem 5.3. The code C is generated by

g0 = (X − ξ)(X − ξ
2
)(X − ξ

4
) = (X − 3)(X − 2)(X − 4) = X3 + 5X2 + 5X + 4 ∈ Z7[X]. Now the

codeword (X +2)g0 = X4 +X2 +1 has weight 3 and dim(C) = n−deg(g0) = 3, so C is not MDS.

By Theorem 3.10, C⊥ = id(h0, 7h1) where h0 = ((X6−1)/g1)# = (X−1)(X− ξ)(X− ξ2)(X− ξ3)

and h1 = ((X6 − 1)/g0)# = (X − 1)(X − ξ)(X − ξ3). The code (C⊥ : 7) is generated by h1 =

X3 + 4X2 + 6X + 3 so it has dimension 3 and contains the codeword (X + 3)h1 = X4 + 4X2 + 2

of weight 3. Hence (C⊥ : 7) and consequently C⊥ are not MDS codes. Note that C⊥ = id(h0) is

MDS, as expected from Theorem 5.4.

Theorem 5.8 (cf. [8, Theorem 4, Ch. 11]) An MDS code C has a word of weight d in any d

coordinates.

Proof. Let H be a parity check matrix for C. The codewords c ∈ C must satisfy the system of

equations: γiBic
tr = 0 for i = 0, . . . , a− 1, where the Bi are as in Theorem 3.5.

The code (C : α) is MDS, by Theorem 5.3, and B0 is a parity check matrix for this code, by

Theorem 4.5. So any n − k columns of B0 are linearly independent. By Theorem 2.6 this means

any n− k columns of B0 are linearly independent.

24



Let i1, . . . , id ∈ {1, . . . , n} be d distinct coordinates. We put cj = 0 for j 6∈ {i1, . . . , id} and cid
= 1

in the system B0c
tr = 0 and solve for the d−1 = n−k unknowns ci1 , . . . , cid−1 using Proposition 2.8.

The solution c we obtain need not be a solution of the whole system Hctr = 0, but γjc with j

maximal such that γjc 6= 0 will be, since γiBiγ
jctr = 0 trivially for i ≥ 1. Hence γjc ∈ C. Since

∅ 6= supp(γjc) ⊆ supp(c) ⊆ {i1, . . . , id} and wt(γjc) ≥ d, we conclude supp(γjc) = {i1, . . . , id} as

required. 2

For free MDS codes, we can determine the weight enumerator, as for MDS codes over a finite field.

Our proof follows [15, §3.9].

Lemma 5.9 Let C be a free MDS code, 1 ≤ i1 < . . . < is ≤ n and Z(i1, . . . , is) = {c ∈ C| cj =

0 for j = i1, . . . , is}. Then

|Z(i1, . . . , is)| =





|R|k−s s ≤ k − 1

1 s ≥ k.

Proof. If s ≥ k and c ∈ Z(i1, . . . , is) then wt(c) ≤ n − s < d, hence c = 0. Now let s ≤ k − 1.

Since C is free, H has n − k0(C) = n − k rows. Denote by H ′ the (n − k) × (n − s) matrix

obtained from H by deleting columns i1, . . . , is. For any c ∈ Rn denote by c′ the vector obtained

from c by deleting the coordinates i1, . . . , is. Then c ∈ Z(i1, . . . , is) if and only if H ′(c′)tr = 0

and ci1 = . . . = cis = 0. Since C is MDS, by Theorem 5.2 any n − k columns of H are linearly

independent, hence by Corollary 2.7 the McCoy rank of H ′ is n− k. By Corollary 2.9, the number

of solutions of the system H ′(c′)tr = 0 is |R|(n−s)−(n−k) = |R|k−s. 2

Theorem 5.10 Let C be a free MDS code over R. For d ≤ w ≤ n, denote by Aw the number of

words of weight w in C. Then

Aw =
(

n

w

) w−d∑

i=0

(−1)i

(
w

i

)
(|R|w+1−d−i − 1).

Proof. The proof is similar to [15, §3.9]. It uses Lemma 5.9 and combinatorial arguments which

are independent of the algebraic structure of the finite alphabet. 2
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Corollary 5.11 (cf. [8, Corollary 7, Chapter 11]) Let C be an MDS code over R. If k ≥ 2

then |R| ≥ n− k + 1. If k ≤ n− 2 then |R| ≥ k + 1.

Proof. If C is free then from Theorem 5.10, the condition An−k+2 ≥ 0 and a similar condition

for the weight distribution of C⊥, imply the desired inequalities as in the proof of [8, Corollary 7,

Chapter 11]. If C is not free, then using Corollary 4.7(i) we construct a free MDS code D with the

same parameters d and k. We then apply the previous argument to D. 2
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