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Long-range dependence is a property of stochastic processes that has an important impact on network
performance, especially on the buffer usage in routers. We analyze the presence of long-range depen-
dence in on-chip processor traffic and we study the impact of long-range dependence on networks-on-
chip. long-range dependence in communication traces of processor IPs at the cycle-accurate level. We also
study the impact of long-range dependence on a real network-on-chip using the SocLib simulation envi-
ronment and traffic generators of our own. Our experiments show that long-range dependence is not an
ubiquitous property of on-chip processor traffic and that its impact on the network-on-chip is highly cor-
related with the low level communication protocol used.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

The next generation of embedded systems-on-chip (SoC) will
soon integrate many processor cores together with dedicated cir-
cuits connected via a network. This is particularly true for chips
integrated in telecommunication and multimedia devices which
require more and more computing power. These devices must be
designed faster to meet the market demand which implies that
more and more embedded software is present on these chips.
Embedded software brings a faster and more flexible design pro-
cess. However, as performance is decreased compared to dedicated
hardware, parallelization and efficient communication schemes
must be implemented to reach the required computing power. In
particular, controlling network throughput and contention is
essential and is in general very difficult, because of non-determin-
ism introduced by parallelism. This is why network prototyping
will become a major issue in future SoC design processes.

Recent advances in Internet traffic analysis have shown that
predicting performance of a network is a difficult task. Stochastic
modeling of the traffic must be used and it has been shown [1] that
this modeling must take into account second order stochastic
properties (covariance in addition to marginal law). More recently
Varatkar and Marculescu [2] have shown that on-chip traffic might
require a similar modeling. They have found long-range dependent
behavior in communications between different parts of the MPEG-2

video decoding application. The presence of long-range depen-
dence (LRD) in embedded applications, as in Internet traffic, could
imply that IPs communication behavior will not be correctly mod-
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eled by a simple random traffic even if it is adjusted to a particular
first order statistical law. However, the experiments of Varatkar
and Marculescu were not done at cycle-accurate level and it is still
not clear how the LRD will impact the network-on-chip.

We want to emphasize the originality of our work with respect
to the seminal paper of Varatkar and Marculescu [2], in which it
was shown that the aggregated throughput of the macro-block ar-
rival process at the IDCT/IQ module of a hardware MPEG-2 decoder
exhibits long-range dependence. Standard queuing analysis with
self-similar input was then used in order to evaluate the buffer
usage. In the present work, we first investigate the presence of
long-range dependence in the traffic produced by an on-chip pro-
cessor IP (instead of dedicated IP) at the cycle-accurate level (instead
of macro-block level) and then we show that LRD has a very differ-
ent impact when the low level communication protocol uses non-
split transactions. In practice, if the application is executed by a
processor connected to a cache, the fact that each read transaction
is waiting for an answer (this is called a non-split transaction),
makes the impact of LRD negligible. If the application is executed
by a dedicated IP that computes on data streams (i.e. not waiting
for answers: split transactions), LRD decreases performance.

We also demonstrate here a way to adjust the size of the FIFOs
given particular statistical properties of the executed application.
As pointed out in [3], ‘‘buffers account for the main part of the
NoC router area, it is a major concern to minimize the amount of
buffering necessary under performance requirements”. We quan-
tify experimentally the impact of LRD on FIFO usage and on average
communication latency and hence propose a way to evaluate the
required size of FIFOs to cope with the presence of LRD. This is possi-
ble because we developed a complete NoC prototyping environ-
ment [4,5] in which we are able to produce LRD traffic. The NoC
used in the simulations is DSPIN [6], and the simulation is done at
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cycle-accurate level: routers are precisely simulated and instru-
mented in order to observe the exact behavior of what would occur
on a real chip.

The paper is organized as follows: the next section presents the
theoretical background needed to understand the notion of LRD,
Section 3 presents our NoC prototyping environment. Experiments
and results about the presence and the impact of LRD are presented
in Section 4. Related works are referenced in Section 5.

2. Network traffic and long-range dependence

In this section, we introduce a simple on-chip traffic modeling
formalism, and we then give theoretical background on long-range
dependence whose impact on performance is the main topic of the
present paper.

2.1. On-chip traffic modeling

The traffic produced by a component is modeled as a sequence
of transactions composed of flits (flow transfer units) correspond-
ing to a bus-word. The kth transaction is a 5-uple (A(k),C(k),
S(k),D(k), I(k)) meaning respectively, target address, command
(read or write), size of transaction, delay and inter-request time.
This is illustrated in Fig. 1. We also define the latency of the kth
transaction L(k) as the number of cycles between the start of the
kth request and the start of the associated response. This is basi-
cally the round-trip time in the network and will be used in our
experiments to evaluate contention. One can distinguish two main
communication schemes used by IPs: the non-split transactions
scheme where the IP is not able to send a request until the response
to the previous one has been received, and the split transactions
scheme in which new requests can be sent without waiting for
the responses. The non-split transaction scheme is used by proces-
sors and caches for instance (although for cache, it might depend
on the cache parameters). The split transaction scheme is used
by dedicated IPs performing computation of streams of data which
are transmitted via dedicated direct memory access (DMA) modules.

Our goal is to emulate real traffic by means of traffic generators.
With the above formalism, traffic generation means producing
(A(k),C(k),S(k),D(k), I(k)), for each k. This can be done either deter-
ministically (replay of a recorded trace), or using stochastic pro-
cesses. In this work, we use stochastic traffic generators. Note
that, in this case, we make the assumption that the elements of
the transaction sequence are independent.

Let us recall that a stochastic process X is a sequence of random
variables X[i] (we use brackets to denote random variables). We
will consider two statistical characteristics of stochastic processes:
the marginal law, which represents how the values taken by the
process are distributed, and the covariance function, which gives
information on the correlation between the random variables of
the process as a function of the time lag between them. For in-
stance, the sequence of delays D(k) can be generated as the sample
L(k+1)
R(k)

S(k+1)

R(k+1)

A(k),C(k) A(k+1),C(k+1)
D(k)

I(k)S(k)

L(k)RESPONSE

REQUEST

CLOCK

Fig. 1. Traffic modeling formalism.
path of some stochastic process fD½i�gi2N, with prescribed first and
second statistical orders.

2.2. Long-range dependence

2.2.1. Definitions
Long-range dependence (LRD) is a property of a stochastic pro-

cess which is defined as a slow decrease of its covariance function
[7]. This function describes how the random variables of a process
are correlated with each other as a function of the time lag be-
tween these random variables. The covariance function cX of a sto-
chastic process fX½i�gi2N is defined as follows (E is the expectation):

cXði; jÞ ¼ EðX½i�X½j�Þ � EðX½i�ÞEðX½j�Þ

If the process X is wide-sense stationary, then its mean is constant
ð8ði; jÞ 2 N2;EðX½i�Þ ¼ EðX½j�Þ ¼D EðXÞÞ and its covariance reduces to a
one variable function as

8ði; jÞ 2 N2; cXði; jÞ ¼ cXð0; ji� jjÞ ¼D cXðji� jjÞ

We expect this function to be decreasing, because correlated data
are more likely to be close (in time) to each other. However, if the
process is long-range dependent, then the covariance decays very
slowly and is not summable:X
k2N

cXðkÞ ¼ 1

Therefore, long-range dependence reflects the ability of the process
to be highly correlated with its past, because even at large lags, the
covariance function is not negligible. This property is also linked to
self-similarity which is more general: in can be shown that asymp-
totic second order self-similarity implies long-range dependence
[8].

LRD is an ubiquitous property of Internet traffic [1,9], and it has
also been attested on on-chip multimedia (MPEG-2) applications
by Varatkar and Marculescu [2]. The main interest in LRD resides
in its strong impact on network performance [7]. Above all, the
needed memorization in the buffers is higher when the input traf-
fic has this property [10]. As a consequence, for macro-networks as
well as for on-chip networks, LRD should be taken into account if it
is evidenced in the traffic that the network will have to handle.

A long-range dependent process is usually modeled with a
power-law decrease of the covariance function as follows:

cXðkÞ �
k!þ1

ck�a

The exponent a (also called scaling index) provides a parameter to
quantify the process’ long-range dependency (0 < a 6 1). The Hurst
exponent, denoted H, is the classical parameter for describing self-
similarity [7]. Because of the analogy between LRD and self-similar-
ity, it can be shown that a simple relation exists between H and a:
H = (2 � a)/2. As a consequence, H (1/2 < H < 1) is the commonly
used parameter for characterizing long-range dependence. Note
that when H = 0.5, then there is no long-range dependence (this is
also referred to as short-range dependence).

2.2.2. Estimation of the Hurst parameter
We have used a standard wavelet-based methodology for the

estimation of the Hurst parameter [8] in our experiments. Let
wj,k(t) = 2�j/2w0(2�jt � k) denote an orthonormal wavelet basis, de-
signed from the mother wavelet w0. The j index represents the
scale: the larger j is, the more the wavelet is dilated. The k index
is a shift in time.

For any (j,k), dX(j,k) = hwj,k,Xi are called the wavelet coefficients of
the stochastic process X (h., .i is the inner product in the L2 func-
tional space). These wavelet coefficients permit a study of the X pro-
cess at various times (values of k) and various scales (values of j).
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When X is a long-range dependent process with parameter H,
the following limit behavior for the expectation of wavelet coeffi-
cients can be shown [8]:

8j; EðdXðj; kÞ2Þ �
j!þ1

C2jð2H�1Þ ð1Þ

It can also be shown that the time averages Sj for each scale j (nj is
the number of wavelet coefficients available at scale j):

Sj ¼ ð1=njÞ
Xnj

k¼1

jdXðj; kÞj2 ð2Þ

can be used as relevant, efficient and robust estimators for
EðdXðj; kÞ2Þ [8]. From Eqs. (1) and (2), the estimation of H is as fol-
lows: (i) plot log2Sj versus log2 2j = j and (ii) perform a weighted lin-
ear regression of log2 Sj in the coarsest scales (see for instance
Fig. 2). These plots are commonly referred to as log-scale diagrams
(LD). In such diagrams, LRD is demonstrated by a straight line behav-
ior in the limit of large scales. In particular, if the line is horizontal,
then H = 0.5 and there is no long-range dependence.

To illustrate how we use this tool to evaluate the Hurst param-
eter, we provide in Fig. 2 a typical log-scale diagram extracted from
an Internet trace [11]. Along the x axis are the different values of
the scale j at which the process is observed. For each scale, log2 Sj

is plotted together with its confidence interval (vertical bars).
The Hurst parameter can be estimated if the different points plot-
ted are aligned on a straight line for large scales.

2.2.3. Synthesis of long-range dependent processes
The synthesis (generation of sample paths) of long-range

dependent processes is easy if the marginal law is Gaussian [12].
The so-called Fractional Gaussian Noise (FGN) is commonly used
for that. However, delay sequences are not likely to be Gaussian,
but rather exponentially distributed as we expect many small de-
lays and few big ones. If one wants to generate a long-range depen-
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Fig. 2. Example of log-scale diagram (LD). The Hurst parameter is estimated by the
slope of the dashed line (here, H = 0.83).
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dent process whose marginal law is non-Gaussian, the problem is
more complex. The inverse method [2] only guarantees an asymp-
totic behavior of the covariance function. We have developed, for
several common laws (exponential, gamma, v2, etc.), an exact
method of synthesis described in [13]. We can thus simulate
non-Gaussian and long-range dependent processes that can be
used, as it will be shown in Section 4, in order to evaluate the im-
pact of LRD on the performance of an on-chip network.

3. Multi-phase traffic generator environment

In the following, we present our synthesis flow for building
multi-phase traffic generators that can be used to replace an IP in
cycle-accurate NoC performance evaluation.

3.1. SoC simulation environment

We use an open source, SystemC-based, cycle-accurate and bit-
accurate simulation environment: SOCLIB [14]. The environment
contains cycle-accurate models for various IPs. For instance, it con-
tains a MIPS R3000 processor (with its associated data and instruc-
tion cache), on-chip memories, and a component used for
displaying output (referred to as TTY). SocLib also includes cycle
true simulators of the networks-on-chip developed at the LIP6 lab-
oratory: SPIN and DSPIN [6].

The application running on the MIPS is composed, in addition to
bootstrapping information, of the C program cross-compiled with
GCC to a MIPS target. In our experiments, we use several embedded
programs from the multimedia domain (still image, video and
audio decoding). We make the assumption that contention only
delays the communications, without changing their ordering. This
is realistic for most applications and networks-on-chip.

The global simulation flow is depicted in Fig. 3. First, we gener-
ate a reference trace by running the processor IP to be emulated.
This trace is obtained with an ideal network environment (no net-
work contention), hence capturing the intrinsic communication
behavior of the application. Next, we process the trace in our traffic
analysis and synthesis tool explained hereafter and we obtain con-
figuration files for our traffic generators. A generic traffic generator,
further referred to as MPTG, has been written once for all.

3.2. Traffic analysis

The first step of the analysis is the segmentation. It consists in
identifying phases in the trace with a regular behavior. We have
developed an automatic procedure for that based on existing work
on CPU simulation. This part of the work is detailed in [5]. An exam-
ple of phases detected for the MP3 application is shown in Fig. 4.

On each of the identified phases, each element of a transaction:
A(k), C(k), S(k), D(k) and I(k) (see Section 2.1) is independently ana-
lyzed with the following procedure:
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Fig. 4. Segmentation of the MP3 aggregated throughput into four phases.
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� If the designer chooses deterministic traffic generation, each
transaction 5-uple is recorded in a file and compressed using
the BZ2 program, which results on average in dividing the size
of the trace by 70. The resulting trace can be directly replayed
by our MPTG.

� If the designer chooses stochastic traffic generation, a statistical
analysis is performed by an automatic fitting procedure that
adjusts the first and second statistical orders. The designer must
choose which model they want to use (with or without LRD for
instance) before the analysis can take place.The probability dis-
tribution function (first statistical order) can be either fitted to
some classical distributions (Gaussian, Exponential, Gamma,
Log-Normal, etc.) or kept as it is (the model is then the probabil-
ity of appearance of each value of the process). The fit is done
using Maximum Likelihood Expectation and a v2 goodness-of-
fit test is used to compare and evaluate all different solutions
[15].The covariance function (second statistical order) can be fit-
ted to the one of an ARMA

1 process (short-range correlations only),
a FGN

2 (long-range-dependence only) process, or a FARIMA
3 process

(both short and long-range correlations). We use a wavelet-based
estimation of the Hurst parameter [8] widely adopted in the net-
work traffic analysis domain (see Section 2.2).

At the end of this step, a configuration file is generated. It con-
tains, for each phase, all needed information for the traffic synthesis.

3.3. Traffic synthesis

The deterministic traffic generation is simply done by reading
the compressed traffic trace.

For stochastic traffic generation purposes, we have developed
an independent random number generator that can produce real-
izations of a wide variety of processes including non-Gaussian
long-range-dependent ones (see Section 2.2.3). This generator is
integrated in the MPTG and the analysis simply produces the ade-
quate MPTG configuration file.

The platform designer then describes the desired platform
architecture (e.g. as the one presented in Fig. 12) and uses a perl
script (referred to as SocGen in Fig. 3) generating all files needed
for the simulation.

At simulation time, transactions are generated by MPTG accord-
ing to a phase description file and a sequencer is in charge of
switching between phases. At the end of the simulation, perfor-
mance analysis indicates whether any parameters of the platform
must be changed or not.
1 Auto-regressive moving average.
2 Fractional Gaussian noise.
3 Fractionaly integrated ARMA.
3.4. Traffic generator key features

As a summary, we highlight the main characteristics of our
MPTG:

� Our MPTG takes into account network properties (latency, conten-
tion, etc.). This means that the MPTG will offer a good emulation
of the processor independently of the network it is connected
to. Hence, we can re-use the same configuration file for many
different platforms.

� The global methodology presents as little manual editing as pos-
sible (e.g. the complete simulation platform is generated). More-
over, the traffic analysis and synthesis flow can very easily be
plugged into another synthesis environment: only the traffic
generator IP needs to be adapted.

� Our MPTG is able to run processes having a wide variety of param-
eters: deterministic replay, various stochastic models with pre-
scribed first and second order statistics. To our knowledge this
feature is not present in any other cycle-accurate simulators.

� Our MPTG is multi-phase and hence can take into account the
non-stationarity of the traffic.

With all these features, the designer has a very flexible tool for
the design space exploration of NoC. The accuracy of the generated
traffic with respect to the original trace it is suppose to emulate has
been demonstrated in [4]. On any metric the mean error is less
than 4%.
4. Experimental results

In this section, we investigate the presence of long-range
dependence in on-chip processor traffic, and we present experi-
mental results about the impact of long-range dependence on net-
work-on-chip performance. In particular, we show how to use this
information in order to evaluate the size of FIFOs in routers.
4.1. Presence of long-range dependence

In order to check for LRD in on-chip traffic, we have run several
software implementations of applications from the multimedia
domain:

� MPEG-2: we use libmpeg2, an open-source implementation of the
MPEG-2 video decoding standard [16].

� MP3: we use libmad, an open-source implementation of the MP3

audio decoding standard [17].
� JPEG: we use two JPEG still image decoding standards. The first

one, known as M-JPEG is a multi-thread implementation and the
second one, known as S-JPEG is a single thread implementation
[18].

� JPEG-2000: we use libj2k, an open-source implementation of the
JPEG-2000 image decoding standard [19].

The input data for each application are described in Table 1.
We use a simple platform (see Fig. 5) in order to truly character-

ize the traffic of the triplet (implementation/processor/cache). As
explained in Section 3, our goal is to replace this triplet by a traffic
generator. If we study communication on a more complex platform
(the one in Fig. 12 for instance), the traffic of an IP is influenced by
communications between other IPs and by network-on-chip config-
uration (topology, routing protocol, etc.). Therefore, each simula-
tion is first done on a simple platform including a MIPS r3000
processor (associated with instruction and data cache), directly
connected to a memory holding all necessary data represented in
Fig. 5.



Table 1
Inputs used in the simulations

Application Input

MPEG-2 Two images from a clip (176 � 144 color pixels)
MP3 Two frames from a sound (44.1 kHz, 128 kbps)
M-JPEG ‘‘Lena” picture (256 � 256)
S-JPEG ‘‘Lena” picture (256 � 256)
JPEG-2000 ‘‘Lena” picture (256 � 256)

r3000
MIPS

Cache

RAM

Measure

Fig. 5. The simulation platform for LRD detection.
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Fig. 6. Aggregated throughput traces obtained from the execution of each imple-
mentation. The boxes mark the part of the trace on which the LD curves were
obtained.
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The traffic trace is recorded at the network’s interface of the
cache. A communication trace is extracted from the VCD (value
change dump) trace file, as explained in Section 3. We study the
aggregated throughput, computed as the number of flits sent in con-
secutive time-windows of size 100 cycles. Aggregated throughput
is interesting because it combines delay and size of transactions.
For the sake of clarity, we present results on this quantity alone.

In order to estimate the covariance function and investigate the
presence of LRD in these traffic traces, we have used the wavelet-
based estimator [8] described in Section 2.2. Each log-scale dia-
gram (Fig. 7–11) includes the estimated covariance (full line) and
the linear regression for the estimation of the Hurst parameter
(dotted line). The estimated value for this parameter, denoted bH
is reported in the caption.

As stated in Section 3, traffic phases can be identified, and one
should pay attention, when checking for long-range dependence
in a traffic trace, to consider stationary parts only. Indeed, covari-
ance estimation tools can produce misleading results when used
on non-stationary time series. Therefore, we have extracted sta-
tionary parts of the traffic traces based on information provided
by our phase determination software [5]. This is shown in Fig. 6.
In each part we compute LD diagrams and estimations of the Hurst
parameter as shown in Figs. 7-11. Below are the comments for
each application.

� MPEG-2 (see Fig. 7). The shape of the LD does not exhibit evidence
of LRD. Indeed the estimated value for the Hurst parameter, 0.56,
means no LRD is present in the trace. In this case, an IID (Indepen-
dent Identically Distributed) process is a good approximation of
the traffic. One can note a peak around scale 25, meaning that a
recurrent operation with this periodicity is present in the algo-
rithm which might have an impact on network contention. Such
behavior could be captured by an ARMA process for instance
[20].
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Fig. 7. LD of the traffic trace corresponding to the MPEG-2 implementation. bH = 0.56.
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� MP3 (see Fig. 8). As for the MPEG-2 implementation, no trace of LRD

can be found in this case: the estimated Hurst parameter is close
to 0.5. The other parts of the communication trace do not pres-
ent any LRD either.

� M-JPEG (see Fig. 9). For this simulation, a linear behavior can be
observed in the range of scales [24214]. On top of this behavior,
a peak is present around scale 211. The behavior at larger time
scales does not exhibit long-range dependence, but scale 214

corresponds to approximately 1.6 million cycles, which means
LRD should be taken into account. For the joint modeling of LRD

and small-scale behavior, FARIMA processes can be used.
� S-JPEG (see Fig. 10). Firstly, It is interesting to note that the shape

of the LD is very different from the M-JPEG implementation, show-
ing that the statistical properties observed are implementation
rather than algorithm dependent. For the S-JPEG implementation,
long-range dependence can be observed in the limit of large
scales ([210 213]). As for other applications, peaks are present in
LD.
� JPEG-2000 (see Fig. 11). On this application, the traffic trace exhibit
a strong non-stationarity, so that the trace must be split in
rather short parts for the analysis. In some of these parts, corre-
sponding specifically to the Tier-1 entropic decoder of the JPEG-

2000 algorithm, LRD is present with an estimated Hurst parameter
value between 0.85 and 0.92 (depending on the parts). In the
other parts of the algorithm, no long-range dependence could
be evidenced.

We can conclude from these experiments that long-range
dependence is not an ubiquitous property of the traffic produced
by a processor associated with a cache executing a multimedia
application. In some parts of the algorithms, LRD is present, how-
ever it is combined with periodicity effects which may have an
equivalent impact on the network-on-chip performance.

4.2. Impact of long-range dependence

In this section we study the impact of long-range dependence
on FIFO usage and communication latency in a network-on-chip.

4.2.1. Experimental setup
All the simulations are done on the platform shown in Fig. 12 in

the SocLib simulation environment [21]. The network-on-chip is
DSPIN developed at the Lip6 laboratory as an evolution of the SPIN

network [6]. It uses a mesh topology, static XY routing and worm-
hole memorization in the switches.

The LRD TG component is a traffic generator that produces a traffic
in which the delay or inter-request time between transactions has
an exponential marginal distribution and a long-range dependence
of parameter H. Sizes of transactions are IID exponential random
variables, with mean 10 flits (it is the typical value observed in
the simulation of multimedia applications). The BACK TG traffic gen-
erator is used to introduce contention in the network. It injects, at a
constant rate, a traffic composed of constant-sized transactions of
10 flits. The load introduced by this component is expressed as a
percentage of the maximum load (1 transaction every cycle). The
BACK TG component uses split transactions in order to truly inject a
constant rate in the network. All transactions of both traffic gener-
ators are addressed to the TARGET component: a RAM (with random
read or write commands) which answers in one cycle (ideal mem-
ory). The simulation length has been fixed to 10,000 transactions of
the LRD TG.

The major goal of this work is to be able to quantify the size of
the buffers present in the switches and the wrappers (components
inserted between IPs and switches) as a function of the amount of
LRD present in the traffic. For that, we have recorded the evolution
of the usage of all FIFOs along the communication path used by traf-
fic generators, as shown in Fig. 12. We have also computed the la-
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tency of the communications adding the latency of all FIFOs. We
have run two types of simulations:

� FIXED: in these simulations, the FIFO size in the switches has been
fixed to 2 flits in order to study the usage of the wrappers FIFOs.
Indeed, with such small-sized FIFOs in the switches, the conten-
tion is directly transmitted to the wrappers which will be in
charge of adjusting the traffic of the IP to the availability of the
network.

� INF: in these simulations, the FIFO size in the switches and in the
wrappers has been fixed to a very high (non-realistic) value of
250 flits so that the usage of all FIFOs (switches and wrappers)
can be studied.

In both types of simulation, we have used two different commu-
nication schemes:

� NO-SPLIT: in this configuration the LRD TG does not use split transac-
tion. It waits for the reception of the kth transaction before
attempting to send the (k + 1)th. The generated delay is there-
fore the time between the reception of the last response and
the start of the new request. This communication scheme is used
by peripherals and some processors with caches.

� SPLIT: in this configuration the LRD TG uses split-transaction, that is
to say the responses do not influence the sending of the
requests. Here, the generated delay is the time between
requests. This communication scheme is representative of hard-
ware accelerators with direct memory accesses.

A particular simulation will therefore be referred to as a couple
(T,S), where T 2 {FIXED, INF} and S 2 {NO-SPLIT, SPLIT}. For instance the
simulation (FIXED, SPLIT) corresponds to small FIFOs in the switches
and split-transaction communication scheme. The SoC platforms
are approximately simulated at 100,000 cycles per second.
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Fig. 13. Simulations FIXED and NO-SPLIT: average latency and usage of the LRD TG wra
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Fig. 14. Simulations FIXED and SPLIT: same measures as in Fig. 13 but using split transac
4.2.2. Results
Each figure contains five curves that correspond to different val-

ues of the Hurst parameter (H) of the LRD TG. The vertical axis is al-
ways a performance metric. It might be, for instance, the average
latency over the whole execution or the usage (maximum or mean
over the execution) of a particular FIFO. The horizontal axis corre-
sponds to the load introduced by the BACK TG (in percentage of max-
imum load).

The impact of LRD in the case of FIXED is evidenced by the differ-
ence between Figs. 13 and 14. Recall that for these simulations, all
the buffering occurs in the wrapper FIFOs because the sizes of FIFOs
in switches are fixed to 2 flits. Fig. 13 clearly shows that LRD has
no impact on performance in the case of non-split transactions be-
cause the five curves representing different values of H are identi-
cal (similar results occurs when observing the FIFO of the BACK TG

wrapper). This is typically what would appear if a processor IP

(with cache) were running an application. Conversely, in the case
of split transactions, the results of Fig. 14 confirm the results of
[2]: the LRD has a strong impact on performance and must be taken
into account to correctly prototype NoC performance. The greater
the H parameter is, the sooner network contention occurs.

The second set of figures (Figs. 15 and 16) shows how we eval-
uate the size of the FIFOs needed in the switches. This must be
linked with a static analysis of the path taken by the data. Fig. 12
highlights the FIFOs used by the data flowing from the IPs to the tar-
get. We may for instance deduce that the North input FIFO of router
10 will never be filled with more than 2 flits because all data com-
ing into router 10 comes from a single source (router 11). This is
confirmed in Fig. 16c. In these (INF, SPLIT) experiments (Fig. 15 and
16) the size of the FIFOs in switches is fixed to a very large value
(250 flits) to evaluate the maximum and usage of the FIFOs. The con-
tention of the network occurs later than in the (FIXED,SPLIT) experi-
ments (comparing Fig. 15a and 14a) because there are more
buffers on the data path. Note that the average latency on
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Fig. 15. Simulations INF and SPLIT: maximum usage of the first three FIFOs on the path from LRD TG to TARGET ((a) latency, (b) LRD TG wrapper FIFO, (c) router 10 East out
FIFO).
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A. Scherrer et al. / Microprocessors and Microsystems 33 (2009) 72–80 79
Fig. 15a does not diverge except for H = 0.9. The latency diverges if
the throughput given to communication is less than the injection
rate of that communication. Recall that in these simulations, only
the BACK TG component injection rate varies. The average load intro-
duced by the LRD TG component is constant. Moreover, the round ro-
bin arbitration scheme in the router guarantees a minimum
throughput to the communications of the LRD TG. Only if the FIFOs
are small (see for instance Fig. 14a), or if the injection rate of BACK

TG is sufficiently high, will the latency diverge. In this particular
simulation (INF, NO-SPLIT), the average input rate of the LRD TG is not
large enough to make the latency diverge. However it is interesting
to note that when H is close to 1 the latency diverge as if the aver-
age rate of LRD TG was much bigger.

Looking at Figs. 15 and 16, the designer can fix the sizes of dif-
ferent FIFOs. For instance, if the LRD TG IP has H = 0.8 and if the BACK TG IP

emits at a rate of 40% the maximum rate, then we can see by look-
ing at Fig. 16a that the input West FIFO of router 11 should have a
size of 100 flits if we do not want any contention to appear (for in-
stance, if hard real time is required). If the real time constraints are
soft, the designer can decide to look at the mean usage of the FIFOs
rather than the maximum usage. To have a more precise evaluation
of the impact of setting this FIFO size, the designer can also re-run
the simulation by fixing the size of router 11 input West FIFO to 50
for instance and check the impact on performance.

As a summary of these experiments: LRD is more likely to have
an impact on NoC performance when split-transactions communi-
cation scheme is used by IPs. Another original result presented here
is a practical way to compute FIFO usage and to precisely fix the size
of the NoC FIFOs in order to reach a certain level of performance.

5. Related work

A recent and up to date review on works in the topic of networks-
on-chip is done by Bjerregaard and Mahadevan in [3]. In this survey,
traffic characterization for NoC performance evaluation is high-
lighted as a key issue. More specifically related to on-chip traffic
generation, two main approaches have been studied: deterministic
traffic generation, in which the objective is to exactly reproduce the
traffic of a given IP [22–24] and stochastic traffic generation which
uses random sources in place of real IPs [25–27]. In the deterministic
approach, Mahadevan et al. introduced, for instance, a trace com-
piler able to accurately reproduce the traffic of a processor [23]. As
networks-on-chip are still in early stages of development, the main
part of their performance evaluation is done using a random source.
In [26], stochastic processes are used for generating transaction
sizes and transaction delay using several statistical laws (Poisson,
Exponential, and Normal). However, none of these works proposes
a fitting procedure to determine the adequate statistical models that
should be used to simulate a given traffic. Thid et al. use self-similar
traffic for on-chip prototyping in a recent work [28]. The work of
Varatkar and Marculescu about long-range dependence in on-chip
traffic is referenced in Section 2.2.

Among the works addressing the FIFO sizing, Hu et al. introduced
a non-uniform NoC buffer space allocation algorithm [29]. Their
algorithm was evaluated under various random traffic patterns
as well as exponentially distributed traffic fitted to the communi-
cations of real applications. Chandra et al. proposed a methodology
to size the FIFOs along a communication path [30]. They identified
the various parameters that impact FIFO sizing, among which the
production rate, consumption rate and data burst size are the most
important. Ogras et al. also pointed out in [31] the fact that the NoC
buffer sizing problem suffers from critical issues such as realistic
traffic patterns. In this work, we have presented our proposition
for having more realistic traffic patterns as well as an application
of this to the buffer sizing problem.

6. Conclusion

We have studied both the presence and the impact of long-
range dependence in the scope of networks-on-chip. Our results



80 A. Scherrer et al. / Microprocessors and Microsystems 33 (2009) 72–80
show firstly that long-range dependence is not an ubiquitous
property of the traffic produced by on-chip processors running
multimedia applications. Secondly, using cycle-accurate level sim-
ulation of a complete SoC, we have shown that the low level pro-
tocol used by IPs to communicate has an important impact on the
possible performance degradation due to the presence of long-
range dependence. In the case of non-split transaction, LRD is likely
to have a very small impact on performance while in the case of
split transaction, LRD greatly affects performance. We have also
shown how the NoC designer can use our traffic generation envi-
ronment to optimize the NoC for a particular SoC platform.
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