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Imperfect Information Dynamic Stackelberg 
Game Based Resource Allocation Using 

Hidden Markov for Cloud Computing 
Wei Wei; Xunli Fan; Houbing Song, Senior Member, IEEE; Xiumei Fan; and Jiachen Yang 

Abstract—Existing static grid resource scheduling algorithms, which are limited to minimizing the makespan, cannot meet the 
needs of resource scheduling required by cloud computing. Current cloud infrastructure solutions provide operational support at 
the level of resource infrastructure only. When hardware resources form the virtual resource pool, virtual machines are deployed 
for use transparently. Considering the competing characteristics of multi-tenant environments in cloud computing, this paper 
proposes a cloud resource allocation model based on an imperfect information Stackelberg game (CSAM-IISG) using a hidden 
Markov model (HMM) in a cloud computing environment. CSAM-IISG was shown to increase the profit of both the resource 
supplier and the applicant. Firstly, we used the HMM to predict the service provider’s current bid using the historical resources 
based on demand. Through predicting the bid dynamically, an imperfect information Stackelberg game (IISG) was established. 
The IISG motivates service providers to choose the optimal bidding strategy according to the overall utility, achieving maximum 
profits. Based on the unit prices of different types of resources, a resource allocation model is proposed to guarantee optimal 
gains for the infrastructure supplier. The proposed resource allocation model can support synchronous allocation for both multi-
service providers and various resources. The simulation results demonstrated that the predicted price was close to the actual 
transaction price, which was lower than the actual value in the game model. The proposed model was shown to increase the 
profits of service providers and infrastructure suppliers simultaneously.  

Index Terms—Cloud computing, game theory, hidden Markov model, resource allocation  
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1 INTRODUCTION
NE of the most important challenges of cloud com-
puting is how to make a reasonable application mi-

gration to reduce energy consumption. 
A key problem in cloud computing is resource sched-

uling. Although many static resource scheduling algo-
rithms have been proposed for grid computing, those 
algorithms cannot be used for resource scheduling in 
cloud computing for the following three reasons: 

x Grid computing resource scheduling achieves op-
timal allocation of resources, but the time re-
quired for the virtual machine application and re-
lease in cloud computing makes a static resource 
scheduling algorithm unsuitable for cloud com-
puting. 

x The running time of a grid task is determined by 
the static resource scheduling strategy, but in 

cloud computing the use of the virtual machine is 
determined by the user; i.e., resource scheduling 
in cloud computing cannot determine the use of 
virtual machines. 

x The purpose of resource scheduling in grid com-
puting is to reduce the running time of the task, 
but the main purpose of resource scheduling in 
cloud computing is to reduce data center power 
consumption, because the use of the virtual ma-
chine in cloud computing is unchanged.  

Cloud computing enables users to get services through 
network and computing resources on-demand directly. 
Since Amazon proposed the concept of cloud computing, 
many cloud computing systems, including Amazon EC2, 
the Google App Engine, Apache Hadoop, and Microsoft 
Azure, have been developed [1]. Amazon EC2 is Amazon
’s elastic computing cloud. The web service is actually 
provided by a Linux virtual machine resource, also called 
an instance, in the Amazon data center. Depending on 
their sizes, instances can be divided into three types: 
small, large, and very large. The Google App Engine is a 
cloud computing platform that provides users with a cer-
tain resource freely, charging a fee only when the user 
exceeds baseline CPU, storage space, bandwidth, and 
other resources. Apache Hadoop is a software system that 
supports data intensive distributed applications, similar 
to the MapReduce framework of Google and the Google 
file system. Hadoop consists of three parts: the Hadoop 
distributed file system (HDFS), HBase, and MapReduce. 

xxxx-xxxx/0x/$xx.00 © 200x IEEE        Published by the IEEE Computer Society 

———————————————— 
x W. Wei is with the School of Computer Science and Engineering, Xi’an 

University of Technology, Xi’an, Shaanxi 710048 China. E-mail: weiwei@ 
xaut.edu.cn. 

x X. Fan is with the School of Information Science and Technology, North-
west University, Xi’an, Shaanxi 710027 China. E-mail: 
xunlfan@nwu.edu.cn. 

x H. Song is with the Department of Electrical and Computer Engineering, 
West Virginia University, Montgomery, WV 25136. E-mail: 
Houbing.Song@mail.wvu.edu (Corresponding Author) 

x X. Fan is with the School of Automation and Information Engineering, 
Xi’an University of Technology, Xi’an, Shaanxi 710048 China. E-mail: 
xmfan@xaut.edu.cn. 

x J. Yang is with the School of Electronic Engineering, Tianjin University, 
Tianjin 300072 China. E-mail: yangjiachen@ tju.edu.cn. 

 

O 

mailto:Houbing.Song@mail.wvu.edu


1939-1374 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more
information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSC.2016.2528246,
IEEE Transactions on Services Computing

2 IEEE TRANSACTIONS ON SERVICES COMPUTING,  MANUSCRIPT ID: TSC-2015-04-0139 

 

The HDFS creates a number of copies of data. MapReduce 
divides a task into multiple subtasks, each of which is 
performed by a computing node. Microsoft Azure is a 
platform providing a variety of on-demand services, in-
cluding Windows Azure, Azure SOL, and Windows Az-
ure AppFabric. IBM has also proposed a cloud computing 
program called Blue Cloud. 

The biggest advantage of cloud computing is resource 
allocation, which can maximize resource utilization and 
minimize operating costs. Flexibility derives from virtual-
ization technology, including hardware virtualization 
such as CPU, memory, storage, and network [2]. Virtual-
ization technology provides virtualized computing, stor-
age, and networks for upper layer users, services, and 
applications, and assigns resources dynamically accord-
ing to the user’s demand. For market operations, virtu-
alization technology leads to macro changes in the opera-
tion framework. Zhang et al. [3] proposed a migration 
decision strategy that decides whether to perform an ap-
plication migration based on different applications of en-
ergy consumption in the cloud. 

From the perspective of services, operations are clearly 
divided into infrastructure suppliers (INs) and service 
providers (SP) [4]. The main responsibility of INs is to 
deploy and manage underlying network resources, and to 
provide SPs with different resources through a program-
ming interface. The IN does not directly provide services 
to users. Server virtualization is the underlying core sup-
port technology of cloud computing; it generates multiple 
virtual servers for users by operating system virtualiza-
tion of the physical server.  

Virtualization constructs and encapsulates the resource 
capabilities of computing, storage, networks, and other 
resources into a resource pool that provides on-demand 
services. The main duty of SPs is to rent the bottom net-
work resources of INs, create a virtual network, and pro-
vide professional services to end users [5]. 

How to rent virtual resources efficiently and reasona-
bly is one of the key issues in cloud computing. Virtual 
resources attracted more attention after virtualization 
technology matured [6]. The existing research in virtual 
resource management can be classified into two catego-
ries: virtual resource deployment and rent transaction. 
Virtual resource deployment studies how to allocate lim-
ited hardware resources to meet the needs of more users, 
and how to create a virtual network for a user directly [7]. 
Tenant transaction studies the supply-demand relation-
ship between INs and SPs in the multi-tenancy cloud 
market competition environment. The goal of tenant 
transaction is to maximize overall societal interests and 
ensure a fair, efficient competitive environment. Existing 
research focuses on simulating the resources leasing mar-
ket in a cloud environment and learning from auction 
theory in the field of economics. Participants are motivat-
ed to choose a reasonable transaction price to get a bal-
anced strategy with optimal overall interest. 

However, in a cloud environment the resources, such 
as CPU, storage, and bandwidth, are diversified. Multi-
dimensional resource auction issues, especially the mar-
gin of standard combinatorial auctions, are NP-hard 

problems [8]. A multidimensional resource auction is in-
efficient in the large solution space at present and needs 
to be solved using a heuristic algorithm. In addition, an 
auction scheme using a uniform resource price deter-
mines the resource’s average unit price by simply divid-
ing all the resources according to the user demand bid. 
However, the problem with auction schemes is their lack 
of incentives and fairness. 

To solve resource allocation in the cloud computing 
environment, this paper proposes a cloud resource alloca-
tion model based on an imperfect information Stackelberg 
game model (CSAM-IISG) using the hidden Markov 
model (HMM). SPs compete in the multi-tenant cloud 
market environment. First, we use an HMM to predict a 
current price based on the SP’s historical resource de-
mand. Then, we construct an imperfect information 
Stackelberg game model (IISG) by dynamically predicting 
the bid. At the same time, IISG can motivate SPs to choose 
the optimal bidding strategy in line with the overall inter-
est of the purchase in order to achieve the maximum prof-
it. Finally, a resource allocation model based on the unit 
price of different types of resources is designed to maxi-
mally benefit INs. 

The rest of this paper is organized as follows. Section 2 
describes the current situation of cloud resource alloca-
tion and its drawbacks. Section 3 describes the prediction 
model of the SP’s bid based on an HMM. Section 4 pre-
sents the proposed dynamic Stackelberg game price mod-
el among SPs using the Cobb-Douglas utility function. 
Section 5 describes the design of the resource allocation 
model based on different resource prices. Section 6 pre-
sents the performance evaluation results of the proposed 
algorithm. Section 7 concludes the paper. 

2 STATE OF THE ART OF CLOUD RESOURCE 
ALLOCATION 

The resource allocation problem is an important chal-
lenge in a large-scale, distributed cloud computing envi-
ronment. How to allocate resources reasonably and effi-
ciently has been a key issue in recent years. Cloud compu-
ting is evolved from grid computing. However, existing 
resource allocation methods in grid computing cannot be 
used directly in the cloud environment because user de-
mands in the cloud are greater, dynamic, and diverse [9]. 
Therefore, the problem of low utilization of cloud re-
sources, especially the data centers of cloud infrastruc-
ture, has been a focus of academia and industry [10]. 

Cloud resource allocation problems can be classified 
into two categories. One category is maximization of re-
source utilization. According to a user’s specific de-
mands—for example, CPU, bandwidth, and storage—
hardware resources of INs are assigned as many as possi-
ble to improve resource utilization [11]. The other catego-
ry is maximization of profit, which may be the overall 
profit or the profit of INs [12].  

Considering the cloud market operating mechanism, 
resource allocation between SPs and INs should be more 
focused on economic profits, while resource allocation 
between the SPs and users should be more focused on 
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efficiency. 
Zaheer et al. [13] proposed an auction framework 

based on fair resource allocation, which minimized the 
cost to a single SP but failed to obtain global optimal re-
source allocation in a multi-SP competitive environment. 
Trinh et al. [14] proposed a game theory strategy to solve 
resource allocation that considered bandwidth allocation 
but did not consider the limited resources provided by 
INs. [15] proposed a game-theoretic approach to energy-
efficient resource allocation in device-to-device underlay 
communications. [16] and [17] addressed multilevel au-
thentication issue and multicloud issue in cloud compu-
ting, respectively. Based on a Vickrey auction mechanism, 
[18] proposed a dynamic cloud resource auction mecha-
nism where each user submits their required resource 
bids, and the highest bidder wins the auction. This model 
maximized the benefits of resource providers. However, 
there was only one winner each time, and the efficiency of 
allocation was low. Combining two-way auction theory 
from a service management perspective, [19] proposed a 
virtual network resource allocation model for multi-INs 
and a multi-SP competition model. However, it could not 
obtain the optimal solution among resource prices with 
large differences. Based on a random integer program-
ming, [20] presented an optimized cloud resource alloca-
tion model in which the overall allocation was split into 
several sub-problems to increase computational efficien-
cy. However, this was a centralized algorithm, which is 
inefficient for large users. As in traditional resource allo-
cation, it ignored the user’s profit, because the resource 
provider pricing mechanism only concerned the interests 
of resource providers [21]. Dynamic pricing mechanisms 
can increase user benefits, increase the competitive health 
of resource providers, and improve cloud resource utili-
zation [22, 28-30].  

The drawbacks of the above studies can be summa-
rized as follows: 

x Most studies addressed only how to create a fair 
trade environment and get higher economic bene-
fits and effectiveness in the case of a single SP. 
The efficiency is very low when the number of us-
ers is large. 

x Most algorithms considered only a single resource 
allocation, but in practice resource types are very 
diverse and there are differences among evalua-
tion prices and the number of SPs in cloud envi-
ronments. A resource allocation algorithm that al-
locates multiple resources simultaneously is more 
in line with actual needs. 

x Most existing multiple INS resource allocation 
techniques are based on combinatorial auctions, 
which improve the fairness of market competition 
and maximize profit, but do not consider the non-
cooperative behavior of SPs. In addition, combina-
torial auctions lack fairness.  

x The use of a dynamic pricing mechanism in re-
source allocation is helpful to build more rational 
and efficient mechanisms, but the efficiency of 
centralized pricing is very low. 

To overcome the above drawbacks, this paper propos-

es a cloud resource allocation model called CSAM-IISG to 
improve the profits of both the resource supply and the 
resource on demand. 

3 SP RESOURCE BID FORECAST BASED ON THE 
HMM 

3.1 Task Migration Model 
Fig. 1 shows the application model of cloud migration. 

The application consists of n linear topological structures 
of the task; the completion time of the entire application is 
limited to Td. For task k, its computational load is wk, the 
amount of data input is αk, and the output data is βk. The 
output data of task k-1 is the input data of task k. In the 
start state S, when it receives the output data βn of the task 
n, the terminal enters the end state D at the end of the 
application.  

1 2 k n
1 2E D 2 3E D 1k kE D�  1k kE D � 1n nE D�  nE1D

S D
 

Figure 1. Application task model  
If both the adjacent two tasks are executed in the cloud, 

we can get the strategy feature of the minimum execution 
time, with the theorem as follows: 
Theorem 1: In the Markov random model, for any migra-
tion strategy p∈P, if p can enable the smallest execution 
time of the applications, then the number of migration p 

will not be greater than 1. 
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(a) Two migrations                        (b) One migration 

Figure 2. Migration mode 
Proof: After the terminal generates data α1 at the state S, 
the application begins to execute; after receiving the out-
put data βn of task n, the terminal enters the end state D at 
the end of the application. Therefore, the application 
starting at state S and ending at state D must be executing 
on a terminal. If the time of task 1 performed on the ter-
minal is less than its upload time on output data, the task 
will be arranged on a terminal in such a way as to reduce 
the execution time. The performance time of task 1 and 
task 2 on the terminal is less than the upload time of task 
2 on output data. Tasks 1 and 2 will be arranged on the 
terminal in such a way as to reduce execution time. If the 
time of task n on the terminal performed on the down-
load time of its input data and output data is less than its 
download time, then task n is arranged on the terminal in 
such a way as to reduce execution time. Based on the 
above assumptions, task i is the first task migrated to the 
cloud to perform, and task j is the last task returned to the 
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terminal to perform. 
[End of proof] 

Inference 1: In the Markov random model, for any migra-
tion policy, if the resource consumption of the terminal is 
minimized, the number of migrations is not greater than 
1. 
Theorem 2: In the Markov random model, assuming that 
task i-1 has been completed on the terminal, the state of 
the current time slot t is gt. If we migrate task i to perform 
in the cloud, we can minimize the resource consumption 
of terminal, task i must satisfy: 

                     (1) 
Proof: Supposing that task i-1 has been executed on the 
terminal, and task i is migrated to perform in the cloud in 
the current time slot t, then: 
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Assuming the postponed task i+1 is migrated to perform 
in the cloud, at the current time slot t, then: 
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If the i-th execution task is migrated to perform in the 
cloud, the resource consumption can be minimized, then

'�i iE E , when  t GR R , then: 
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Because 1�  i iD E , according to Equation 3, we obtain: 
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If  t BR R , according to Equation 3 we can get the follow-
ing: 
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(5) 
By Equations 4 and 5, we get Formula 1. 

[End of proof] 

The implementation process of the Markov model based 
migrated algorithm is shown as follows: 

Step 1: Initialize the group I(0) . 
Step 2: Add the task 1,2,…, n executed on a terminal to the 
initial population. 

Step 3: Add the new members randomly generated to the 
parent population. 
Step 4: Determine whether the resource consumption is 
less than fBEP. If yes, add it to the progeny groups I(i), else 
give up. 
Step 5: Determine whether it meets the stop condition. If 
yes, output the best individual, otherwise go to step 2. 

In practice, the local problem is the major problem. To 
avoid the local problem, based on a simple genetic algo-
rithm, and according to Theorems 1 and 2, we considered 
the following elements: 

x In the initial population, members were added to 
perform on the terminal. To ensure that in the 
worst-case conditions, there was migration policy 
output. 

x Some new members were plus in each cycle, 
which stratified the following conditions: when 
i<j, if the tasks i-1 and j were performed on the 
terminal, and the tasks i and j-1 were executed in 
the cloud, then the tasks 1,2,…,i-1,j, j+1,…n were 
executed in the terminal, and  tasks i,i+1, …,j-1 

were performed in the clouds to improve the di-
versity of the population. 

x In the crossover phase, if the tasks i,j(i<j) were ex-
ecuted in the cloud, the individual sub-tasks 
i,i+1,…,j were performed in the cloud. 

x  The fitness function was set to 
BPP min[ ( ), ( )] m cf e eA A , where 
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3.2 Bid Forecast Based on the HMM 
In a multi-tenant market business model in cloud en-

vironments, the SPs are independent and competitive. 
They cannot expose all their information to competitors. 
In order to build a rapid and flexible dynamic price game, 
we used the HMM [23] to predict SP bids. 

We used the SP’s historical resource request se-
quence to predict the bid of the SP’s next resource allo-
cation and forecast the SP’s resource bid through the 
HMM. The structure of the HMM is shown in Fig. 3. 

q2Implicit state transition

Observed value output v2

…...

……….

qnq1

v1 vn

 
Figure 3. The structure of the HMM 

   The hidden Markov model was described by a 5-tuple:
, , ,A,B�: : !X O S . The HMM included two state sets and 

three probability matrixes. 
x ΩX = {q1, ..., qN} was a finite set of states. 
x ΩO = {v1,...,vM} was a finite set of observed value. 
x A = {aij}, aij=p(Xt+1=qj |Xt=qi) was the transition 

probability. 
x B={bik}, bik=p(Ot=vk | Xt=qi) was the output proba-

bility. 
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x π={πi}, πi=p(X1=qi) was the initial state distribu-
tion. 

For virtual network resource allocation, 
x 1 2{ , ,......, }X mq q q:  presented the set of resource 

unit bids offered by an SP. 
x 1 2{ , ,......, }O nv v v:  was the historical resource trans-

action record of any SP at time t. 
x 1( )  (1 i )  d dip X q mS  was the probability distribution 

of the initial bid offered by the SP. 
x 1A={ }, ( | )  (1 ,1 )

i j i jq q q q t j t ia a p X q X q i m j m�   d d d d

was the transfer matrix of various states in X: . 
x B={ }, ( | )  (1 ,1 )

g i g iq v q v t i t gb b p O v X q i n g m   d d d d
was the observed probability of resource request 
iv  at the possible bid of 

gq . 
Since ΩO and ΩX were two independent events and 

( ) 0 !t ip O v , according to the definition of conditional 
probability we obtained Equation 6. 
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   (6)                         

According to the multiplication formula, we obtained 
Equation 7. 
   1 1 1 1 1 1 1 1{ , } ( ) ( | ) t j t t t t t j t tp X q O v p O v p X q O v� � � � � � � �                           

(7) 
Let

1 1 1 1 1{ , } ( , )t j t t t j tp X q O v q vD� � � � �   , then, using the 

total probability formula, we obtained Equation 8. 
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Since
11 1 1( | ) ,  ( | )

i j i tt j t i q q t t t i q vp X q X q a p O v X q b
�� � �      , 

substituting it into Equation 8 we obtained Equation 9. 
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Then, 
1 1( , )t j tq vD � �

could be calculated using Equation 9.  

When substituting 
1 1( , )t j tq vD � �

into Equation 6, we 

could obtain the probability of all the possible bids of-
fered by the SPs and select the maximum probability

jq to 

bid. 
At present, no research describes how to apply the 

HMM to cloud resource allocation. This study applied the 
HMM to predict SP bids, and constructed the imperfect 
information dynamic Stackelberg game model based on a 
price prediction. This determined the price quickly and 
flexibly in accordance with the current market state, 
achieved optimized benefits, and obtained the Nash equi-
librium. 

4 THE SP DYNAMIC PRICE STRATEGY 
Stackelberg is a model of imperfect competition based 

on a non-cooperative game. In game theory, a Stackelberg 
model is a sequential game in which there are two firms, 
which sell homogeneous products, and are subject to the 

same demand and cost functions. One firm, the leader, is 
perhaps better known or has greater brand equity, and is 
therefore better placed to decide first which quantity to 
sell, and the other firm, the follower, observes this and 
decides on its production quantity. 
4.1 The Cobb-Douglas Utility Function 

The Cobb–Douglas production function is a particu-
lar functional form of the production function, widely 
used to represent the technological relationship between 
the amounts of two or more inputs, particularly physical 
capital and labor, and the amount of output that can be 
produced by those inputs. In economics, the Cobb–
Douglas utility function [24] is widely used to represent 
the technological relationship between the amounts of 
two or more inputs. In the most standard form for pro-
duction of a single good with two factors, the function is 
 Y AL KE D , where Y is the total production, L is the la-

bor input, K is the capital input, A is the  total factor 
productivity, and α  and β  are the output elasticity of 
capital and labor respectively. Assuming  perfect compe-
tition and α + β = 1, α and β can be shown to be capital’s 
and labor’s shares of output. 

Furthermore, if α + β = 1, the production function 
has constant returns to scale, which means that doubling 
the usage of capital K and labor L also doubles output Y. 
If α  + β  < 1, returns to scale are decreasing, and if 
α  + β  > 1, returns to scale are increasing. Cobb and 
Douglas were influenced by statistical evidence that ap-
peared to show that labor and capital shares of total out-
put were constant over time in developed countries; they 
explained this by statistical fitting least-squares regres-
sion of their production function. 

The Cobb–Douglas production function was not de-
veloped based on any knowledge of engineering, tech-
nology, or management of the production process. It was 
instead developed because it had attractive mathematical 
characteristics, such as diminishing marginal returns to 
either factor of production and the property that expendi-
ture on any given input is a constant fraction of total cost. 
A major criticism at the time was that estimates of the 
production function, although seemingly accurate, were 
based on such sparse data that it was hard to give them 
much credibility. Many modern researchers develop 
models that give Cobb–Douglas production function 
from the micro level; it is nevertheless a mathematical 
mistake to assume that just because the Cobb–Douglas 
function applies at the micro-level, it also always applies 
at the macro-level. Similarly, it is not necessarily the case 
that a macro Cobb–Douglas applies at the disaggregated 
level. 

4.2 The SP’s Utility Function 
Cloud computing virtualizes the different hardware 

resources, such as CPU, storage, and memory, in a data 
center by virtualization technology. When the hardware 
resources form the virtual resource pool, virtual machines 
are deployed to be used transparently for users. Job 
scheduling and resource scheduling are two key technol-

http://www.policonomics.com/game-theory
http://www.policonomics.com/sequential-game
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ogies in cloud computing. Increases in the size of data 
centers and number of users increases cloud virtual ma-
chine efficiency and enables tasks to finish rapidly—an 
important issue in cloud resource scheduling. By analyz-
ing the characteristics of cloud resources, we summarized 
the model, the goal, and the characteristics of virtual ma-
chine scheduling. When an SP obtains the resource pre-
dicted price of CPU, bandwidth, and storage requested by 
other SPs using the HMM, their own stable equilibrium 
bid could be obtained using the dynamic Stackelberg 
pricing game in this paper. In dynamic game price strate-
gy, the SP determines the bidding strategies and maxim-
izes the Cobb-Douglas utility function. 

storage storage storage( ) P (w) ( ) P (w) ( ) P (w)cpu cpu cpu bw bw bw
i i i i i i i i i iU m s s m s s m s sD E D E D E � � � � �

         (10)  
where storage, ,cpu bw

i i im m m were actual valuations of the CPU, 

bandwidth, and storage; storage, ,Pcpu bw
i i iPs Ps s  were the 

possible bids of the CPU, bandwidth, and storage offered 
by the SP; and cpu cpu cpu

i i is q v , =bw bw bw
i i is q v , storage  storage storage

i i is q v ,

P (w)cpu
is , P (w)bw

is , storageP (w)is  were the winning probabil-
ity of the bid by the SP. The size of D and E reflected the 
emphasis on profits and the winning probability [21]. 
Equation 10 was equivalent to Equation 11 

storage storage storage( ) P (w) ( ) P (w) ( ) P (w),
= / 0,0 1,0 1, 1

cpu cpu cpu bw bw bw
i i i i i i i i i iU m s s m s s m s sO O O

O D E D E D E
 � � � � �

! � d � d �  

 (11) 
where parameters ,D E were the weights giving relative 
importance to the remaining resources and the average 
remaining time, and 1D E�  . 1D  meant that only the 
remaining resource constraint was considered  in the final 
bid value; 1E   meant that only the remaining time con-
straint was considered; and 0 1,0 1D E� d � d  meant that 
both constraints were taken into account. 

This paper assumed that if the SP had the same em-
phasis on profits as on the winning probability, that is
D E , then Equation 11 could be simplified to Equation 
12. 

storage storage storage( )P (w) ( )P (w) ( )P (w)cpu cpu cpu bw bw bw
i i i i i i i i i iU m s s m s s m s s � � � � �

      (12) 
The higher unit resource price offered by the SP, the 

greater the probability of winning. Then 
1

1
P (w) ( ) ( )

cpu cpu
cpu cpui i
i jcpu cpu j

i i

s ss q
v v

N�

 
 �¦                              (13) 

1

1
P (w) ( ) ( )

bw bw
bw bwi i
i jbw bw j

i i

s ss q
v v

N�

 
 �¦                              (14) 

storage storage
1storage storage

storage storage 1
P (w) ( ) ( )i i

i jj
i i

s ss q
v v

N�

 
 �¦             (15) 

where storage, ,cpu bw
j j jq q q  represented the predicted prices of 

the CPU, bandwidth, and storage respectively. The cur-
rent SP calculated through other SPs’ historical resource 
request records. 

In the SP’s Stackelberg game, any SP i‘s dominant 
strategy was the bidding strategy

* * * *( ,  ,  )cpu bw storage
i i i is s s s , which maximized the profit 

function ui, which was called the Nash equilibrium *
is , 

that is the final bid of SP i. Here is the process of solving 
the Nash equilibrium: 

Substituting Equations 13, 14, and 15 into Equation 
12, we obtained the expected profits of any SP. The utility 
function is shown in Equation 16. 

1 1

1 1

storage storage
1storage storage storage

storage storage 1

( )( ( )) ( )( ( ))

        ( )( ( ))

cpu cpu bw bw
cpu cpu cpu bw bw bwi i i i

i i i j i i jcpu cpu bw bwj j
i i i i

i i
i i jj

i i

s s s sU m s q m s q
v v v v

s sm s q
v v

N N

N

� �

  

�

 

 � � � � �

� � �

¦ ¦

¦
(16) 

Equation 16 was simplified to Equation 17. 

1 1

1 1

storage storage
1 storage
1

( ) ( )

        ( )

cpu bw
cpu cpu bw bwi i

i i i i icpu cpu cpu bw bw bw
i i j i i jj j

storage
i

i i storage storage
i i jj

s sU m s m s
s v q s v q

sm s
s v q

N N

N

� �

  

�

 

 � � �
� �

� �
�

¦ ¦

¦
       (17) 

Since 1

1
cpu cpu
i jj
v qN�

 ¦  is constant, let 1

1
cpu cpu cpu
i jj
v q GN�

 
 ¦ ,

1

1
storage storage storage
i jj
v q GN�

 
 ¦ , 1

1
bw bw bw
i jj
v q GN�

 
 ¦ . 

4.3 The Optimization Problem of the SP’s Utility 
Function 

Theorem 3: If the bid strategy set that the SP bids for 
the product is a finite positive integer set and is greater 
than 1, then the expected profit of each SP can achieve the 
optimal price on a reasonable strategy set, and the system 
exists in a Nash equilibrium. The constraints can be fur-
ther relaxed when the following conditions are satisfied:  

2

2

2

1

1

1

cpu cpu cpu
i

bw bw bw
i

storage storage storage
i

m G G

m G G

m G G

 � !
°° � !®
°

� !°̄

                                      (18) 

Proof: In the proposed Stackelberg game model, the 
number of SPs is limited and the strategy set for each par-
ticipant is a finite convex set. By the Nash equilibrium 
existence theorem [28], at least Nash equilibrium *

is  is 

included. The problem of solving Nash equilibrium *
is

can be converted into solving the extreme problem of a 
ternary function Ui. Under the indefinite conditions, we 
solve the stagnation function Ui and seek the first-order 
partial derivatives of Ui. We obtain the following first-
order partial derivatives of Ui. 

2
'

2

( ) 2
( )i cpusi

cpu cpu cpu cpu cpu
i i i

cpu cpu
i

m G s s GU
s G
� �

 
� ,
2

'
2

( ) 2
( )i bwsi

bw bw bw bw bw
i i i

bw bw
i

m G s s GU
s G
� �

 
� , 

2
'

2

( ) 2
( )i storagesi

storage storage storage storage storage
i i i

storage storage
i

m G s s GU
s G
� �

 
�  

Let ' ' ' 0
i cpu i bw i storagess sii i

U U U   , we obtain the stagna-
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tion of Ui= 2( ( ) ,� �cpu cpu cpu cpu
i im G m G  

2( ) ,� �bw bw bw bw
i im G m G and

2( ) )� �storage storage storage storage
i im G m G  
According to the sufficient extreme condition for the 

ternary function in [22], 0 0 0( , , )cpu bw storate
i i i iU s s s  is the maxi-

ma, and 0 0 0 0( , , )cpu bw storate
i i iP s s s is the point of maxima when 

A, B, C, D, E, and F satisfied 
2

2

2

1 0
1 0
1 0

A D
B E
C F

 � � �
°

� � �®
° � � �¯

.        

Correspondingly, we obtain Equation 14. 
2

2

2
2

3
2

2( ) 1
1 1 0

( )

cpu cpu cpu
i

cpu cpu cpu
i

m G GA D
m G G

� � �
� �  � �

�

  (19)                                

Let
2cpu cpu cpu

iH m G G � , and simplify Equation 19 to
3

2 22 1 0H H� � ! , hence we obtain 1H ! . For the same rea-
son, utility function 12 has the maxima under the condi-
tion 

2

2

2

1

1

1

cpu cpu cpu
i

bw bw bw
i

storage storage storage
i

m G G

m G G

m G G

 � !
°° � !®
°

� !°̄

. 

[End of proof] 
The resource bidding strategy set for the SP request 

was the finite positive integer set, it was greater than 1, 
the system had a Nash equilibrium, and the Nash equilib-
rium solution was in a given strategy set of the SP. The 
Nash equilibrium strategy is feasible. 

Corollary 1. The proposed Stackelberg game system 
based on bid prediction is the incentive compatibility and 
individual rationality.  

Proof: (1) Incentive compatibility: When the individ-
ual SP bids rationally, their personal profit does not suf-
fer; at the same time, the other SPs’ profits also increase, 
and the bid of each SP is able to achieve equilibrium *s . 

For the bid strategy of the SP, there exists that '
is :

* '( ) ( )i i i iU s U st . 
From the proof of Theorem 1, there exists a maxi-

mum SP‘s utility function, and the extreme point of the 
utility function is the Nash equilibrium solution of the 
system. At this time, no SP has a reason to change their 
bidding strategy. Otherwise, it will cause loss of profit. It 
is clear that, when the bid of each SP has reached the state 
of Nash equilibrium in a Stackelberg game of imperfect 
information, it satisfies incentive compatible policy con-
straints. 

(2) The individual is rational: the bidding behavior of 
each SP meets the individual rational constraint, and the 
utility is positive. 

For the allocation algorithm proposed in this paper, 

when there is a shortage of resources some SPs may not 
get any. The profit for SPs that cannot obtain the re-
sources is 0. As for SPs involved in the transaction, we 
discuss the possible range of Equation 12. For example, 
the difference between the actual valuation and the trans-
action price of the CPU was as follows. 

* 2( ( ) ) ( ) ( )cpu cpu cpu cpu cpu cpu cpu cpu cpu cpu cpu cpu
i i i i i i i im s m m G m G m G m m G�  � � �  � � �

 
For the transaction price, it is clear that

( ) ( )cpu cpu cpu cpu cpu
i i im G m m G� ! � . That is, *

0cpu cpu
i im s� !  ( *cpu

is pre-

sents the equilibrium). Similarly, *

0bw bw
i im s� ! and

*

0storage storage
i im s� ! . Equation 17 is greater than 0. All the SPs

’ individual utilities are non-negative, so the Stackelberg 
game model of imperfect information is consistent with 
individual rationality. 

[End of proof] 

5 THE CLOUD RESOURCE ALLOCATION MODEL 
USING HIDDEN MARKOV BASED ON RESOURCE 
PRICING 

5.1 Problem Description 
The cloud resource allocation model was formulated 

as a 4-tuple of A=<K,X,O,C>, where K was the set of S 
SPs. K=<k1, k2, …, ks> and X=<x1, x2, …, xs> were the 

price set offered by SPs. For ix� , , ,cpu bw storage
i i i ix s s s � !  rep-

resented the SP i’s bid of CPU, bandwidth, and storage. 
O=<o1, o2, …, os> represented the combinatorial demand 
of all types of resources requested by the SPs. For io� , 

, ,cpu bw storage
i i i io v v v � !  represented the SP i’s demand for 

all types of resources; C=( , , )cpu bw storagec c c  presented the re-
sources of CPU, bandwidth, and storage belonging to the 
INs. 

The economic profit of resource allocation can be ex-
pressed as an optimal model. 

1

1 1 1

max ( )

s.t .   c , c , c

 

   

� �

d d d

¦

¦ ¦ ¦

s
cpu bw storage

i i i i
i
s s s

cpu cpu bw bw storage storage
i i i i i i

i i i

s s s

v v v

G

G G G

           (20)  
 
5.2 Description of CSAM-IISG 

The resource allocation strategy in our research al-
lowed an IN to satisfy the demands of multiple SPs sim-
ultaneously. When a SP had a trading of a set of re-
sources, the IN allocated the requested resources to the SP 
all at once, rather than allocating the separate resources 
many times. This resulted in greatly improved system 
performance. During the process of resource allocation, 
all types of resources were pricing, and used the length of 
the taxonomic unit resource price vector as the greedy 
selection criteria. To do so, the process effectively avoided 
the shortcomings of the traditional allocation process of 
resource combining. Since the traditional allocation pro-
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cess sorts SPs using the average price of all types of re-
sources, it can cause pricing errors and form the wrong 
incentives [23–25]. 

Suppose that the requested resources are CPU, 
bandwidth, and storage. The resources were applied by 
two SPs. The resource combination pack of SP A was 
oA=<1, 3, 5>, and the unit price of the resource combina-
tion was xA=<14, 4, 6>. The average price of the resource 
combination was 14*1 4*3 6*5 6.22

1 3 5Ax
� �

  
� �

. That of SP B was 

oB=<3, 1, 5>, xB=<12, 2, 5>, and 12*3 2*1 5*5 7
1 3 5Bx
� �

  
� �

 

Clearly, SP A’s price of each resource was higher 
than SP B’s. From the perspective of economics, SP A 
should have been more competitive than SP B. However, 
because the average price of SP A was lower than that of 
SP B, SP A was behind SP B in the traditional allocation. 
In our study, SPs were sorted using the greedy resource 
allocation algorithm, and we allocated resources accord-
ing to the price vector lengths of unit resources. 

The details of CSAM-IISG are as follows: 
(1) The s SPs obtain their auction bids 

, ,cpu bw storage
i i i ix s s s � !  for various types of resources and 

their resource demand , ,cpu bw storage
i i i io v v v � !  through the dy-

namic non-cooperative Stackelberg game pricing strategy, 
and submit the bids to the auction broker. 

(2) The IN submits the lowest transaction price of all 
types of resources to the auction broker. 

(3) The auction broker determines the SP participated 
in resource allocation according to the lowest price sub-
mitted by the IN. 

(4) The auction broker calculates the resource SP 
prices according to the bids and demands requested by 
the resource provider. 

,   ,   
cpu bw storage

cpu bw storagei i i
cpu bw storagei i i
i i i

s s sq q qv v v     

(5) The price vector lengths 
2 2 2ˆ ( ) ( ) ( )cpu bw storage

i i i iq q q q � � of the unit resources pro-

vided by the SP are sorted in descending order. If ˆiq are 
the same, they are sorted in descending order according 
to the total number cpu bw storage

i i iv v v� �  of the requested 
resources. 

(6) We calculate the SP’s demand of various re-
sources from the beginning of the first SP in the sorted 
list. If the demand is satisfied, then the resources are allo-
cated for the SP. 

(7) When the demand for the three types of resources 
cannot be satisfied simultaneously, we select the next SP 
from the sorted SP list until a class of the resource of the 
IN is 0 or the SP list is completely covered. 

The structure of CSAM-IISG is shown in Fig. 4. 
In the upper frame is the prediction based dynamic 

Stackelberg game pricing module among SPs. The histori-
cal resource requirement sequence 1 2, ,......, n

j j jv v v of any SP j 

is the observable value; while the actual bid A of each 
round is non-public information. This hypothesis is in 

line with the current market environment. The lower 
frame shows the classified resource price based cloud 
resource allocation module. There was a problem of lack 
of fairness caused by net resources sorting with the aver-
age unit price in the traditional auction model. To solve 
this, we priced each resource and determined the re-
source allocation method according to the price vector as 
the scoring standard basis. At the beginning of each 
round of resource allocation, every SP observed each 
competitor the resources demand. After that, each service 
provider used an HMM based prediction mechanism to 
obtain a competitor’s most likely bidding strategy based 
on their historical resource needs. All the SPs involved in 
the resource auction determined their own bid price 
through CSAM-IISG. Algorithm 1 [28–30] is the algorithm 
of the multi-winner resource allocation. 

Historical resource demand
(the observable value)

SP1 SP2 SPn

Prediction based dynamic Stackelberg game pricing module

Unit resource offer forecasting based HMM

v1
1, v1

2, …, v1
t v2

1, v2
2, …, v2

t vn
1, vn

2, …, vn
t

Predicting other competitor’s bid

Stackelberg game pricing

q1, q3, …, qn q1, q2, …, qn-1 q2, …, qn

…...

…...

…...

Determining its bid of current round

Classified resource pricing based cloud resource allocation

s1*, v1
t s2

*, v2
t sn

*,  vn
t…...

SP1 SP2 SPn…...

Classified resource price based cloud resource allocation module

Multi winner resource allocation based on
Maximizing the resource owner’s price

 
Figure 4. The structure of CSAM-IISG 

 
Algorithm1: The algorithm of multi-winner resource allo-
cation 

ResourceAssignment (){  
/* n indicates the number of bidders. */  
/* request[i] indicates the resource demand of bid-
der i */  
/* value[i] indicates the bid price*/ 
/* R indicates the total amount of resources*/  
/* m indicates remaining demand */ 
     temp=0;  
     for (i=1,2,…,n) {  
        if ((request[i]+temp)≤ R)  
           {profit+=value[i];  
               temp+=request[i];}  
      else if ((request[i]+temp)> R){  
          int m=R+temp;  
         double xi=(double) m/request[i]; 

        profit+=value[i]*xi;  
        temp+= m;  
        end  
      }  

   }  
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   return profit;  
  } 

6 PERFORMANCE ANALYSIS AND EVALUATION OF 
CSAM-IISG 

6.1 Parameter Setting and Analysis 
Suppose that the resources requested by the SP were 

a combination of CPU, bandwidth, and storage. The CPU 
price was within the range of [2, 20], the bandwidth price 
was within the range of [8, 40], and the storage price was 
within the range of [1, 10]. The unit of price was virtual 
resource currency (VSC). The actual value of SPs for INs 
is described in Equations 16 to 18: 

( , , ) ((1 )ln ln )cpu cpu cpu cpu cpu cpu cpu cpu
i i i i i i i im t v t vT K T T � �  (21) 

( , , ) ((1 )ln ln )bw bw bw bw bw bw bw bw
i i i i i i i im t v t vT P T T � �  (22) 

storage storage storage storage storage storage storage storage( , , ) ((1 )ln ln )i i i i i i i im t v t vT Z T T � �
 (23) 

cpu
it , bw

it and storage
it  were the expected times using 

CPU, bandwidth, and storage by the SP; storage, ,cpu bw
i i iv v v  

were the demands for CPU, bandwidth, and storage by 
the SP; and storage, ,cpu bw

i i iT T T  were the SP‘s preferences for 
the use time and resource demand respectively. , ,K P Z  
were the profits caused by the unit effects of CPU, band-
width, and storage respectively. In the experiment, 

0.6cpu
iT  , 0.9bw

iT  , storage 0.2iT  , 40, 100, 20K P Z   , and 
15 SPs and INs had 200 units of all types of resources.  
6.2 Comparisons of the Provider’s Actual 

Valuation, Transaction Price, and Predicted 
Price 
For any SP, they obtained the CPU and storage of the 

actual valuation, transaction price, and predicted price 
after 30 rounds of training using the Stackelberg game 
shown, as shown in Fig. 5.  

In Fig. 5, the results of CSAM-IISG show that the SP
‘s transaction price had the same trend as the actual 
valuation, and fluctuated below the actual valuation with 
small amplitude. According to the profit equation, it was 
clear that the profit of each SP was non-negative, so the 
CSAM-IISG model was consistent with individual ration-
ality and reflected the actual market situation. That the 
predicted price obtained by the HMM fluctuated around 
the transaction price with small amplitude illustrated the 
effectiveness of the HMM. 

 
Figure 5. Comparison of an SP‘s actual valuation, 

transaction price, and predicted price 
 

6.3 Profit Comparisons  
The parameters of CPU, bandwidth, and storage 

were the same as those in Scenario 1. The resources held 
by the INs were set at 10, 20, 30, 40, 50, 60, 70, 80, 90, and 
100, and the number of SPs was set at 10, 30, and 50. We 
compared the profits of CSAM-IISG with the combinato-
rial traditional auction based on mean allocation. The re-
sults are shown in Fig. 6.  

 
 
Figure 6. Profit of an IN. Note that “Traditional” rep-

resents the combinatorial traditional auction based on 
mean allocation 

 
As shown in Fig. 6, the profit of CSAM-IISG was 

higher than that of a traditional auction when the number 
of SPs was the same. With an increase in SPs, the profits 
of both algorithms increased gradually, showing that the 
algorithms were consistent with the actual market rules. 
As the resources of INs increase, the profit of CSAM-IISG 
increased more significantly than that of the traditional 
auction. The result indicated that the proposed algorithm 
had a good incentive mechanism and increased the re-
source utility of the IN. 
6.4 Comparisons of the Resource Utility of an IN 

With the unit price of CPU, bandwidth, and storage 
the same as in Scenario 1, the number of SPs was 30, and 
the resource price variances were 0, 0.5, 10, 50, and 100. In 
the experiment, the prices of CPU and storage were kept 
at 6~10 and the price of bandwidth increased gradually. 
We experimented 20 times. Fig. 7 shows the results of the 
resource utility of an IN yielded by CSAM-IISG and by a 
combinatorial traditional auction based on mean alloca-
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tion.  

  

 
 

Figure 7. Comparison of resource prices sold by an 
IN. Note that “Traditional” represents the combinatorial 

traditional auction based on mean allocation 
With an increase in resource price variance, the 

bandwidth price obtained by CSAM-IISG was clearly 
higher than that of the traditional algorithm, and the unit 
price difference increased gradually. As shown in Fig. 5, 
when the resources provided by the IN were limited, and 
the price of each resource varied greatly, the CSAM-IISG 
could effectively improve the resource unit prices of INs 
and obtain higher profits. CSAM-IISG made an SP with a 
higher bid more competitive, which was more consistent 
with the rules of market competition. 

 
6.5 The Operation Time of Different Algorithms 

Table 1 compares the computation times of CSAM-IISG 
with those of a traditional algorithm. The table shows that 
the computation time of a traditional algorithm was much 
greater than that of the CSAM-IISG algorithm. This was 
because a traditional algorithm uses only a simple cross-
over and mutation, while the CSAM-IISG algorithm con-
sidered the optimal characteristics of a migration, which 
improved the convergence rate. As a result, CSAM-IISG 
needs less computation time. 

 
Table 1 Operation times of different algorithms 
Task num- Running time(s) 

ber CSAM-IISG Traditional  
10 1.311 4.335 
20 1.573 7.356 

 
6.6 Cloud Resource Allocation System 

Verifications 
To verify the proposed method, we adopted the cloud 

resource hierarchy shown in Fig. 8, and developed the 
cloud resources distribution monitoring model, which is 
supported by Huawei Co. Ltd. When a user sent a request 
to a virtual machine, the virtual machine could be allocat-
ed to the host if it was not satisfied. The virtual machine 
manager then destroyed the virtual machine and updated 
the host queue from the virtual machine queue, which 
could satisfy the virtual machine. The virtual machine 
scheduling module was responsible for resource schedul-
ing. The host power management module and the data 
center load forecasting module were responsible for pow-
er management. The virtual machine management mod-
ule was responsible for the simple scheduling of the vir-
tual machine. The virtual machine scheduling module 
was responsible for scheduling the virtual machine, the 
operation of the improved ant colony algorithm, and the 
use of virtual machine migration technology to imple-
ment the scheduling results. 

 

 

 
Figure 8. The cloud resources distribution monitor-

ing model 
 

The strategy of selecting the virtual machine to migrate 
involved: 

x The migration minimization strategy: When the 
node CPU utilization ratio exceeded an upper 
bound, the minimum number of virtual machines 
was selected for migration. 

x The most potential growth strategy: When the 
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node CPU utilization ratio exceeded an upper 
bound, the choice of CPU utilization was the low-
est of the virtual machine migration. 

x The random selection strategy: When the CPU uti-
lization ratio exceeded an upper bound, that se-
lected the part of the virtual machine to migrate.  

When the dynamic migration ran to a certain stage, the 
destination power manager (PM) already had the capabil-
ity of running VM3 resources. After a very short time of 
switching, the source PM transferred the control of VM3 
to the destination PM, and VM3 continued to run on the 
destination PM. 
Algorithm 2: Minimize migration  

Input: hostlist, vmlist; 
Output: migrationlist; 
for in each host H in hostlist 
 add the virtual machine running on host h to vmlist; 
 sort the virtual machine in descending order accord-
ing to CPU utilization in vmlist; 
 save the CPU utilization of the host in hUtil; 
 bestFitUtil=MAX; 
 THRESH_UP = the upper bound of the host CPU 
utilization ratio; 
 THRESH_LOW = the lower bound the host CPU 
utilization ratio; 
end for 
while hUtil>THRESH_UP 
 for vmlist in each VM 
 if the utilization of VM >hUtil-THRESH_UP 
  t=VM -hUtil+THRESH_UP; 
 if t<bestFitUtil  
  bestFitUtil=t; 
  bestFitVm= VM; 
 else  
  bestFitUtil=MAX; 
  bestFitVm= VM; 
 end if 
  hUtil = CPU utilization; 
  add bestFitVm to migrationlist; 
  remove bestFitVm from vmlist; 
 end for 
 if hUtil<THRESH_LOW 
  add the virtual machine on h to the mi-
grationlist; 
  remove the virtual machine on h from 
vmlist; 
 end if 
end while 
return migrationlist

 
Figure 9. The effect of the dynamic transfer operation on 

the virtual machine 
After the migration, VM3 ran on the destination pro-

gram manager 2 (PM2), which implemented the service 
session without interrupting migration. CPU utilization 
of source program manager 1 (PM1) and destination PM2 
were balanced, effectively improving overall system re-
source utilization. 

In order to save the virtual machine, the virtual ma-
chine was integrated into a host on the virtual machine 
scheduling, and the virtual machine was closed down 
after the virtual machine migration. 

The virtual machine initialization algorithm created 
the virtual machine to the host with the smallest power 
consumption. The trust driven virtual machine schedul-
ing algorithm assigned resources to meet the needs of the 
trust, and the virtual machine migration algorithm was 
migrated to the appropriate host. 

7 CONCLUSION AND FUTURE WORK 
Since cloud computing’s commercial aspect makes it fo-
cus on user quality of service, the virtualization technolo-
gy of cloud computing makes job and resource schedul-
ing significantly different from those of parallel and dis-
tributed computing. Taking into account the multi-
tenancy market operation mode competing in the cloud 
environment, this paper proposes a cloud resource alloca-
tion model based on an imperfect information Stackelberg 
game using an HMM. Because of the competitive rela-
tionship among SPs under multi-tenancy in the cloud 
environment, SPs cannot open their actual bid, so the 
HMM was applied to predict the SP’s bid according to 
their historical resource demand. We propose using 
CSAM-IISG to determine the price, optimize the profit 
according to the current market situation quickly and 
flexibly, and achieve a Nash equilibrium. This will max-
imize IN and SP profits simultaneously. We designed the 
resource allocation model based on a classified resource 
price to support multiple SPs and multiple resource allo-
cations simultaneously, which optimized IN profit. Simu-
lation results showed that the predicted price of CSAM-
IISG was close to the actual transaction price, and the 
transaction price was lower than the actual valuation. The 
proposed approach can guarantee the profits of SPs and 
INs. For future work, we will optimize the application 
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system to make it run much more efficiently and adjust 
the parameters according to the requirements. 
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