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Multipoint Communication: A Survey of
Protocols, Functions, and Mechanisms

Christophe Diot, Walid Dabbous, and Jon Crowcr&gnior Member, IEEE

Abstract—Group communication supports information trans- a shift from sender initiation to a model of “receiver-makes-

fer between a set of participants. It is becoming more and good” is needed for many protocol functions, only some of
more relevant in distributed environments. For distributed or which we have mentioned so far.

replicated data, it provides efficient communication without over- .

loading the network. For some types of multimedia applications, ~ EXiSting protocols (e.g., Internet protocol (IP), CLNP, UDP,

it is the only way to control data transmission to group members. and CLTS) are sufficient for the applications which can be

This paper surveys protocol functions and mechanisms for data satisfied by a connectionless (nonreliable) multicast commu-

transmission within a group, from multicast routing problems  pication support. New generation applications such as mul-

up to end-to-end multipoint transmission control. We provide a timedi f hared K distributed

bibliography which is organized by topic. This paper is intended Ime |.a ?On erepces, S a.re workspace, '.S rbute _games,

to introduce this special issue with the necessary background on @nd distributed simulation introduce new requirements in data

recent and ongoing research. transmission; this means that existing protocols and commu-
Index Terms—Asynchronous transfer mode, end-to-end con- Nication systems are not well suited. Group communication

trol, group communication, Internet, multicast, multipoint, rout-  introduces two new aspects in transmission control:

Ing. < control of time dependencies (transmission delay, order-
ing, synchronization);

« definition of session control parameters per participant.

ONE of the most pressing needs for enhanced commu-tpe problems are consequently to provide:

nication protocols comes from multipoint (or group) . o
L : ¢ the set of services that application programmers have
applications. These involve more than two users (these users . . 2
become used to for point-to-point applications but now

define a “group”) that wish to exchange information; in for multinoint communication and
contrast, point-to-point applications involve only two users. P - L
Such applications cover a very wide spectrum, including' new senvices, bOth fqr new mult!pomt applications and to
software distribution, replicated database update, command support new multipoint applications.
and control systems, audio/video conferencing, distributedThe proliferation of multimedia applications associated with
games, and distributed interactive simulation (DIS). new high-speed networks, often based on ATM technology, is
Until recently, communication systems built around the OSiriving this need for reliable group communication mecha-
reference model or the Internet architecture were designediisms and protocols. In the Internet Protocol Suite, TCP is
support point-to-point services. Point-to-point communicatich point-to-point protocol; however, more recently, we have
often depends on implicit knowledge that is no longer valigeen some modifications to the Internet protocol (and to
for group communication. A point-to-point session is madénplementations of UDP) to support group communication
of two participants, one of which is typically a client (or the(see Section Il). Consequently, group applications generally
active initiator or master participant), the other of which isise nonreliable UDP multicast transmission over the multicast
a server (or passive or slave participant). Connection estdiackbone (MBone) (examples of public domain applications
lishment/teardown, flow control, and error recovery can hesing such multicast support are given Section V).
driven from one end (typically the active/sender end). In aIn this paper, we have decided not to follow the classic
multipoint session, any participant can decide whether atayered architecture to describe group communication related
when it wishes to join or leave the session. The join and leapgeoblems. Instead, we have chosen to organize the paper
operations have to be simple, with no side effect on the othfetlowing the natural modularization of mechanisms and func-
participants, if they are to scale seamlessly from small to vetignalities discussed. Thus, node-level mechanisms will be
large group membership. The session parameter negotiati@dcussed in Section I, as “hop-by-hop” mechanisms, where
which is common in point-to-point protocols, is not alwaysve include addressing, group management, routing, and traffic
acceptable in group communication. A multipoint session hggntrol; end-to-end problems are discussed in Section I,
to be receiver controlled in order to allow dynamic join angyhere mechanisms for reliability, receiver-based transmis-
leave. Window-based flow control, for example, is not usablgon control and quality of service (QoS), large groups, and
in the context of group communication. In general, we find thata|apility are discussed. Section IV is specific to application-
Manuscript received February 15, 1996; revised September 23, 1996. related problems including multimedia applications, security,
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A bibliography is provided with each section. Each 1) Internet Group Addressing and Managemeiihe most
bibliography is organized in two parts: referenced pavidely used group addressing and management today is the
pers and other readings, which is a selection of tHeternet one. The Class D portion of the IP address space is
most interesting papers among those we have reviéwedkserved for multicast groups delivery. The semantics of this
Our objective is not to provide an exhaustive list ohddressing scheme [3] are such that senders to a group do
references (which is available through our web pageot need to be in the group or to know the group members.
http://www.inria.fr/rodeo/group.communication/), but rathefhere is no hierarchy in the Internet group structure. An
to provide the reader with a filtered bibliography of the mosnternet group address is chosen by some group initiator. On a
relevant work in this very prolific area of research. LAN, it is directly mapped to a group medium access control

We have also tried to avoid the classic section on termindMAC) address [4] to avoid costly table lookup. The group
ogy. Instead, we use simple vocabulary that is more intuitivemanagement protocol associated to the Internet is called IGMP
For example, “multicast” will be used to characterize th@éinternet group management protocol) [2]. It is used to report
routing tree, whereas “multipoint communication” will be usethost group memberships to neighboring multicast routers.
to describe any type of communication within a group (it is Internet multicast also makes heavy use of the capability to
equivalent to “group communication®)Any ambiguities will scope the lifetime of a packet by setting a time-to-live (TTL)
be clarified on-the-fly. field which limits how far (how many hops) a packet can

traverse on the way to a destination. When the destination
is a group, this scoping mechanism allows the application to
Il. Hor-BY-HOP determine how near or far the set of actual receivers are to

In this section, we discuss all the aspects of group com-sender.
munication that are processed at the node level. This coverdGMP has gone through various stages of evolution. Ini-
routing-related tasks including group addressing, group maially, the protocol entailed host members simply joining
agement, and traffic control. First of all, the style of grougroups by advertising their membership on the local subnet-
communication required must be defined. work (to the nearest router and other members) and leaving
is achieved by timing out entries for hosts that did not persist
sending such messages. In fact, the router needs only to know
) - ] - if there isany group member in the subnetwork in order to

A group is a set of entities. We have identified two groufyyard the datagrams sent to the group. More recent versions
levels: thesocial groupand thenetwork groupMultipoint ses- ot G \MP were designed to provide some enhancements. IGMP
sions are organized for social groups. The network group is @9 4qds a “low-latency leave” to IGMP. This allows a more
abstraction that has been defined to coordinate participatior’b';ra)mpt pruning of a group after all members in the subnetwork
the social group. All notions of group address, group identifiggaye |GMP v3 adds selective source reception in order to
group properties, and group management are mechanisms,igiq forwarding traffic from all sources to members of a
control participation in a social groupSuch group addressesyroyp. The information on desired sources is used by the
are, of course, logical: unlike addresses used for unic@ghticast routing protocol in order to reduce the amount of
delivery which contain locality, and possibly end systerganqgwidth for a multicast tree by source prunfng.
identifier information, multicast addresses effectively act aS2) Virtual Circuit Switched Network Group Management:

an index to another table somewhere (potentially distributed, it networks may also support group addressing. Typi-

or partitioned throughout routers, or even implicit in othega)y a group of end points is named at circuit setup time. It
routing information). may only be possible to do this once and for all; alternatively,

Group management procedures are used to advertise grguRsay he possible to signal the addition of new receivers or
to potential members, to broadcast routing information 10 albnqers to a multipoint circuit. Most virtual circuit networks

multicast capable nodes, and to control various properties §fo\ a master (perhaps a single source) to add recipients,

the group. one at a time [1]. More recently, “leaf initiated join” has been
proposed, where receivers, through some directory, discover

1We have omitted almost all the references to Internet and ATM forughe existence of a multipoint circuit, and the “conversation
drafts because they are transient documents. Important documents that have e L ) L .
not yet been published will be referenced. identifier” of the circuit, and signal their wish to be added

2In circuit-based networks, we refer to point-to-point calls, point-tof0 the circuit. Currently, no virtual circuit networks support
multipoint calls, multipoint-to-point calls, and multipoint-to-multipoint calls.signaling for multipoint.

In dqtag_ram networks, there is no long-term association between sogrc? an(,)x key problem with virtual circuit network signaling for
destination, and so the models are reduced to unicast (or as we call it, “any- | . . .
to-one”) and multicast (or “any-to-some”). This characterization naturalIV)‘/L”t'CaSt support is that of state. For a sender to add receivers

extends to the service known as “anycast,” which is one-to-any. one at a time take®(n) signaling steps and may require

3Some researchers identify two other types of groups, namely “procetre mapping from the group to all the receivers’ addresses
groups” and “host groups.” We regard these as implementation-specific—a
member of a social group may use multiple hosts or multiple processes;
multiple members of a social group may use a single host or even a singléHowever, this results in group asymmetry which jeopardizes the stability
process. A member of a host group may be a member of multiple netwarkthe RTP v2 reporting algorithm [5]. Receivers need to estimate the number
groups, or vice versa; in other words, there is a many-to-many relationsiup the sources sending to the group in order to adjust their transmission
between social group and process group, and between host group and networitrol parameters. This is discussed further under congestion control for
group. group communication.

A. Group Addressing and Membership Management
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to be held at one point. This is in contrast to the datagram compromise between the efficiency of the route and the
multicast model, where the mapping between group address dynamic of the group.

and recipient location is totally distributed, ant1). ¢ Minimizing state stored in routers for some types of
multicast is an important goal, as otherwise, delivery to
Group Addressing and Management—Referenced Papers a large group is not realistic.
We start this section with the theoretical framework for
[1] ATM User Network Interface (UNI) Specification Version 3.Engle- . . . ..
wood Cliffs, NJ: Prentice Hall. 1995. multicast tree construction, and then we describe existing
[2] S. Deering, “Host extensions for IP multicasting,” RFC 1112, vol. 17protocols. Most of these protocols are used in the Internet, but
Aug. 1989. ; ; ; ;
[3] S. Deering, “Multicast routing in a datagram internetwork,” Ph.0VE will also show solutlops proposed in the ATM environment
dissertation, Stanford Univ., Dec. 1991. and for mobile communication.

[4] C. Huitema,Routing in the Internet. Englewood Cliffs, NJ: Prentice  There are a few basic algorithms for multicast routing that

Hall, 1995. . - . . . .
[5] H. Schulzrinne, S. Casner, R. Frederick, and V. Jacobson, “RTP: iAave been identified today. The simplest algorithm is flooding.

transport protocol for real-time applications,” Internet RFC 1889, Jait is used for broadcasting packets, but it can result in very

1996. low efficiency in terms of link utilization. The spanning tree
algorithm [18] is a refinement of simple flooding to provide
Group Addressing and Management—Other Readings broadcast packets in a set of interconnected LAN'’s in a more

K. Al . i . L efficient manner. As these two techniques are dedicated to
« K. Almeroth and M. Ammar, “Collecting and modeling the join/leave . . . .
behavior of multicast group members in the MBonkEE HPDC 96, broadcast|ng, we W|” not deta” them here. We W|” fOCUS on
IKEEE PBr_ess, SyéaCESe, Aug. 13986, léFIJ- 209—21§- an alternati falgorithms and protocols that really design a multicast tree,
« K. P. Birman, R. Cooper, an . Gleeson, “Design alternatives - ;
process group membership and multicast,” Cornell Univ., Ithaca, Ngegppllcable to_an al’bIFI’{?’tI’y network topolog)_/. . .
Res. Rep. TR91-1257, 1991. o 1) Theoretical Basis:All services for multiple destinations
* T D~bCh<’;]f_‘dr_av V. Hidz”acosy aft‘d S. "TCOUEQ,”"LTJT\POSSIL?“W OIL Jroukequire some distribution tree rather than a path through the
membpersnip In asyncnronous systems, orne niv., aca, , eﬁ. . .
etwork graph. The simplest tree is a broadcast one that
Rep. TR95-1533, 1995. A
* S. Pejhan, A. Eleftheriadis, and D. Anastassiou, “Distributed multicaseaches all destinations. In a heterogeneous network, the effect
g%%erﬁjnn\“g?af;me”tlz“l;higg’bg)‘ct'”tlegggEEE J. Select. Areas of flooding can be catastrophic. An ideal efficient routing
VoL 22, PP B ' algorithm will design a tree that spans the group members

only, with the following characteristics.

* Evolve with group membership. The routing algorithm

Designing multicast routing algorithms is a complex prob-  has to distinguish group members to specifically reach

lem. Group membership can change, and network topology can them, and only them.
also evolve (links and nodes can fail). The technical challenges Minimize state information to be kept in nodes.
of multicast routing are the following. « Optimize the route considering cost functions.

* Minimize the network load. Within the problem of opti- < Avoid traffic concentration on a subset of the links and
mizing the network resources, there are two subproblems nodes.
which are to avoid loops and to avoid traffic concentration There are three basic algorithms to construct multicast trees.
on a link or a subnetwork. They can be characterized as centralized or distributed and

« Provide basic support for reliable transmission. Ideallgre designed to support a dense or sparse distribution of
route changes should have no side effects on the way dﬁt@mbership among the potential receiver set.
is delivered to group members that remain in the group. a) Source-based routingThe source-based routing al-
Link failure should not increase transmission delay @jorithm [also known as reverse path forwarding (RPF)] is due
decrease resource availability. Time constraints are veatyDalal and Metcalfe [10]. It has seen widespread use through
important in multicast sessions as data may have to [®multicast [2], [22]. The RPF algorithm computes an implicit
delivered to the application in a synchronized fastionspanning tree per source which is minimal in terms of transit
Too high a rate of change of routes could degrade highgslay® It is optimized for dense receiver distribution and can
level reliability. be implemented in a distributed fashion with local recovery.

* The routing algorithm should be able to design optimal There cannot be loops with RPF (there can be duplicate
routes taking into consideration different cost functionsoutes, but no loops). The tree designed is a directed graph.
including available resource, bandwidth, number of linkshe main advantage of the RPF algorithm is that it does
(graph optimization), node connectivity, price to be paichot require any resources in addition to the classic unicast
and end-to-end delay. If designing an optimal route i®uting tables. As soon as you know how to compute the
a complex problemto maintain route optimality after route toward the source, then you can safely process multicast
changes in the group and network may be much mogeckets received from this source; however, this does not really
complex.The problem is consequently to find a goodake into consideration actual group membership. The pruning

variant was proposed to solve this problem [22]. The idea is to
SWe will see later that ordering in group communication is especially
complex: for example, ordered delivery of a sequence of messages from a
given source to each and every receiver may be required; or delivery of The reverse path is minimal in terms of hop count if the reverse path is
messages sent by all sources may need to be globally ordered; or else messay@sated on a unicast metric of hop counts. Note also that RPF routing may
may only need to be delivered in a casually ordered fashion. fail badly if the underlying unicast routing is asymmetric.

B. Routing
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complete the basic RPF by recording the “group membership” find a minimum Steiner tree constrained by the multicast
and only forward a packet if there is a group member down the capability of nodes, which is also the number of interfaces
tree. The pruning variant is controlled by a timer. Periodically, on which a message can be duplicated. Simulations
the state for a group at a router is cleared, and all the prune made by [8] show that a fanout of two per node (or
messages kept in the nodes are discarded; when a new datathree interfaces) is enough to find acceptable solutions.
message is forwarded, it is flooded, which serves to trigger Reference [8] converges with [12] in the sense that they
the emission of new prune messages and the construction of both confirm that the naive heuristic works quite well
a new “pruned” multicast tree. A more natural name for this and produces trees that are more stable when networks
improved RPF algorithm might be “flood and prune.” The and groups are dynamic.
main problem is that the pruning variant requires one piece of ¢) Center-based trees‘Center-based trees” is the most
state information per source and per group to be kept in eaglgent routing approach. We can distinguish this from the
node. This is quite acceptable when the number of grouggeiner problem by observing that this family of algorithms
and the number of sources per group is low. If the numbgy aimed at multiple sender/multiple recipient, as opposed
of sources and/or groups grows too large, memory could &¢single sender/(effectively) fixed recipient scenario that the
saturated in the routers. This point also applies to the floodipgevious section addressed. We will illustrate this solution
step of the algorithm. References [21] and [26] propose @fith the core-based tree (CBT) algorithm [6]. This is a
alternate approach to a source-based algorithm to make it mgj@illy receiver based approach that limits the diffusion of
efficient in the context of WAN's. packets naturally to group members. It is suitable for sparsely

b) Steiner trees:The Steiner algorithm is a monolithic distributed receivers and does incur extra delay over the RPF
algorithm that designs a tree that spans the group of membggg approach. There are three steps in this algorithm.
with the minimal cost, according to a distance defined on the, ~nqose a fixed node that will be the center of the group.
network edges (it globally optimizes the network resources).  \yitiple cores can be used if higher fault tolerance and/or
It is aimed at a centralized calculation (but heuristics can be |j.tier delay characteristics are required.
distribute_d). It is very popular because o_f its mathematical, Then potential group members send a join message to the
complexity. However, to our knowledge, it has never been conter The role of each intermediate node is to mark the
implemented, only simulated; the reasons are as follows. interface on which a multicast packet is received and to

e The Steiner problem is NP-complete. In other words, forward it to the center.
finding the minimum Steiner tree in a graph has an .« Multicast packets from nonmember senders are forwarded

exponential cost for a result which is not necessarily toward the tree center until they reach a node that already
optimal. It has been shown that the minimum cost of pelongs to the tree.

a Steiner tree algorithm i©(n log n), wheren is the  pagjgning a center-based tree is like designing a spanning
number of nodes in the network and with all distancegee per group. It has the advantage over RPF of only requiring
equal to one on the links [15]. _ a state information item per group instead of a pair of

* The tree designed is undirected. That means it can g, mation items per group and source. The centered approach
applied to group communication only if all the links iNg,es however, suffer from traffic concentration, as the traffic
the network are symmetric. _ from all sources of a given group will converge to the center.

e Itis a'monol|th|c algorlthm. It has to be run'each.tlme The principal advantage of CBT is to limit the expansion
there is a change in the group membership or in thg mticast transmission to the set of receivers and only to
network topology. The inefficiency of a Steiner tregs set of receivers through the center. Choosing a center is
increases dramatically each time the group changes Qf Np_complete problem. Locating optimally the tree center
the network changes [12]. requires the complete knowledge of the network topology and

There are numerous heuristics that have been proposedf¢he group membership. There are various heuristics to locate

construct Steiner trees [9], [17], [19], [20], [25]. The one thahe tree center [24]. Solutions to this problem are proposed by
is still considered the most optimal is the one described in [1@a|lardie [7].
Among more recent research WOka, we note the fO”OWing. d) Synthesis:Designing an efficient multicast route re-

» Reference [12] shows that the most complex heuristipiires the knowledge of numerous parameters that are not easy
is not the best, and in most of the cases, a suboptimalquantify, such as the topology of the network, the dynamics
tree can keep its properties after modification. The naiw# the group, the location of the group members, and other
heuristic consists of designing a suboptimal tree whialouting algorithms already used in the network. A multipoint
is resilient to change. Member and node movement agession initiator should be able to choose its algorithm and to
achieved by joining or leaving the resilient tree. fix the parameters of the selected algorithm [14], [24].

* In the degree constrained problem [8], the design of the Another problem of multicast route design is the dynamic
multicast tree is constrained by the multicast capabilitidgehavior of the group [13]. Existing solutions to group dy-
of nodes. This type of problem becomes important inamics have been proved inefficient by [12] and [23]. An
ATM environments where the connectivity of switchefficient algorithm should be incremental (like CBT) instead
is an important issue in the efficiency of the networkf monolithic (like Steiner). It should also have the following
technology. The degree constrained problem is then ¢baracteristics.
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L]

It should be transparent to the members that remain in« C. Cheng, I. A. Cimet, and S. P. R. Kumar, “A protocol to maintain a
the group. minimum spanning tree in a dynamic topology,” ACM SIGCOMM,
L . . Aug. 1988, pp. 330-337.
It should maintain the properties of the original route. . ¢ . Chow, “On multicast path finding algorithms,” IEEE INFO-
It should not perturb ongoing data transfers. COM, Bal Harbour, FL, Apr. 1991, pp. 1274-1283.
It must be receiver driven ¢ G. Colombo, C. Scarati, and F. Settimo, “Asynchronous control al-
’ gorithms for increasing the efficiency of the three-stage connecting

It might seem unrealistic to ask a routing algorithm to  networks for multipoint services,[EEE Trans. Communyol. 38, pp.
behave that way. But the advent of ATM-based network = 898-905, June 1990.

R. H. Hwang, “Adaptive multicast routing in single rate loss networks,”

yvith guarantee of. QoS_ and resource reservation make .it in IEEE INFOCOM, Boston, MA, Apr. 2—6, 1995, pp. 571-578.
indispensable. It will be impossible to make any guarantee if « X. Jiang, “Routing broadband multicast stream&dmput. Commun.,

the routing algorithm is not capable of maintaining a multicast ,

vol. 15, no. 1, pp. 45-51, Jan./Feb. 1992.
V. P. Kompellaet al., “Multicast routing for multimedia communica-

route with chosen properties. tion,” IEEE/ACM Trans. Networkingol. 1, pp. 286292, June 1993.

« H. Tode, Y. Sakai, M. Yamamoto, H. Okada, and Y. Tezuka, “Multi-

Multicast Routing—Referenced Papers cast routing algorithm for nodal load balancing,” lIBEE Infocom92,

Florence, Italy, May 1992, pp. 2086—-2095.

[6] T. Ballardie, P. Francis, and J. Crowcroft, “Core based trees (CBT),” . )

in An Architecture for Scalable Inter-Domain Multicast Routing, SIG- 2) Multicast Routing Protocols:

COMM "33, San Francisco, Sept. 13-17, 1993, pp. 85-95. = a) Internet: The first, and still predominant, multicast
[7] A. J. Ballardie, “A new approach to multicast communication in a . . .

datagram internetwork,” Ph.D. dissertation, Univ. College of Londor{ouung protocol Use_d n the_ Internet is t_)ased on the model

May 1995. established by Deering in his Ph.D. thesis [3]. Before the IP
[8] F. Bauer and A. Varma, “Degree-constrained multicasting in point-tQs,, 1+ ; ;

point networks.” in IEEE INFOCOM, Boston, MA, Apr. 1995, pp. ch”nu.lt|c::1s,t extensions, the Internet gould be cons_ldered as a set

369-376. of interconnected subnetworks with local multicast support.
[9] I. A. Cimet and S. P. R. Kumar, “A resilient algorithm for minimum These subnetworks are either multicast capable LAN's or

\Avségh;:g;ang;)nglggfgbémt. Conf. Parallel ProcessingSt. Charles, 1, qint to-point links, or switched networks. The IP multicast

[10] Y. K. Dalal and R. M. Metcalfe, “Reverse path forwarding of broadcastervice model allowed them to provide Internet multicast sup-
packets,"Commun. ACMyol. 21, no. 12, 1978. _ port. This service model is based on an underlying unreliable

[11] S. Deering, D. Estrin, D. Farinacci, V. Jacobson, C. G. Liu, and Ld . Inthe | . del d
Wei, “An architecture for wide-area multicast routing,” Rroc. ACM at?-gramse_rv'ce' nthe ntem.et s_,grwce model, datagrams are
SIGCOMM '94,London, 1994, pp. 126-135. _ delivered with “best effort” reliability to the group members.

[12] M. Doar and I. Leslle,_ How bad is naive multicast routing?,”|EEE The forwarding of multicast datagrams between “islands”
INFOCOM, San Francisco, 1993, vol. 1, pp. 82-89. . . u .

[13] W. Effelsburg and E. Mueller-Menrad, “Dynamic join and leave fol0f Multicast capable subnetworks is handled by “multicast
real-time multicast,” Int. Comput. Sci. Inst., Berkeley, CA, Tech. Reprouters” through tunnel$Datagram delivery is done according
TR-93-056, Oct. 1993. .

[14] S. Herzog, S. Shenker, and D. Estrin, “Sharing the ‘Cost’ of multicaép the tI’L:nC_attfd broadcast mOdel' packets are forward“ed _Orl all
trees: An axiomatic analysis,” iRroc. ACM SIGCOMM Cambridge, honleaf “child” subnetworks in the tree and on all leaf “child

(15 |1:99}?, &p- 315—32d7-D s, Richards. “Steiner t blemEEE subnetworks where there are group membBers.

. K. Hwang an . S. Richards, einer tree proble . . -
Networks,vol. 22, pp. 55-89, Jan. 1992. _Thls multlca_st overlay_on the Internet is ca!led the MBone.

[16] L. Kou, G. Markowshy, and L. Berman, “A fast algorithm for steinerlt is an “experimental” virtual network operating since 1992,
trees,” Acta Informatica 15pp. 141-145, 1981. i i i i i

[17] C. A Noronha and F. A Tobagi *Opimum routing of multicastWh'Ch is becoming _part of th_e_ operational infrastructure of
streams,” inIEEE INFOCOM ‘94, vol. 2, Toronto, June 1994, pp. the Internet at the time of writing. In July 1995, thgre were
865-873. S _ more than 2500 connected networks, 12000 routine users,

[18] R. P_erlman, Interconneqtlon, |Br|dge§ and R_outers. Reading, MA: and 500 Kb/s available bandwidth (bandwidth “reservation”
Addison-Wesley Professional Computing Series, 1992. . . L

[19] V. J. Rayward-Smith and A. Clare, “On finding steiner vertices,iS done by manual scheduling of usage of applications by the

201 Het¥lo|<rkﬁ'vor|{ 16,dn2- 3|\'/| IOtP- 283—29“;1 1986. e solution 1 thcommunity of users). The Mbone is based on UDP for end-

. lakahasnl an . atsuyama, n approximate solution ftor . .
steiner problem in graphsMath, Japonica 6, pp. 573-577, 1980. fo-end transmlsglon control, IGMP for group management,

[21] A. Thyagarajan and S. Deering, “Hierarchical distance-vector multicaRVMRP for routing.

;%‘gg”ggsr ihe MBone,"irProc. ACM SIGCOMM 95Cambridge, Sept.  Distance-vector multicast routing protocol (DVMRP) [27] is

[22] D. Waitzman, C. Partridge, and S. Deering, “Distance vector multica& eXtenS'Q” of RIP. Mulycast routers exchange reverse path
routing protocol,” RFC 1075, IETF, Nov. 1988. distances in order to build the (source-based) delivery tree

(23] 2@'\6’1'5 ‘é’gﬁ;’%ﬁ;vgog“g% °{6”1"$E'lpgz"; %°encnel°gg§leEE J. Select: o1 each group. Once the delivery tree is built, RPF is used to

[24] L. Wei and D. Estrin, “The trade-offs of multicast trees and algorithms gecide whether a packet should be forwarded or not to a router,

25 Etwett Dré}g,td_faﬁ-letf-gilmr-mtreei\%o-tlft- '\ﬁar- 199;5[:;EE Network i.e., the datagram is forwarded if the receiving interface is on

. inter, einer problem in networks: surve etworks, .
vol. 17, no. 2, pp. 129-167, 1987. the sho_rtest path to_ the source. Superfluo_us datagram copies

[26] Q. Zhu, M. Parsa, and J. J. Garcia-Luna-Aceves, “A source-basatie avoided by looking “one step further,” i.e., by looking to
algorithm for delay-constrained minimum-cost multicasting,”IHEE
INFOCOM, Boston, Apr. 1995, pp. 377-385. . . .

P PP "Tunnels are implemented by encapsulating IP packets destined for a
It . Oth di multicast address within an IP packet with the unicast address of the next
Multicast Routing—Other Readings multicast capable router along the path. Once, they were implemented using

.

loose source routing, but this resulted in poor implementations in many
point connections using virtual paths in an ATM network,” IBEE routers and i_ntroduced high cost packet processing or low prio_rity forwarding
INFOCOM, San Francisco, 1993, pp. 95-105. compared Wlth other router tasks such as route update handling. Tunnels are
K. Bharath-Kumar and J. M. Jaffe, “Routing to multiple destinations iffot needed if all Internet routers are not capable.

computer networks,IEEE Trans. Communvol. COM-31, pp. 343-351,  8We use the term leaf and child in the usual sense, where the root of a tree
Mar. 1983. is the parent, the leafs are the ultimate descendants, and so forth.

M. H. Ammar, S. Y. Cheung, and C. M. Scoglio, “Routing multi-
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see if the router is the next hop on its child’s attached routere
shortest path to the sourédhe “scope” of multicast delivery

is limited by forwarding the datagrams if their TTL is higher
than a given threshold defined at the tunnel set up. This for-
warding technique was enhanced by the support of on-demand
“pruning” of tree branches not leading to group members.

Hierarchical DVMRP: The rapid growth of the MBone
necessitated the revision of the DVMRP in order to intro-
duce hierarchy. In [21], the authors propose organizing the
MBone in “regions” having address-independent identifiers.
A two-level hierarchy proposed: intraregion multicast where
routers may run any protocol and interregion multicast where
boundary routers run DVMRP. Packets are tagged with region
identifiers, and boundary routers exchange routing information
using region identifiers. The encapsulation header is stripped
off in final destination region, and local multicast routing is
applied.

This technique would allow for incremental deployment
of the hierarchical multicast routin§. This has not seen
deployment, as work on successor protocols to DVMRP has
taken priority.

MOSPF: The protocols described above are mainly
based on the extension of a distance vector routing protocol.
MOSPF (multicast open shortest path first) [29] is a multicast
routing protocol based on OSPF V2, which takes advantage of
the link state data base. This allows routers to build efficient
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A group is said to be sparse if group membership is spread
out thinly across regions of an internet. In PIM sparse
mode, explicit join messages are sent to rendezvous points
(RP’s) to meet new sources. It is based on the shared tree
algorithm. These trees do not optimize the delay with
respect to sources. However, it has been proven in [30]
that the maximum delay is bounded by two times the
shortest path delay if the center location is optimal. The
highest IP addressed router is chosen as designated router
(DR) on a multi-access network. The receiver's DR’s send
join messages to the RP. The sender’s DR sends register
messages to the RP which sends a join to sources. Data
packets will follow the established RP-rooted shared tree.
However, the receiver (or router nearest the receiver) may
decide to switch to the source’s shortest path tree. Even
in this case, the source continues to send its data to the
RP for other possible receivers. The possibility to switch
from an RP-rooted shared tree to a source-based tree is the
main difference between PIM-SM and the core-based tree
algorithm. However, several open issues still need to be
addressed, including the interoperation DM/SM, the RP
selection, the criteria for switching between a shared tree
and a shortest path tree, the interaction with policy-based
and QOS routing, and the interaction with receiver-
initiated reservation (such as RSVP). These issues are
discussed in detail in [11].

“source-based trees” or a “shortest-path tree” without evenrouting protocols can be characterized by the state required
flooding the first datagram of a group transmission. In additiog nodes in their distribution trees. In CBT and sparse-mode
routers may use the TTL to immediately discard multica$t||\/|, typ|ca||y, we keep state per group. In dense mode
datagrams that will never reach the receiver(s). Link efficienegystribution trees, nodes must keep per source, per group

is therefore higher than with DVMRP. MOSPF requires heavyformation.

computation for each source-group combination. MOSPF
implementations carry out the computation on demand,
only when the first packet from a souréeto a groupG is
received. There are, however, some concerns that while thig
solution works well for light load: it becomes expensive in
terms of CPU load when a large number of sources (start Bﬁ]
send to large numbers of groups.

PIM: The previous protocols are not suitable for usg&9)
over the global Internet; they scale too poorly. In order i
extend multicast support to wide area groups which may be
either dense or sparse, to compliment DVMRP and CBT,

ie. _ .
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b) Mobile hosts: Activities related to multicast and mo- -«
bile networking are in the early stages of development [31],
[33], [34]. Mobile IP using PIM and RSVP is currently being .
researched. Two algorithms are used in mobile IP. When a
mobile unit wants to send a packet, it uses a classic RPF-
based approach from the mobile support router it is connected,
to. When a mobile unit has to receive a multicast packet, this
packet is sent to the wired address of the mobile unit and then,
forwarded from this address to the mobile unit using a special
tunnel!

There are two reasons to this approach. First, in the classic
IP environment, it is expected that all the nodes connected
to the same subnetwork, or LAN, are physically connected,
or that if one of them receives a packet, all the nodes of the
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R. Caceres and L. Iftode, “The effect of mobility on reliable transport
protocols,” in Proc. 14th Int. Conf. Distributed Computer Systems,
Poznan, Poland, 1994, pp. 12-20.

M. S. Corson and S. G. Batsell, “A reservation based multicast (RBM)
routing protocol for mobile networks: Overview of initial route con-
struction,” in Proc. IEEE INFOCOM,Boston, MA, Apr. 1995, pp.
1063-1074.

S. Dolev, D. K. Pradhan, and J. L. Welch, “Modified tree structure
for location management in mobile environments,” Broc. IEEE
INFOCOM, Boston, MA, Apr. 1995, pp. 530-537.

J. loannidis and G. Q. Maguire, “The design and implementation of
a mobile internetworking architecture,” iRroc. USENIX Conf.Jan.
1993, pp. 491-502.

D. B. Johnson, “Scalable and robust internetwork routing for mobile
hosts,” inProc. 14th Int. Conf. Distributed Computer Systeffeznan,
Poland, June 1994, pp. 2-11.

¢) ATM architectures: The notion of point-to-multipoint

subnetwork will see this packet. This is not the case for mobi_Yértual circuits (VC's) was introduced in the user network

units that can move from one network to another. Seco
is the problem of correspondence between the address Iy

I%ten‘ace (UNI) [1] for audio conference purposes. A point-
—(Snultipoint VC is a very narrow approach that does not

identifier in the Internet environment. For mobile purposé),rovlde an efficient solution to the requirements of most

the name must be different from the address and indepen

daqup applications in terms of flexibility and scalability. In

from the wired location (such an address could be easily alitf current standards for ATM, the multicast group address

unambiguously designed using a latitude/longitude-based lo8h
tion). Other problems, which are typical to reliable multicast i

straction does not exist. The sender should be aware of
gll the members of the multicast group. Only the VC root

mobile environments, have been identified by Acharya [31]0d€ may add or remove leaf nodes. There is no receiver

[32].

* When the source is a mobile host, then a copy of th

packet may not reach all group members if using sour
based routing.

* A mobile host may experience significant delays whe
it enters a new cell. It is easier if there is already
group member attached to that cell, but if it is not th
case, the delay may be high and have side effects on
transmission reliability. There also could be a time lag
before connection to a new cell.

e TTL can limit reachability of cells. A mobile host can
be in a situation where it was connected to a cell and
while moving, it loses the connectivity because the next
cell cannot be reached.

Mobile Multicast—Referenced Papers

[31] A. Acharya and B. R. Badrinath, “Delivering multicast messages in
networks with mobile hosts,” inProc. 13th Int. Conf. Distributed
Computing Systemg&ittsburgh, May 1993, pp. 292-299.
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on Workstation Operating SystemsKey Biscayne, FL: IEEE Computer
Society Press, 1992, pp. 2-10.

(32]

(33]

(34]
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« P. Bhagwat and C. E. Perkins, “A mobile networking system based on

controlled group membership in UNI 3.1 [1]. Multicast is
supported through point-to-multipoint VC’s. Multicast-capable
CE_I’M interfaces are grouped into clusters. A cluster is a set of
ATM interfaces able and willing to achieve AAL level multi-
casting. The introduction of this hierarchy divides the problem
é]f multicast support in two parts: how to achieve intracluster
gnd intercluster multicasting. Two models were proposed for
acluster multicast in the baseline text for the ATM Forum
OA (multi protocol over ATM) sub-working group [38].

In the multicast VC mesh, a point-to-multipoint VC orig-
inates from each sender to all members of the multicast
group. If a member joins or leaves the group, the VC
needs to be updated. In addition, the ATM interface must
terminate one VC for each active source in the cluster.

In the multicast server (MCS) model, a server is chosen
within each cluster. Each source establishes a point-to-
point VC to the multicast server. The MCS establishes a
point-to-multipoint VC to the desired destinations. During
the data transmission phase, the MCS reassembles mes-
sages arriving on all incoming VC’s and queues them
for transmission on the VC. The side effect is that some
interfaces will receive “reflected” messages: sources that
are also group members will get copies of their own cells
as the multicast server sends the same information to
all group members; the message has a source identifier
inserted in the AAL frame so that the source has the
choice to drop the reflected cell(s).

Both VC meshes and multicast servers have advantages and

internet protocol (IP),” inProc. USENIX Symp. Mobile and Location drawbacks. If we focus on throughput, the VC mesh solution

Independent Computing;ambridge, MA, Aug. 1993, pp. 69-82.

11peering notes the possible synergy between multicast and mobililg

might be preferable, as it lacks the traffic concentration point
ntroduced by the MCS. Data transmission delays are likely to

multicast provides for a “level of indirection” through the use of logicabe lower in the VC mesh approach, as the message reassembly
addresses, and group membership is dynamic; a mobile host appears ¥grythe MCS is avoided. However, the MCS approach is

much like a multicast group of one single member, joining and leaving at

different sites. However, the IP mobile approaches to date are not based BR€ adapted to dynamlc sets of receivers because it has a

this type of mechanism at all, as we can see.

more efficient group membership control. Concerning resource
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consumption, the MCS server is also better: only two VC's akTM Multicast—Referenced Papers

needed per_ATM interface compared to one VC termmatl(‘tQS] LAN Emulation Over ATM Version 1.8TM Forum document af-lane-
per source in the VC mesh solution. Both VC meshes and” 0021.000, Jan. 1995.

MC’s use source based distribution trees. [36] R. G. Cole, D. H. Shur, and C. Villamizar, “IP over ATM: A framework

A third model for multicast ATM called SMART has been cligglgr.nent, Internet draft, draft-ietf-ipatm-framework-doc-03.txt, June
devised by le Boudec [37]. It entails the use of a multipoint-tqs7] E. Gauthier, J.-Y. Le Boudec, and P. Oechslin, “Many-to-many ATM
inoi Qi multicast,” Tech. Rep. 96/168, Mar. 1996, EPFL.
multipoint ATM VC. This introduces th.e problem for prOFOCOIﬁS%] Baseline Text for MPOAATM Forum document atmf 95-0824, July
that use messages larger than a single ATM cell size, that 1995
a receiver may have to resequence interleaved cells frd®8] M. Laubach, “Classical IP and ARP over ATM,” RFC 1577, IETF, Jan.
different sources. One solution for this is to use an ATM 1994
adaptation layer that includes a source multiplexing identifier
such as AAL 3/4’s MID.'Th|s introduces a significant packeAT\ Multicast—Other Readings
header overhead, and in any case, AAL5 has largely been _ ) , o
accepted as the appropriate framing protocol for data protocols 3., 2mtage. "1 multicast over ATM networks,” this issue, pp.
such as IP and CLNP. In contrast, SMART uses a shared. K. Bala, K. Petropoulos, and T. E. Stern, “Multicasting in a linear
tree approach together with an access protocol based on the IAghth%vsa% netVIVOsfkv" '”TS%% '153'55% Infocom '93,San Francisco, CA,
. . - pr. , vol. 3. pp. — .
use of special RM Ce_”S to determine which _source may send, A. S. Sethi, “A model for virtual tree bandwidth allocation in ATM
when. For sessions with large numbers of active sources and/or networks,” in IEEE INFOCOM, Boston, MA, Apr. 1995, vol. 3, pp.
i ) i in0i , 1222-1229.
relatively small .ADU s, multiple multipoint VC's can be used * M. Grossglauser and K. K. Ramakrishnan, “SEAM: Scalable and
(the tradeoff being somewhere between those of the MARS  efficient ATM multipoint-to-multipoint communication [Extended Ab-
and MCS service approaches). stract],” in Proc. 6th Int. Workshop on Network and Operating System
Another important issue which is not resolved today is the Support (NOSSDAV *96Fushi, Japan, Apr. 1996.
group membership notification. A group membership notifi-
cation meghgmsm should allow the multicast router or c_ent@( Traffic Control
to receive join requests from group members, to maintain theG ication is by definiti dv in band
mapping between the layer 3 group address and group memS OUP communication is by definition more greedy in band-

bers ATM address list, and to provide sufficient informatioy!dth than point-to-point communicatidd. The design of a
for senders to set up their VC. multicast congestion control algorithm is then an important and

MARS: One of the interesting problems is how to mab‘sefm task. There are two potential approaches for congestion

a high-level group address to a point-to-multipoint VC. Jgontrol: vx{ithin_the network_ (V\_’e might call this hop-by-hop-
solution based on an extension of the ATM ARP server [S%Ilhop, since it _mvolves distribution trees rather than simple
is proposed. A so-called multicast address resolution ser hs as t_he unicast case would), and end-to-end. .
(MARS) keeps extended tables of mapping between layer S multicast routing has only rece_ntly_ been deployed n
group address and a list of ATM interfaces representing grolﬂf Inter.net, and multicast switched cwcwt; are rarely imple-
members. A single MARS supports one cluster. A poinfl ented in ATM.or ISDN networks today, it IS too early for.us.
to-multipoint VC is maintained between the MARS and al® See congestion control schemes for multicast traffic within

ATM hosts desiring multicast support, in order to providéhe network, although some early research has been done

asynchronous group membership changes notification. T\'/Voth'S area. A key unsolved problem for congestion control

MARS classes are defined: Class | allowing VC meshes ?Bhe:nestth.att(r)]perate \é)v.'lt.?'r}thi nte twork fQ[ mlcj)lg]cast triTIC 'S
support layer 3 multicast traffic, and Class Il allowing botttPO\:V do .rz afl_n_ efcc_slpa ity ((j)r Iet_erogf;e_nel Y- b ter pro e_mst
VC meshes and MCS to be assigned for use on a per-grdﬂ ude: defining fairness and relative fairness between unicas

basis; this choice is at configuration time, and transparentq : mltJIt|Ic?stf;c_r aﬁ|c;dt|{ners]cgles for congestion control; scaling
the MARS client. of control traffic and techniques.

LAN emulation: The ATM Forum LAN Emulation However, end-to-end congestion control is a mature topic.

(LANE) subworking group issued a document describingor example, since 1988, the TCP scheme and approach has

the specification of LAN emulation over ATM [35]. In this een studied in its original and many modified forms in many
document, the components of an emulated LAN are describ pers. The same approach can be deployed in a limited

An LE client (LEC) is an entity that performs data forwarding,aslr;!On Ior group;. commttjmlcgtlon. In [Asz],San algorlrhm. for
address resolution, and other control functions in order diticast congestion control IS proposed. Some design 1SSUes

provide an IEEE 802.3 or IEEE 802.5 service interface are discussed by the authors. First, a scalable feedback mech-
higher layers. An LE server (LES) provides the facility fofnism should be designed. Congestion detection should be

registering and resolving the MAC addresses and/or ro grformed by the receivers and not by the sources. Implosion

descriptors to ATM addresses. All broadcast, multicast, aid avoided by combining probabilistic query/reply schemes,

unknown traffic to and from an LE client passes throughéindom delay responses, and expanding scope search. The goal

single entity called the broadcast and unknown server (BU ';T;(S)|chlfk|2?sfeaeggsgk Toecohr?iglr?rgfls d;gezefelfsnusrggﬁagf
Therefore, both the LES and BUS have multicast VC's with P prop P ' '
all reg|5tered LEC’s. ThIS solution .Suffersl like the MCS'basedlzof course, a set of users who wish to communicate may be less greedy if
approach from the single congestion point. they use multicast than if they use multiple unicast communication facilities.
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the feedback signal should be adapted to the payload typelmaffic Control—Other Readings
order to optimize the “utility” of the delivered information. D. Guerneyet al., “Multicast flow control on local area networks,”
T, O O 0 0 e O D e R Cacham “racesatioh paset atimssion somiol 1 mulimedia mul
;gzt Sggggre]ai?;sur?]gzui)les j:ﬁ;;;g t%::eervillgéve;t Sdoenigmsi;[(l)?/\rlh tllggr;y comm'unicationps,” iProc. IEEE INFOCOM Boston, MA, Apr.
) , vol. 2, pp. 827-834.

destinations are “discarded,” the links to these destinations
may be overloaded. A possible solution for this problem is m
to use hierarchical coding (e.g., for video) and send only the
most important information toward congested destination, andEnd-to-end related tasks are those that are processed at
all information to the uncongested destinations. end systems only (i.e., ignored by switching and routing

A more general solution was proposed in [5]. In thigodes)..Th]; is usually the case for ordering, synchromzatpn,
model, all sites quasi-periodically multicast session packétgd reliability. We have decided not to address ordering
containing their identity, reception reports, packet loss, i"d synchronization in this section because some researchers
terarrival delay variation, and synchronization informatiorPfoPOSe providing these functions at the application level.
All other receivers hear the reports. Adaptive senders ug@wever, more advanced topics such as QoS and scalability
this feedback information. The detailed description of thiill be discussed in this section.
mechanism is in the RTP protocol specification [5]. RTP is
a deliberately incomplete protocol framework following thé\. Reliability Versus Unreliability

application layer framing (ALF [40]) concept. It is malleable pojnt-to-point transport protocols generally use positive
to provide information required by a particular applicationacknowledgments (ACK’s) sent by the destination to the
This technique is also used to construct the scalable re”ab@rce in order to guarantee re||ab|||ty Extending this ap-
multicast protocol described in the next section. It is baSﬁoach to multicast transmission means that the message is
on the observation that if the unit of recovery is the samge-)sent until ACK’s from “all destinations” are received.
as the unit of application semantics, functions from differerthis approach does not scale well because each destination
protocol layers may be combined into single passes over fhgs to send an ACK for each received packet (or group of
data. End-to-end feedback signals for congestion control hgygckets). This may lead to network congestion at the source
limited effectiveness. The two approaches above constrain fB@el and/or a source overload due to the synchronization of
feedback control traffic to a fixed percentage of the overgdlcK emission. Using a negative acknowledgment mechanism
data transfer traffic; as the number of recipients grows, theyACK) with a semantic of a retransmission request is better
sample the various distribution trees bottleneck links wit§uited for multicast transmission. This mechanism shifts the
higher probability, but less frequently. This means that theyror control load from the source to the destination. A station
provide increasingly less timely information about short terffansmits packets without waiting for ACK’s. Error detection
conditions on links. is performed by destinations using the packet's sequence
Receiver-driven layered multicast (RLM [41]) uses a difnumbers. The philosophy is to avoid sending state messages
ferent approach to this to provide a more rapid reaction te.g., ACK’s) when everything is normal, so as to improve the
network conditions. Here, it assumed that the data Stremtocd efﬁciency [i_e_, the ratio of the number of “useful”
can be divided into multiple layers of differing quality, antjata packets emitted over the total number of transmitted
that receivers can subscribe to different distribution groups fpackets (including the retransmissions)].
the different layers. On detecting loss (through gaps in themany reliable transport protocols have been developed.
send sequence number space), receivers dynamically adjgkt of these protocols satisfy the properties of: 1) atomicity:
the number of groups they are subscribed to, using the typieaher all or none of the destinations receive and validate a
“exponential backoff, linear increase” control algorithm typicahulticast message and 2) termination: the result of the message
of all the end-to-end schemes above and TCP. multicast in known in finite time. We will now describe
Finally, a feedback scheme proposed for multipoint traffic iSome classical mechanisms proposed by multicast protocols
ATM networks involves a mixture of end-to-end and networkop guarantee a reliable transmission.
based congestion control—in the ATM ABR service, RM cells 1) A Reliable Broadcast ProtocolChang and Maxemchuk
convey explicit rate feedback information to sources; on goposed a virtual token ring-based protocol in [43]. This
multipoint call, these feedback messages are accumulated, ggifhble broadcast protocol combines the ACK and NACK-

. END-TO-END

the worst case rate is the one returned to the source. based approaches. All messages are stamped with a pair (host
number, local sequence number), then broadcast. They are
Traffic Control—Referenced Papers handled by a primary receiver, the token site, which serializes

the messages from all the senders. When a message is received
[40] D. Clark and D. Tennenhouse, “Architectural considerations for a negt the token site, a time_stamp is added, and an ACK is

ggge%g’” of protocols,” iProc. ACM SIGCOMM "90Sept. 1990, Pp- 1yrgadcast to the group in order to inform the sender that

[41] S. McCanneet al: “Receiver driven layered multicast,” ifroc. ACM the token site has received the packet. The token rotates
SIGCOMM 96,Stanford, Sept. 1996, pp. 117-130. in order to balance the ACK load. The new token site is

[42] T. Turletti and J. C. Bolot, “Issues with multicast video distribution in . . .
heterogeneous packet networks,”Rnoc. 6th Int. Workshop on Packet required to have all time-stamped messages before accepting

Video, Portland, OR, Sept. 2627, 1994, pp. 301-304. the token. This also solves an important problem concerning



286 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 3, APRIL 1997

the reliability: afterNV rotations, messages with time-stamp a smaller randomization interval than distant hosts for both
leastNV smaller than the current time-stamp have been receivACK and retransmission timers. A CSMA-like algorithm
by all destinations. The local buffer containing a copy of these used to avoid NACK and retransmission implosion. This
messages may then be freed. If a message or an ACK is losarehitecture was tested in a well known Mbone application,
unicast NACK is sent to the presumed token site. The messaggte board (wb).

is then retransmitted in a unicast fashion. The transport layer

at each destination delivers the messages to the applicatiiy_io-end—
according to the ACK'’s time-stamp. This delivery (or commit)

may be delayed until the token rotat&stimes. This ensures [43] J. Chang and N. Maxemchuk, “Reliable broadcast protocoh&M

_ H . ; ; Trans. Comput. Systvol. 2, no. 3, pp. 251-273, Aug. 1984.
K-resilient fault tolerance: up té sites may crash without [44] G. Chesson, “The evolution of XTP,” ifroc. IFIP Int. Conf. High

violating the atomicity property for the remaining sites. AS ~ speed Networks.Berlin, North Holland ed., Mar. 1991, pp. 15-24.
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that have been experimented with within the Internet, we will Transport level ordered and reliable multicast systems are
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which are inherent to most multimedia and time-constraingfs implies the system provides for atomic message delivery.
applications. This section will end with a short discussion afhis is implemented by having each station buffer each

IV. APPLICATIONS

security in group applications. message it receives until it is stable, i.e., received by all
_ o other members of the group. However, most of the systems
A. Ordering and Synchronization providing causally and totally ordered communication do not
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e1 “occurs” beforees, or if ¢; is the sending of a message an@pplications do not require packet reordering at the transport
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congestion control is generally implemented (as described

in Section IV-D). Layered coding schemes are proposed éo Security
provide receiver-controlled quality. On the other hand, thé&

intensive use of these application on the Mbone showed theAs stated in the introduction, traditional point-to-point com-
need for sparse-mode multicast routing. munication is largely asymmetric. However, from the point of

2) Shared WorkspaceWb [63] is the most well-known View of security, its requirements are also symmetric in that
shared workspace application on the Mbone. The commuffcret key cryptography is an appropriate building block for
cation system supporting wb provides reliable but not order@gthentication and privacy services.
multicast: messages are delivered as soon as they are receivétpwever, group communication introduces some different
and application-level recovery is performed if an out-ofProblems [64], and places different emphasis on some areas.
order packet is received. Any participant having a copy of « An efficient key distribution scheme is needed for mul-
a requested data may retransmit it, according to the SRM tiple recipients—this tends (as with electronic mail) to
model described above. A simplified version of NTP is usedto mean that asymmetric key systems such as public key
estimate the distance to the other sites. Nt [58], a shared text cryptography are more useful, especially for large groups
editor, is another example of shared workspace application.  [65].

3) Session Directory:(sd) is not a group application by <« The very fact that a group wishes to communicate rather
itself, but it provides the possibility to perform multicast than two single entities means that there are more op-
address allocation. Numbers are chosen randomly. If the portunities for traffic analyzes, denial of service, and
number of already allocated addresses is lower than the square covert signaling type attacks. This is not a feature of
root of address space size, then the probability of collision multipoint, or multicast, though: it is inherent to the
is very small. For IPv4, about 228 multicast addresses are users’ requirement (whether the user uses multiple unicast
available, therefore, the limit is 16 K. More room may be calls or a multicast session, the application inherently will
made either by taking the scope of the address into account generate traffic patterns that have more points of attack,
or by expanding the address space for regions with already analysis, or denial).
allocated addresses. This requires that the end of session be Multicast routing schemes may mean that it is more
indicated explicitly. complex to determine which links are in use (or control
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this) than it is for the equivalent set of point-to-point
communication. This further exacerbates the last point.

group usage, and distributed intelligent filtering offers
further scaling and flexibility.

e Fairness for multipoint traffic, whether on its own or
combined with unicast traffic, seems to be a relatively
under-researched area.

« Billing is also a real problem that will be more complex

to solve for multipoint than for point-to-point.
[65] T. Ballardie and J. Crowcroft, “Multicast-specific security threats and P
counter-measures,” inSOC Symp. Network and Distributed System Group communication seems to have reopened the door

Security,San Diego, CA, Feb. 1995, pp. 2-16. to designing a set of protocols from the ground up, and the
requirement for redesigning them from the services down. This
represents an exciting challenge in communications research
today.
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