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Preface

The Society for Artificial Intelligence and Statistics (SAIAS) is dedicated to facilitating in-
teractions between researchers in AI and Statistics. The primary responsibility of the society
is to organize the biennial International Workshops on Artificial Intelligence and Statistics,
as well as maintain the AI-Stats home page and mailing list on the Internet. The tenth such
meeting took place in January 2005 in Barbados, a new venue for this conference and the first
time it had been held outside of the United States of America. Details about the conference
may be found at http://www.gatsby.ucl.ac.uk/aistats/.

Papers from a large number of different areas at the interface of statistics and AI were
presented at the workshop. In addition to traditional areas of strength at AISTATS, such
as probabilistic graphical models and approximate inference algorithms, the workshop also
benefitted from high quality presentations in a broader set of new topics, such as semi-
supervised learning, kernel methods, spectral learning, dimensionality reduction, and learning
theory, to name a few. This diversity contributed to a strong and stimulating programme.

A novel feature of this workshop were prizes awarded to students for Best Student Papers.
Three awards were made to Francis Bach, Philip J. Cowans and Kilian Weinberger. This was
made possible by a donation from the NITCA at the Australian National University.

There were approximately 150 submissions. Almost every paper was assigned three reviewers,
other than the program chairs. On the basis of these reviews, 21 papers were selected for
presentation in the plenary session and 36 were selected for the poster sessions, based on their
interest and relevance to the conference and on their originality and clarity of exposition. In
deciding on which papers to accept we drew heavily on the reviews of the program committee.
The standard was rigorous and impartial, and we note in passing that several members of the
program committee had papers rejected.

The United States was the country with the most submissions (57) with Canada (17) and the
United Kingdom (14) being the next largest contributing countries. Most of the remaining
submissions came from Europe, with submissions from Belgium, Denmark, Finland, France,
Germany, Ireland, Italy, Slovakia, Slovenia, Spain, Switzerland and The Netherlands. Papers
submitted from outside of Europe and North America originated from Algeria, Australia,
Brazil, Chile, Hong Kong, Iran, Israel, Japan, Malaysia and Russia. This range of countries
emphasizes the truly international character of the conference. It is worth noting that several
papers had their co-authors based in different countries.

Equal acceptance criteria were used for all submissions, and our decision of how each paper
was presented was aimed at creating a varied programme rather than drawing a distinction
between poster papers and plenary papers. Accordingly, in these proceedings we have ordered
all of the papers alphabetically by the lead author’s name. The conference web page may be
consulted to see how individual papers were presented.

Robert Cowell and Zoubin Ghahramani, Program Chairs
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