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Abstract

Relation classification is one of the most important tasks in the field of information ex-
traction, and also a key component of systems that require relational understanding of
unstructured text. Existing relation classification approaches mainly rely on exploiting
external resources and background knowledge to improve the performance and ignore the
correlations between entity pairs which are helpful for relation classification. We present
the concept of entity pair graph to represent the correlations between entity pairs and
propose a novel entity pair graph based neural network (EPGNN) model, relying on graph
convolutional network to capture the topological features of an entity pair graph. EPGNN
combines sentence semantic features generated by pre-trained BERT model with graph
topological features for relation classification. Our proposed model makes full use of a
given corpus and forgoes the need of external resources and background knowledge. The
experimental results on two widely used dataset: SemEval 2010 Task 8 and ACE 2005,
show that our method outperforms the state-of-the-art approaches.

Keywords: relation classification, entity pair graph, graph convolutional network, topo-
logical structure

1. Introduction

Relation classification is the task of identifying the semantic relation between pairs of enti-
ties in given sentences, which is one of the most important tasks in the field of information
extraction. For the following sentence

”Huge [money]e1 is given to [companies]e2 for boosting economy.”

with annotated target entity mentions e1 = ”money” and e2 = ”companies”, the aim of
the relation classification task is to recognize the Entity-Destination relationship between
e1 and e2. Relation classification plays a vital role in natural language processing (NLP)
applications that require relational understanding of unstructured text, e.g., question an-
swering applications, knowledge base population and knowledge graph construction [Yu
et al. (2017); Zhang et al. (2017)]. Many high level NLP tasks, such as precise sentence
interpretation and discourse processing [Hendrickx et al. (2010)], can be benifited from accu-
rate relation classification. Thus, relation classification has attracted considerable attention
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Figure 1: Illustration of the correlation between entity pairs in SemEval 10 Task 8 dataset.
The target entity pair is marked with red circle and its correlated entity pairs
are marked with black circles. The words on edges are shared entity mentions of
linked examples.

from researchers over the course of the past decades [Zhang (2004); Qian et al. (2009); Rink
and Harabagiu (2010)].

The field of relation classification has been greatly benefited from recent developments in
neural network models, which are capable of learning relevant representations and features
without extensive manual feature engineering. A number of neural network architectures
have been proposed for relation classification, such as convolutional neural networks (CNN)
and recurrent neural networks (RNN) [Zeng et al. (2014); dos Santos et al. (2015); Xu et al.
(2015)]. However, those neural models, which only extract semantic features from the given
sentences, often fail to outperform feature based and kernel based methods. It is not surpris-
ing that researchers tend to take advantage of external resources and background knowledge
to provide more information that could be helpful to this task [Ji et al. (2017); Miwa and
Bansal (2016)]. Still, these models suffer from several drawbacks. Specifically, the mod-
els using background knowledge can be too limited to certain corpus, because background
knowledge are often in different forms and sometimes we are even not able to find appro-
priate knowledge. Similarly, since external resources are always generated by NLP tools,
models making use of external resources, such as dependency parsing based models, may
suffer from the error propagation and accumulation.

Most existing relation classification models treat each pair of entities individually [ Miwa
and Bansal (2016); Nguyen and Grishman (2015a)]. However, the relation between a pair
of entities can be indicated by other pairs which contain the common entity mentions.
Relation classification models could take these entity pairs into consideration to model the
dependencies among them. The example illustrated in Fig. 1 explains this phenomenon.
The relation between target entity mentions money and companies can be extracted directly
from the target entities or indirectly by incorporating information from its related pairs
〈money, funds〉 and 〈funds, companies〉. Intuitively, we can deduce that the relation of
target entity pair 〈money, companies〉 is Entity-Destination from the information that both
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〈money, funds〉 and 〈funds, companies〉 have the Entity-Destination relation. This kind
of correlations between entity pairs can be represented as an entity pair graph, where entity
pairs constitute the nodes and an edge links two entity pairs which contain a common
entity mention. It will be of great value to make use of this entity pair graph in the relation
classification task.

In this work, we propose a novel entity pair graph based neural network (EPGNN) that
is tailored for relation classification to address the mentioned shortcomings of the previous
approaches. Instead of relying on the external resources and background knowledge to
promote the performance of relation classification, we take advantage of the entity pair
graph. In our model, we apply the pre-trained BERT model [Devlin et al. (2019)] to encode
contextual information. Meanwhile, we exploit the topological information over the entity
pair graph with efficient graph convolutional operation. Finally we combine the topological
features of the target entity pair with the semantic features of the input sentence to make
robust relation classification.

The main contributions of this paper can be summarized as follows:

1. We present the concept of entity pair graph and propose a graph neural network model
for relation classification, which is able to incorporate sentence semantic features and
graph topological features for relation classification.

2. The topological feature extractor of our model can be used as a plug-and-play tech-
nique to imporve the performance for other relation classification models.

3. We achieve the new state-of-the-art results of relation classification on both the Se-
mEval 2010 Task 8 dataset and the ACE 2005 dataset without any use of external
resources and background knowledge.

2. Related Work

Most existing relation classification models treat this task as a supervised multi-class classi-
fication problem, except a few unsupervised clustering methods. Traditional feature based
methods get high performance through a varity of elaborately designed features which are
obtained from the external NLP tools, such as POS, syntactic parsing and dependency
parsing [Kambhatla (2004); Suchanek et al. (2006); Nguyen and Grishman (2014)]. Various
kernel based approaches also leverage syntactic information to measure similarity between
two data samples to predict the relation, finding that tree based kernels [Qian et al. (2008)]
and subsequence kernels [Bunescu and Mooney (2005)] are effective for this work. Since
these methods strongly depend on external NLP tools and lexical and semantic resources,
which are not infallible, their performance may be limited by potential errors of the external
resources. And because NLP tools always get trained on encyclopedia corpus, these models
may lack robustness when applied to new domains.

Recent studies have found deep neural models effective in relation classification. Com-
paring with the traditional relation classification methods, deep neural networks can learn
underlying semantic features automatically, which reduce the dependency on the prepro-
cessing and greatly weaken the negative impact of NLP tools. Socher et al. (2012) em-
ployed RNN to learn a representation of the path between entities in syntactic parse tree
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and utilized this representation for relation classification. Zeng et al. (2014) first applied
CNN with manual features to encode relations. The Ranking-CNN model proposed by dos
Santos et al. (2015) can reduce the dependency on manually crafted features and greatly
promote the performance by devising a new objective function. Miwa and Bansal (2016)
found that LSTM based model which can capture linguistic and syntactic properties of long
word sequences can get better performance than CNN based models.

Attention mechanism has been employed to caputure the most helpful information for
this task. Zhou et al. (2016) and Wang et al. (2016) proposed to use attention mechanism
over RNN and CNN architectures for this work. Ji et al. (2017) introduced the entity
descriptions from Freebase and Wikipedia as the background knowledge and proposed a
sentence-level attention model to select the valid training instances, which achieved a good
performance. Nguyen and Grishman (2015b) proposed to combine the traditional feature
based method, the convolutional and recurrent neural network to simultaneously benifit
from their edges.

Incorporating dependency trees into neural models has also been shown to improve
relation classification performance by capturing long distance relation. Xu et al. (2015)
generalized the idea of dependency path kernels by applying a LSTM network over the
shortest dependency path between entities. Miwa and Bansal (2016) applied a Tree-LSTM
[Tai et al. (2015)], a generalized form of LSTM over dependency trees, in a joint entity and
relation extraction setting.

In recent years, graph based models [Gong et al. (2015); Gong et al. (2017); Gong
et al. (2019)] are applied to relation classification and achieved the solid results. Zhang
et al. (2018) first applied graph convolutional network (GCN) [Kipf and Welling (2017)]
to relation classification. Their model can pool information over arbitrary dependency
structures efficiently in parallel. Christopoulou et al. (2019) proposed a graph based neural
network model which treated multiple pairs in sentence simultaneously.

From above all, we can see that neural network based methods have been proved to be
effective on relation classification, especially graph based methods. And most of previously
proposed approaches rely on external resources and background knowledge. Although these
methods work efficiently, we could mine further helpful information from given corpus to
improve the performance on relation classification. The rest part of this paper demonstrate
that we can get rid of external resources and background knowledge without any degradation
of performance.

3. Proposed Approach

3.1. Definition and Notation

Relation Classification. Given a corpus C = {s1, s2, ..., sm} consisting of m sentences,
for one sentence in s = {w1, w2, ..., wn} in C, wi indicates the i -th word in the sentence. We
use e1 and e2 to represent the two entities appearing in sentence s. The task of relation
classification aims at predicting the relation of entity pair 〈e1, e2〉 in sentence s.
Entity Pair Graph. We propose the concept of entity pair graph in this paper to represent
the correlations between entity pairs which could contribute to relation classification, where
one node indicates an entity pair and an edge connects two entity pairs which contain a
common entity. Given a corpus C, its entity pair graph can be represented as G = (V, E),
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Notation Definition

G entity pair graph
Hi final hidden state of BERT
fhead head entity features
f tail tail entity features
fs sentence semantic features
fg graph topological features

Ã adjacency matrix

D̃ degree matrix

Table 1: Overview of main notations.

where V is the set of entity pairs, and each edge (vi, vj) ∈ E (vi, vj ∈ V) corresponds to a
common entity mention between two nodes vi and vj .

Table 1 list the notations we will use in this paper.

3.2. Overall Architecture of the Proposed Model

In order to extract a fund of information only from the given corpus, we propose a graph
based model which takes entity pairs that contain common entity mentions with target pair
into consideration. The overview of our architecture is shown in Fig. 2. For the purpose of
encoding contextual information, the input sentence is fed to the BERT model to generate
the representations of the whole sentence and the target entities. To obtain the semantic
features of the input sentence, a fully connected layer is applied to the concatenation of
the generated representations of the input sentence and the target entities. Then the gen-
erated vectors of the two target entities are used to compose the representations of V, in
other words, the graph signal of G. A multi-layer GCN is employed to capture the topo-
logical features of G by calculating new representations of V. Then, the combination of the
sentence semantic features and the graph topological features is used for the final relation
classification. The remainder of this section will provide further details about our proposed
architecture.

3.3. Sentence and Entity Representation

Given a sentence S = {w1, w2, ..., wn} with two target entities e1 and e2, we use pre-trained
BERT model to generate sentence representation and transform every word into a real-
valued vector to provide lexical and semantic features.

The BERT model is a pre-trained language model, whose architecture is a multi-layer
bidirectional Transformer encoder [Vaswani et al. (2017)]. It is designed to pretrain deep
bidirectional representations by jointly conditioning on both left and right context based
on BooksCorpus and Wikipedia. Therefore, the pre-trained BERT representations contain
much more lexical and semantic information than the word vectors generated by traditional
methods which use unidirectional language models and are only based on task specific
corpus.
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Figure 2: Overall architecture of the EPGNN model.

The input representation of BERT of each token is constructed by summing the corre-
sponding token, segment and position embedding. And a special classification embedding
(’[CLS]’) is appended to the beginning of each sequence. The output of the Transformer
corresponding to this token is used as the aggregate sequence representation for classifica-
tion. For the purpose of encoding the sentence in an entity-aware manner, we follow Wu
and He (2019) to insert a special token ’$’ at both the beginning and the end of the head
entity. As to the tail entity, we use ’#’ to indicate its position. For example, the given se-
quence in Section 1 need to be changed to the following form before fed to the BERT model.

”[CLS] Huge $ money $ is given to # companies # for boosting economy.”

Entity Representation. For the input sequence S, its final hidden state output from
BERT is H ∈ R(n+1)×dw , where n is the number of words in the input sentence and dw is
the number of dimensions of word vectors determined by the BERT model. Since an entity
may be made up of multiple words, we suppose that the head entity starts at wi and ends
at wj . Therefore, the vector of the head entity can be represented as the average of the
final hidden state vectors from Hi to Hj . Similarly, the vector of the tail entity consists of
the final hidden state vectors from Hk to Hm. Then we apply a fully connected layer to the
both entity vectors to map them to the same dimension dw and obtain the representations
of the two target entities, denoted as fhead ∈ Rdw and f tail ∈ Rdw . This process can be
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mathematically formalized as Equation (1) and (2).

fhead = W1[

∑j
t=iHt

j − i+ 1
]> + b1 (1)

f tail = W2[

∑m
t=kHt

m− k + 1
]> + b2 (2)

where W1 ∈ Rdw×dw and W2 ∈ Rdw×dw are weight matrixes, b1 ∈ Rdw and b2 ∈ Rdw are
biases.
Sentence Representation. We follow the operation in Devlin et al. (2019) and use the
hidden state vector of the first token H0 as the initial sentence representation, denoted
as f cls ∈ Rdw . We can learn from previous work [Ji et al. (2017)] that the information
of target entities plays a crucial role in relation classification. In order to emphasize the
importance of entity pairs, we apply a fully connected layer which is followed by a activation,
e.g., ReLU(·), to the concatenation of f cls, fhead and f tail to represent sentence semantic
features fs ∈ Rds , where ds is the number of dimensions of the sentence semantic vector,
which is a hyperparameter. fs can be mathematically represented as follow:

fs = σ(W3[f
cls; fhead; f tail]> + b3) (3)

where W3 ∈ Rds×3dw is weight matrix, b3 ∈ Rds is bias.

3.4. Topological Feature Extractor

As demonstrated in Section 1, the topological features of the entity pair graph can help
extract more accurate relations. For the purpose of exploiting the correlation structure
over the entity pair graph, our EPGNN model employs a multi-layer GCN over the entity
pair graph to encode the graph topological features.

GCNs are neural networks that are modified to work directly on a graph structure. It
ingeniously integrate local vertex features and graph topological features. Li et al. (2018)
showed that the GCN model is simply a special form of Laplacian smoothing, which mixes
the features of a vertex and its nearby neighbors. Therefore, after the smoothing operation,
the features of vertices in the same cluster will become more similar. Obviously, it will
make classification more accurate.
Adjacency and Degree Matrix. Given an entity pair graph G = (V, E) with n nodes, it
can be represented with an adjacency matrix A = [aij ] ∈ Rn×n where Aij = 1 and Aji = 1
if there is an edge between node i and node j. In order to take the target entity pair itself
into consideration, we add self-connections to the adjacency matrix. So we obtain new
adjacency matrix Ã = A+ IN where IN is the identity matrix. And the degree matrix of G
is calculated according to Ã, denoted as D̃ = diag(d̃1, d̃2, · · · , d̃n) where d̃i =

∑
j ãij is the

degree of vertex i. After all these calculation based on G, we get the adjacency matrix Ã
and degree matrix D̃.
Convolutional Operation on Graph. There are two mainstream implement methods
of GCNs: spatial method and spectral method. We employ the spectral GCNs in this
work. Spectral GCNs define the convolution by decomposing a graph signal on the spectral
domain and then applying a spectral filter on it. According to Kipf and Welling (2017), to
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Figure 3: The framework of entity pair graph enhanced relation classifier.

a graph signal X ∈ Rn×c, where c is the number of dimensions of vertex feature vectors, the
spectral convolutional operation with f spectral filters can be mathematically formalized
as follow:

H(l+1) = σ(D̃−
1
2 ÃD̃−

1
2H(l)Θ(l)) (4)

where H(l) is the matrix of activation in the l -th layer, and H(0) = X, Θ ∈ Rc×f is the
trainable weight matrix in layer l, σ is the activation function, e.g., ReLU(·).

In the GCN module of our model, we use the concatenation of fhead and f tail to represent
a vertex. And the representations of all the vertices form the graph signal X ∈ Rn×2dw . We
apply a three-layer GCN to generate the graph topological feature fg ∈ Rdg :

fg = Âσ(Âσ(ÂXW (0))W (1))W (2) (5)

where Â = D̃−
1
2 ÃD̃−

1
2 , W (0) ∈ R2dw×dh and W (1) ∈ Rdh×dh are weight matrixes for hidden

layers with dh feature maps, W (2) ∈ Rdh×dg is a hidden-to-output weight matrix, dg is the
number of dimensions of the graph topological features. dh and dg are hyperparameters.
Plug-and-play Technique. As depicted in Fig. 3, the topological feature extractor of our
model can be applied to other relation classification models and imporve their performance
without any change of the original feature extractors. To achieve this, we only need two
small modifications. Firstly, the representation of the target entity pair need to be output
from the embedding layer and fed into the topological feature extractor to generate graph
topological features. Secondly, we use the concatenation of the original features and the
graph topological features to make final classification. Our experiments in Section 4 demon-
strate that adding the topological feature extractor can indeed imporve the performance of
relation classifiers.
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3.5. Relation Classification

After all above operations, we use a softmax-classifier to predict the relation of the en-
tity pair 〈e1, e2〉. The input of the softmax-classifier is the concatenation of the sentence
representation f s ∈ Rds and the target entity pair representation fg ∈ Rdg :

p(y|s) = softmax(W0[f
s; fg]> + b0) (6)

where W0 ∈ Rr×(ds+dg) is a weight matrix, b0 ∈ Rr is a bias and r is a hyperparameter
equaling to the number of relation types.

Then we can get the predicted label of the target entity pair 〈e1, e2〉 according to the
distribution p(y|s):

ŷ = arg max
y
p(y|s) (7)

The loss function of the EPGNN model is the cross entropy:

L = −
∑
i

∑
j

Yjlogp(yij |si, θ) (8)

where θ indicates all the parameters in the model.
In order to compute the network parameter θ, we minimize the cross entropy loss using

Adam. The parameters of the network are randomly initialized and the back propagation
algorithm is employed to update them.

4. Experiments

4.1. Dataset and Metric

We conduct our experiments on two widely used relation classification datasets: (1) Se-
mEval 2010 Task 8: The dataset contains 10,717 examples annotated with 9 different
relation types and an additional ”Other” type, which is used to indicate that the relation
in the sentence is not among the 9 types. For the relation is directional, the sentence needs
to be regarded as expressing a different relation if the target entities appear in inverse or-
der. For example, the relation Cause-Effect(e1, e2) and Cause-Effect(e2, e1) are considered
as two distinct relations. The SemEval dataset is already partitioned into 8,000 training
examples and 2,717 test examples. We evaluate the models using the official scorer in terms
of the Macro-F1 score over the 9 relation types (excluding Other) and take the directionality
into consideration. (2) ACE 2005: In this datatset, 7123 examples in 511 documents are
annotated with 6 major relation types. We use the same data splits, preprocessing, and
task settings as Christopoulou et al. (2019). We report the primary Micro-F1 scores as
evaluation metrics.

4.2. Experimental Settings

We use the BERTBASE model [Devlin et al. (2019)] to encode input sentences and target
entities. In order to avoid overfitting during the training process, we adopt the dropout
strategy in classification components. We tune all the hyperparameters by using cross-
validation procedure on the training sets. The choices generated by this process are given
in Table 2.
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Parameter Parameter Name Value

ds sentence feature dimension 768
dh number of feature maps in hidden layer of GCN 128
dg topological feature dimension 64
lmax max sentence length 128

batch size batch size 16
dp dropout rate 0.3
λ learning rate 5e-6

Table 2: Hyperparameter setting of the EPGNN model on SemEval 10.

4.3. Results on the SemEval 2010 Dataset

On the SemEval dataset, our EPGNN model outperforms the previously proposed models
with an Macro-F1 score of 90.2%. Table 3 provides a detailed comparison of our EPGNN
model with previous approaches. Dependency methods are neural network models which
utilize a grammar parser to predict relation classes. We refer to other neural network models
those work without using a grammar parser as end-to-end methods. As to methods using
pre-trained language models, we name them pre-trained methods.

We observe that our proposed model achieves new state-of-the-art results on this relation
classification dataset. Our EPGNN outperforms the approaches which rely on external
resources such as dependency parser, POS and named entity tags [Xu et al. (2015); Miwa
and Bansal (2016); Zhang et al. (2018)]. This indicates that our model can indeed mine a
fund of information from the given corpus to make accurate relation classification without
any use of external resources. Because of this property, our model is more applicable
to the scenario where appropriate external resources are unacquirable. In addition, our
EPGNN model gets higher Macro-F1 score than the TRE and R-BERT model which employ
pre-trained language model to make relation classification. Outperforming these methods
highlights the effectiveness of adding graph topological features for relation classification,
which we will make further discussion in Section 4.5.

4.4. Results on the ACE 2005 Dataset

On the ACE dataset, We follow the preprocessing process of Christopoulou et al. (2019) and
compare the performance with their walk based model which achieved the stat-of-the-art
results on the ACE 2005 dataset so far. In order to demonstrate the effectiveness of the
topological feature extractor, we retrain the R-BERT model to make comparison. Table 4
illustrates the performance of the EPGNN model in comparison with the state-of-the-art
walk based method and the R-BERT model. Our EPGNN model outperforms the walk
based model with a relative improvement of 4.2%. The walk based model treats multiple
pairs in a sentence simultaneously and consider the iteractions among them. Outperforming
this approach illustrates that iteractions among entity pairs can truly help relation classi-
fication and the corpus-level correlations between entity pairs are more efficient than the
sentence-level correlations. And comparing with the R-BERT model, EPGNN still makes
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Model Macro-F1

Manually Engineered Methods
SVM [Rink and Harabagiu (2010)] 82.2

Dependency Methods
FCM [Yu et al. (2014)] 83.0
SDP-LSTM [Xu et al. (2015)] 83.7
DRNNs [Xu et al. (2016)] 85.8
SPTree [Miwa and Bansal (2016)] 84.5
C-GCN [Zhang et al. (2018)] 84.8

End-to-End Methods
CNN+Softmax [Zeng et al. (2014)] 82.7
CR-CNN [dos Santos et al. (2015)] 84.1
Att-Pooling-CNN [Wang et al. (2016)] 88.0

Pre-Trained Methods
TRE [Alt et al. (2019)] 87.1
R-BERT [Wu and He (2019)] 89.2

Our Method
EPGNN 90.2

Table 3: Comparison with results on SemEval 10 published in the literature.

nearly 1% improvement on Micro-F1 score. This result signalises that EPGNN indeed
benifit from the topological feature extractor.

Model Micro-F1

walk based model [Christopoulou et al. (2019)] 72.9
R-BERT [Wu and He (2019)] 76.2
EPGNN 77.1

Table 4: Comparison with results on ACE 2005 published in the literature.

4.5. Ablation Study

The experimental results have demonstrated the effectiveness of the topological feature ex-
tractor in our proposed model. Since the topological feature extractor is an independent
component, we consider to apply it to other relation classification models and perform abla-
tion experiments to demonstrate that it can be used as an effective plug-and-play technique.
We conduct experiments on the SemEval dataset with three representive neural network
models: CNN based model, LSTM based model and BERT based model. The results of the
ablation experiments are provided in Table 5. The first two models make more than 2%
improvement on performance by the topological feature extractor. For the BERT model
that already achieves a relatively high Macro-F1 score, adding topological features still
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Model Macro-F1

CNN based Methods
without GCN module 75.3
with GCN module 77.6

LSTM based Methods
without GCN module 79.6
with GCN module 82.1

BERT based Methods
without GCN module 89.2
with GCN module 90.2

Table 5: Ablation with and without the GCN module on SemEval 10.

makes 1% improvement. The results show that adding topological features can imporve the
performance regradless of the original architecture. The kernel components of the topolog-
ical feature extractor is a multi-layer GCN. As explained in Section 3.4, the GCN model
is a special form of Laplacian smoothing. It can compute new features of a vertex as the
weighted average of itself and its neighbors. Therefore, this operation makes connected
nodes more similar and thus easier for classification. This kind of topological information
of vertices was ignored in previously proposed approaches. Hence, adding the topological
information of the entity pair graph is of great value of to relation classification.

5. Conclusion

In this paper, we propose the concept of entity pair graph whose topological structure
implies the correlations between entity pairs. And we present a novel entity pair graph
based neural network model EPGNN which enriches the BERT based relation classification
model with the topological information extracted from the entity pair graph. We obtain
new stat-of-the-art F1 scores on two popular relation classification datasets: SemEval 2010
Task 8 and ACE 2005. The results show that the topological features of the entity pair
graph can indeed help the relation classification task. And the performance of EPGNN
shows that models without any use of external resources and background knowledge can
also achieve a competitive results on this task. We apply the topological feature extractor
of EPGNN to some previous relation classification models and achieve better performances,
which means that it can be used as a plug-and-play technique. The important future work
would be to modify our model to address the wrong label problem existing in the distant
supervision datatset.
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