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This supplementary document contains the omitted proofs of Lemmas in Section 1 of the main paper. We restate
the lemmas and prove them here.

Lemma 0.1. If A is a matriz with orthonormal columns such that range(A) = range([\/él]) and if Uy
comprises the first n rows of A, then |Ui||% = sdx(A) and ||U||3 = 1/(1 + No?) < 1.

Proof. See Lemma 12 of (Avron et al., 2017) for a proof. O
Lemma 0.2. If A’ is the sub-matriz of A formed by taking rows of A, then sdy(A’) < sd)(A).

Proof. The minimax characterization of singular values is as follows:
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For any vector =, we have ||A’z|2 < ||Az||2 (Since, vector Az has all the elements of A’z and more). Hence, for
any subspace U, mingep:|z),=1 [|A" 7| < mingep:jz),=1 [[Az|[2. Now, it is easy to see that
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Lemma 0.3. For any r > 1, sdy/.(A) < min(r - sd\(A), rank(A)).

Proof. By definition of statistical dimension, sdy(A) < rank(A). We also have for all r > 1, 1/(1 + \/ro?) <
r/(1+ X\/o?). By summing the inequality for all i, we get sdy/(A) < 7 - sdx(A). d
References

Haim Avron, Kenneth L. Clarkson, and David P. Woodruff. Sharper bounds for regularized data fit-
ting. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, AP-
PROX/RANDOM 2017, August 16-18, 2017, Berkeley, CA, USA, pages 27:1-27:22, 2017. doi: 10.4230/
LIPIcs. APPROX-RANDOM.2017.27. URL https://doi.org/10.4230/LIPIcs. APPROX-RANDOM.2017.27.


https://doi.org/10.4230/LIPIcs.APPROX-RANDOM.2017.27

