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Abstract

In many Reinforcement Learning (RL) appli-
cations, the goal is to find an optimal de-
terministic policy. However, most RL algo-
rithms require the policy to be stochastic in
order to avoid instabilities and perform a suf-
ficient amount of exploration. Adjusting the
level of stochasticity during the learning pro-
cess is non-trivial, as it is difficult to assess
whether the costs of random exploration will
be repaid in the long run, and to contain
the risk of instability. We study this prob-
lem in the context of policy gradients (PG)
with Gaussian policies. Using tools from the
safe PG literature, we design a surrogate ob-
jective for the policy variance that captures
the effects this parameter has on the learning
speed and on the quality of the final solution.
Furthermore, we provide a way to optimize
this objective which guarantees a stable im-
provement of the original performance mea-
sure. We evaluate the proposed methods on
simulated continuous control tasks.

1 Introduction

Reinforcement learning (RL, Sutton and Barto, 2018)
is an approach to adaptive intelligence that employs a
reward signal to train an autonomous agent on a gen-
eral task through direct interaction with an unknown
environment. The results recently achieved by RL in
challenging games (Mnih et al., 2015; Silver et al.,
2017; OpenAI, 2018) are astounding. However, in or-
der to apply RL to real-world scenarios (e.g., robotics,
autonomous driving, finance), we have to tackle fur-
ther challenges. Unlike games, problems involving
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physical systems are more naturally modeled as con-
tinuous control tasks. For this reason, we will focus on
policy gradient (PG, Sutton et al., 1999; Deisenroth
et al., 2013), an RL technique that employs stochas-
tic gradient ascent to optimize parametric controllers.
PG is particularly suitable for continuous tasks due
to its robustness to noise, convergence properties, and
versatility in policy design (Peters et al., 2005). An-
other perk of games is that they are easily simulated.
Simulations require a reliable model of the environ-
ment, which is often not available. Learning online
on a physical system (like a robot) sharpens the need
for stable learning algorithms, as large deviations from
known policies may yield unsafe behavior or unrecov-
erable costs.

Although we normally look for a deterministic con-
troller, PG is only able to stably improve stochastic
policies. A notable exception is Deterministic Policy
Gradient (DPG, Silver et al., 2014; Lillicrap et al.,
2016), which optimizes a deterministic policy while
collecting data with a noisy version of it. Even in
this case, the stochastic nature of the behavioral pol-
icy is necessary to maintain a sufficient level of ex-
ploration and avoid the local optima. This introduces
an inevitable trade-off: policy stochasticity facilitates,
stabilizes, and speeds up the learning of other policy
parameters (Ahmed et al., 2019). On the other hand,
random behavior yields worse online performance, and
may be unsafe in some applications. A natural solu-
tion to this problem is to adapt the amount of ex-
ploration during the learning process. Unfortunately,
this is highly non-trivial, as it falls under the infa-
mous exploration-exploitation dilemma. If exploration
is abandoned too soon, the agent may never know all
the relevant aspects of the task and get stuck in subop-
timal behavior. If the transition to deterministic be-
havior is delayed too much, the learning process may
become unnecessarily long and expensive. This prob-
lem has been thoroughly studied in the Multi-Armed
Bandit (MAB) literature (Bubeck and Cesa-Bianchi,
2012; Lattimore and Szepesvári, 2019). Adaptive ex-
ploration has a long history also in RL, mostly lim-
ited to the tabular setting (Kearns and Singh, 2002;
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Brafman and Tennenholtz, 2002; Strehl et al., 2009;
Jaksch et al., 2010; Lattimore and Hutter, 2014; Dann
and Brunskill, 2015; Dann et al., 2017; Jin et al.,
2018; Ok et al., 2018), with extensions to continuous
states (Ortner and Ryabko, 2012; Lakshmanan et al.,
2015; Bellemare et al., 2016). In Policy Gradient meth-
ods, it is common to learn the amount of stochasticity
via gradient ascent on the performance measure, like
any other policy parameter (Duan et al., 2016). As
randomness typically erodes performance, this greedy
approach can yield premature convergence to quasi-
deterministic policies, causing learning instability and
getting stuck to local optima. The current trend is to
augment the traditional performance objective (Sut-
ton et al., 1999) with an entropy bonus (Haarnoja
et al., 2017, 2018; Nachum et al., 2018; Shani et al.,
2018) which favors more stochastic policies. However,
the exploration-exploitation trade-off is still unsolved,
as one has to decide how much weight to give to the
entropy bonus.

In this paper, we propose an alternative approach: we
design a separate optimization objective for the policy
stochasticity that also accounts for the long-term ef-
fects of random exploration. We do so for the special
case of Gaussian policies, which are, however, the most
used in practice (Duan et al., 2016). In this frame-
work, the amount of exploration can be controlled via
the policy variance parameters1. To do so, we use in-
sights from the safe policy gradient literature (Kakade
and Langford, 2002; Pirotta et al., 2013, 2015; Papini
et al., 2017, 2019), where the effects of policy variance
on performance improvement have been already ex-
posed, but not fully exploited. We hence propose the
Meta-Exploring Policy Gradient (MEPG) algorithm,
that optimizes the variance parameters via gradient
ascent on the new surrogate objective, while concur-
rently optimizing the other parameters as in vanilla
PG.

Although built upon insights from the safe PG liter-
ature, the MEPG algorithm is heuristic and comes
with no formal guarantees. By developing an adap-
tive meta-parameter schedule, we devise the Stably
Exploring Policy Gradient (SEPG) algorithm, a vari-
ant of MEPG with guarantees of monotonic improve-
ment of the original performance objective. To do so,
we generalize existing improvement guarantees (Pap-
ini et al., 2019) for Gaussian policies to the previously
uncharted case of adaptive policy variance. These im-
provement guarantees come at the cost of worsening
learning speed and sample complexity, which can be

1Extensions to other classes of policies are possible,
but require to identify explicit scale parameters e.g.,
the temperature for Softmax policies or the variance for
(reparametrized) beta policies.

critical in RL applications, where collecting samples is
costly and time-consuming. Although the scope of this
work is mostly theoretical, for the sake of applicability,
we also relax the classical monotonic improvement con-
straint (Kakade and Langford, 2002) to a more general
bounded worsening constraint. This allows the practi-
tioner to specify how much performance he would ac-
cept to lose (and with which probability) at any policy
update, introducing a way to trade-off the stability of
learning with the time required.

The paper is structured as follows: in Section 2, we
provide an essential background on PG and review
the existing performance improvement guarantees for
this framework. In Section 3, we present our novel
exploration objective and the MEPG algorithm. In
Section 4.1, we extend existing improvement guar-
antees for Gaussian policies to the adaptive-variance
case, providing safe exact-gradient updates. In sec-
tion 4.2, we generalize these results to the more real-
istic stochastic-gradient case, and present the SEPG
algorithm. Finally, in Section 5, we evaluate the pro-
posed algorithms on simulated control tasks. Proofs
of all the formal statements are given in Appendix A.

2 Preliminaries

In this section, we provide an essential back-
ground on policy gradient methods, including existing
performance-improvement guarantees.

2.1 Policy Gradient Fundamentals

A continuous Markov Decision Process (MDP, Puter-
man, 1994) xS,A,P,R, γ, ρy is defined by a continu-
ous state space S Ď Rd; a continuous action space A; a
Markovian transition kernel P, where Pps1|s, aq is the
transition density from state s to s1 under action a;
a reward function R, where Rps, aq P r´Rmax, Rmaxs

is the reward for state-action pair ps, aq and Rmax is
the maximum absolute-value reward; a discount fac-
tor γ P r0, 1q; and an initial-state distribution ρ on S.
An agent’s behavior is modeled as a policy π, where
πp¨|sq is the density function over A in state s. We
study episodic MDPs with indefinite horizon. In prac-
tice, we consider episodes of length H, the effective
horizon of the task. A trajectory τ is a sequence of
states and actions ps0, a0, s1, a1, . . . , sH´1, aH´1q ob-
served by following a stationary policy, where s0 „ ρ
and sh`1 „ Pp¨|sh, ahq. The policy induces a measure
pπ over trajectories. We denote with Rpτq the total
discounted reward provided by trajectory τ : Rpτq “
řH´1
h“0 γ

hRpsh, ahq. Policies can be ranked based on
their expected total reward Jpπq “ Eτ„pπ rRpτqs.
Solving the MDP means finding an optimal policy
π˚ P arg maxπtJpπqu.
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Policy gradient (PG, Sutton et al., 1999; Peters
and Schaal, 2008) methods restrict this optimiza-
tion problem to a class of parametric policies
ΠΘ “ tπθ : θ P Θ Ď Rmu, so that πθ is differentiable
w.r.t. θ. We denote the performance of a parametric
policy πθ with Jpθq. A locally optimal policy can be
found via gradient ascent on the performance measure:

θt`1 Ð θt ` αt∇θJpθtq,
where ∇θJpθq “ E

τ„pθ
r∇θ log pθpτqRpτqs , (1)

where t denotes the current iteration, pθ is short for
pπθ

, and pαtq
8
t“1 is a sequence of positive step sizes. In

practice, ∇θJ is not available, but can be estimated
from a batch of trajectories DN “ tτ1, . . . , τNu. The
GPOMDP (Baxter and Bartlett, 2001) algorithm (a
refinement of REINFORCE, Williams, 1992) provides
an unbiased gradient estimator:

p∇Nθ Jpθq “
1

N

N
ÿ

n“1

H´1
ÿ

h“0

˜

h
ÿ

i“0

∇θ log πθpa
n
i |s

n
i q

¸

¨
`

γhRpsnh, anhq ´ b
˘

, (2)

where b is a baseline used to reduce variance. Any
baseline that does not depend on actions preserves
the unbiasedness of the estimator.2 We employ the
variance-minimizing baselines provided by Peters and
Schaal (2008).

A widely used (Duan et al., 2016) policy class is the
Gaussian3:

πθpa|sq “
1

?
2πσω

exp

#

´
1

2

ˆ

a´ µυpsq

σω

˙2
+

, (3)

also denoted with N pa|µυpsq, σ2
ωq, where the action

space is A “ R, µυ is the state-dependent mean and
σ2
ω ą 0 is the variance (σω is the standard deviation).

The policy parameters consist of a vector of mean
parameters υ P Υ Ď Rm and a variance parameter
ω P Ω Ď R, i.e., θ ” rυT |ωsT and Θ ” ΥˆΩ Ď Rm`1.
We focus on the following, common (Rajeswaran et al.,
2017) parametrization:

µυpsq “ υ
Tφpsq, σω “ eω, (4)

where φp¨q is a vector of m state-features4. We also as-
sume that the state features are bounded in Euclidean
norm, i.e., supsPS }φpsq} ď ϕ, and both Υ and Ω are
convex sets.

2Some action-dependent baselines are also possible.
See (Tucker et al., 2018) for a discussion.

3We consider scalar actions for simplicity. Multi-
dimensional actions are discussed in Appendix D, together
with heteroskedastic exploration.

4This is a shallow policy since we assume to have the fea-
tures already available, as opposed to a deep policy, where
the features are learned together with υ in an end-to-end
fashion. Generalizations to deep neural policies are plausi-
ble, but beyond the scope of this paper.

Entropy regularization (Schulman et al., 2017) consists
in modifying the reward to favor policy stochasticity:

rrt “ p1´ τqrt ` τH pπp¨|stqq , (5)

where H pπp¨|stqq “ Ea„πp¨|stq r´ log πpa|stqs is the en-
tropy of the action distribution at state st and τ P
r0, 1q is a regularization coefficient. In the case of
Gaussian policies, the entropy bonus can be computed
in closed form and the GPOMDP algorithm can be
easily modified to account for the new reward func-
tion (e.g., Ahmed et al., 2019). Vanilla policy gradient
is recovered for τ “ 0.

2.2 Safe Policy Gradients

When learning on-line in the real world, we would
like to avoid oscillations in the performance Jpθq,
as large deviations from previously observed behavior
may compromise the safety of the system or deemed
unacceptable by stakeholders. A convenient way to
enforce this desideratum is through an improvement
constraint (Thomas et al., 2015):

Definition 2.1. Given a parametric policy πθ with
current parameter θt, we say that update ∆θ P Rm`1

is safe w.r.t. requirement Ct P R if:

Jpθt`1q ´ Jpθtq ě Ct, (6)

where θt`1 “ θt `∆θ.

We talk of a required performance improvement when
Ct is non-negative, otherwise of a bounded worsening.
The case Ct ” 0 corresponds to the well-studied mono-
tonic improvement constraint (Kakade and Langford,
2002; Pirotta et al., 2013; Papini et al., 2017). This
constraint can also be used to enforce an absolute per-
formance threshold Jmin, by setting Ct “ Jmin´Jpθtq.
For instance, if we want to guarantee that the perfor-
mance is never worse than that of the initial policy,
Jpθ0q, we set Ct “ Jpθ0q ´ Jpθtq. This can be use-
ful in safety-critical systems where the initial policy
is designed to be safe, assuming the performance mea-
sure captures all sources of risk (Garćıa and Fernández,
2015; Amodei et al., 2016). Recent work (Papini et al.,
2019) provides improvement guarantees for a general
family of policies. Given positive constants ψ, κ and
ξ, a policy class ΠΘ is called pψ, κ, ξq-smoothing if:

sup
sPS

Ea„πθp¨|sq

”

}∇ log πθpa|sq}
ı

ď ψ,

sup
sPS

Ea„πθp¨|sq

”

}∇ log πθpa|sq}
2
ı

ď κ,

sup
sPS

Ea„πθp¨|sq

”

›

›∇∇T log πθpa|sq
›

›

ı

ď ξ, (7)

for all θ P Θ, where }¨} denotes the Euclidean norm
for vectors and the spectral norm for matrices. In par-
ticular, Gaussian policies with fixed standard deviation
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(constant ω) are pψ, κ, ξq-smoothing with the following
constants (Papini et al., 2019):

ψ “
2ϕ

?
2πσω

, κ “ ξ “
ϕ2

σ2
ω

, (8)

where ϕ is the Euclidean-norm bound on state fea-
tures. For a pψ, κ, ξq-smoothing policy, the perfor-
mance improvement yielded by a policy gradient up-
date can be lower-bounded by a function of the step
size α as follows (Theorem 9 from Papini et al., 2019):

Jpθt`1q ´ Jpθtq ě α }∇Jpθtq}2 ´ α2L

2
}∆θ}

2
, (9)

where θt`1 “ θt ` α∇Jpθtq and L “

Rmax

p1´γq2

´

2γψ2

1´γ ` κ` ξ
¯

. This allows to select a

safe step size for improvement constraint Ct, i.e.,
a step size for which (6) is satisfied by the policy
gradient update (1). In this paper, whenever multiple
choices of the step size are safe, we decide to employ
the largest safe step size. This is meant to yield
faster convergence (see Section 5 for an empirical
substantiation of this claim). In the fixed-variance
Gaussian case, we can obtain a safe step size for the
mean-parameter update (adaptation of Corollary 10
from Papini et al., 2019):

Lemma 2.1. Let ΠΥ be the class of Gaussian poli-
cies parametrized as in (4), but with fixed variance
parameter ω. Let υt P Rm and υt`1 “ υt `
αt∇υJpυt, ωq. For any Ct ď C˚t , the largest step size
guaranteeing Jpυt`1, ωq ´ Jpυt, ωq ě Ct is:

αt :“
σ2
ω

F

˜

1`

d

1´
Ct
C˚t

¸

, (10)

where F “
2ϕ2Rmax

p1´γq2

´

1` 2γ
πp1´γq

¯

and C˚t “

σ2
ω}∇υJpυt,ωq}

2

2F .

We have highlighted the role of the policy standard
deviation. We can see how a larger σω allows to take
larger steps. Moreover, it increases the maximum im-
provement guarantee that one can ask for (although
Ct can be selected by the user at each step, its high-
est feasible value C˚t depends on the current policy
variance and gradient norm). In fact, both αt and
C˚t are Opσ2

ωq. This is due to the smoothing effect of
the policy variance on the optimization landscape, in
accordance with the empirical analysis from (Ahmed
et al., 2019). In practice, C˚t is too small to be of any
relevance, so we are more interested in the cases when
Ct ď 0.

3 Adaptive Exploration

In this section, we use some insights from the safe PG
literature to devise a heuristic approach to adapt the

standard deviation of a Gaussian policy during the
learning process. Our desiderata are fast convergence,
avoiding instabilities and not getting stuck in local op-
tima. The algorithm we present here is heuristic. A
variant with formal improvement guarantees is pre-
sented in the next section.

Consider a Gaussian policy πυ,ωpa|sq “

N pa|µυpsq, σωq, parametrized as in (4). As men-
tioned above, it is common to learn the policy
variance parameter via gradient ascent just like any
other parameter, i.e., ωt`1 Ð ωt ` βt∇ωJpυt, ωtq.
However, the effects of σ on the optimization land-
scape, exposed by Lemma 2.1, suggest to treat it with
particular care, both to exploit its potential and to
avoid its possible risks. In fact, adjusting the policy
variance with policy gradient tends to degenerate
too early into quasi-deterministic policies, getting
stuck in local optima or even causing divergence
issues (see Section 5). We use our understanding
of the special nature of this parameter to modify
GPOMDP in two ways. First of all, we make the
step size for updating the mean parameters dependent
on the policy variance, like the safe step size from
Lemma 2.1. In particular, we use the following:

αt “
ασ2

ωt

}∇υJpυt, ωtq}
, (11)

to update the mean parameters υ, where α ą 0 is a
hyper-parameter. This has both the effect of reducing
the step size when a small σ makes the optimization
landscape less smooth, preventing oscillations, and in-
creasing it when a large σ allows it to do so, increasing
the learning speed. This is not entirely unheard of, as
it is exactly what a natural gradient (Kakade, 2001;
Amari, 1998) would do in a pure Gaussian setting (1{σ2

is the Fisher information w.r.t. the mean parameters
of a Gaussian distribution, see Sehnke et al., 2008;
Miyamae et al., 2010). We also divide the step size by
the norm of the gradient. This is a common normal-
ization technique (Peters et al., 2005), and is further
motivated by the results of Section 4.2 on stochastic
gradient updates.

As for the variance parameter ω, we treat it as a
separate meta-parameter and we learn it in a meta-
gradient fashion (Sutton, 1992; Schraudolph, 1999;
Veeriah et al., 2017; Xu et al., 2018). Specifically, we
employ a more far-sighted learning objective to avoid
premature convergence to deterministic behavior. To
do so, we look at the target performance one step in
the future:

J

ˆ

υt ` ασ
2
ωt

∇υJpυt, ωtq
}∇υJpυt, ωtq}

, ωt

˙

» Jpυt, ωtq ` ασ
2
ωt }∇υJpυt, ωtq} :“ Lpυt, ωtq, (12)

where we performed a first-order approximation. The
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Algorithm 1 MEPG

1: Input: Initial parameters υ0 and ω0, step size α ą 0, meta step size η ą 0, batch size N
2: for t “ 1, 2, . . . do
3: Collect a batch of N trajectories with πvt,ωt
4: Estimate p∇υJpυt, ωtq, p∇ωJpυt, ωtq and p∇ω }∇υJpυt, ωtq} Ź See Appendix B

5: p∇ωLpυt, ωtq “ p∇ωJpυt, ωtq ` αe2ωt
´

2
›

›

›

p∇υJpυt, ωtq
›

›

›
` p∇ω }∇υJpυt, ωtq}

¯

6: ωt`1 Ð ωt ` η p∇ωLpυt, ωtq
L

›

›

›

p∇ωLpυt, ωtq
›

›

›

7: υt`1 Ð υt ` αe
2ωt p∇υJpυt, ωtq

L

›

›

›

p∇υJpυt, ωtq
›

›

›

8: end for

gradient of L w.r.t. ω is:

∇ωLpυt, ωtq “ ∇ωJpυt, ωtq ` 2ασ2
ωt }∇υJpυt, ωtq}

` ασ2
ωt∇ω }∇υJpυt, ωtq} . (13)

The first term of the sum is the usual policy gradi-
ent w.r.t. ω, and accounts for the immediate effect of
policy stochasticity on performance. The role of the
second term is to increase the step size αt, more so if
the gradient w.r.t. υ is large. The third term is meant
to modify the policy variance to increase the gradient
norm and can be seen as a way to escape local op-
tima. The last two terms, together, account for the
long-term effects of modifying the policy variance. We
propose to update ω in the direction of the (normal-
ized) meta-gradient ∇ωL using a meta-step size η ą 0:

ωt`1 Ð ωt ` η
∇ωLpυt, ωtq
}∇ωLpυt, ωtq}

. (14)

In practice, exact gradients are not available. The pol-
icy gradient for the mean-parameter update can be
estimated with GPOMDP (2). Computing p∇ωL also
requires estimating ∇ω }∇υJpυt, ωtq}, which is com-
putationally no more expensive, but could suffer from
more variance (See Appendix B). The pseudocode for
the resulting algorithm, called Meta-Exploring Policy
Gradient (MEPG), is provided in Algorithm 1.

4 Stable Exploration

In this section, we extend the performance improve-
ment guarantees reported in Section 2.2 to Gaussian
policies with adaptive variance and we use these theo-
retical results to devise a variant of Algorithm 1 with
improvement guarantees.

4.1 Exact framework

Existing guarantees for fixed-variance Gaussian poli-
cies are based on the smoothing constants from (Pa-
pini et al., 2019), reported in (8). These depend (in-
versely) on σ2

ω, hence are no longer constant once we
allow ω to vary. In particular, they tend to infin-
ity as the policy approaches determinism. Unfortu-

nately, this is enough to invalidate the safety guar-
antees. A workaround would be to replace σω with
a lower bound, which can be imposed by constraining
the parameter space Ω or by changing the parametriza-
tion. However, this would make the improvement
bounds unnecessarily conservative, and would prevent
the agent to converge to deterministic behavior in the
end. For these reasons, we instead propose to update
the mean and variance parameters alternately. First,
we show that Gaussian policies are smoothing w.r.t.
the variance parameter alone:

Lemma 4.1. Let ΠΩ be the class of Gaussian poli-
cies parametrized as in (4), but with fixed mean pa-

rameter υ. ΠΩ is
´

4?
2πe

, 2, 2
¯

-smoothing.

This allows to devise a safe policy-gradient update for
the variance parameters:

Theorem 4.2. Let ΠΩ be the class of poli-
cies defined in Lemma 4.1. Let ωt P Ω and
ωt`1 Ð ωt ` βt∇ωJpυ, ωtq. For any Ct ď C˚t , the
largest step-size satisfying (6) is:

βt “
1

G

˜

1`

d

1´
Ct
C˚t

¸

, (15)

where C˚t “
}∇ωJpυ,ωtq}2

2G and

G “ 4Rmax

p1´γq2

´

1` 4γ
πep1´γq

¯

.

Similarly to the mean parameters case, βt “
1
G is the

greedy-safe step size and βt “
2
G is the largest step

size guaranteeing monotonic improvement.

Alternately updating the mean parameter as in
Lemma 2.1 and the variance parameter as in Theo-
rem 4.2 ensures Jpυt`1, ωt`1q´Jpυt, ωtq ě Ct for all t.

However, Theorem 4.2 still pertains näıve variance up-
dates, which suffer from all the problems discussed in
Section 3. The next question is how to optimize the
surrogate exploratory objective L from (12) while sat-
isfying the original constraint (6) on the performance
objective J . The following Theorem provides a safe



Balancing Learning Speed and Stability in Policy Gradient via Adaptive Exploration

Algorithm 2 SEPG

1: Input: Initial parameters υ0 and ω0, batch size N , improvement thresholds tCtu
8
t“1, confidence parameter

δ, discount factor γ, maximum reward Rmax, feature bound ϕ
2: for t “ 1, 2, . . . do
3: Collect a batch of N trajectories with πvt,ωt
4: Estimate p∇υJpυt, ωtq,
5: if t is odd then
6: υt`1 “ υt ` rαt∇υJpυt, ωtq Ź Safe step size from Section 4.2
7: else
8: estimate p∇ωJpυt, ωtq and p∇ω

›

›

›

p∇υJpυt, ωtq
›

›

›
Ź See Appendix B

9: p∇ωLpυt, ωtq “ p∇ωJpυt, ωtq ` rαt

´

2
›

›

›

p∇υJpυt, ωtq
›

›

›
` p∇ω }∇υJpυt, ωtq}

¯

10: ωt`1 “ ωt ` rηt∇ωLpυt, ωtq Ź Safe meta-step size from Section 4.2
11: end if
12: end for

update for a smoothing policy in the direction of a
generic update vector xt (∇ωL in MEPG):

Theorem 4.3. Let ΠΘ be a pψ, κ, ξq-smoothing pol-
icy class, θt P Θ, and θt`1 “ θt ` ηtxt, where xt P
Rm and ηt P R is a (possibly negative) step size. Let

λt :“ x∇θJpθtq,xty
}xt}

be the scalar projection of ∇θJpθtq
onto xt. For any Ct ď C˚t , provided λt ‰ 0, the largest
step size guaranteeing Jpθt`1q ´ Jpθtq ě Ct is:

ηt “
|λt|

L }xt}

˜

signpλtq `

d

1´
Ct
C˚t

¸

, (16)

where C˚t “
λ2
t

2L and L “ Rmax

p1´γq2

´

2γψ2

1´γ ` κ` ξ
¯

.

Note that a positive performance improvement up to
C˚t can always be guaranteed, even if the improve-
ment direction ∇θJ is not explicitly followed. How-
ever, when the scalar projection λt is negative, the
largest safe step size is negative. This corresponds to
the case in which maximizing the surrogate objective
reduces the original one. For positive values of Ct (re-
quired improvement), there may be no way to safely
pursue the surrogate objective. In this case, a nega-
tive step size is prescribed to follow the direction of
∇θJ instead5. We can use the step size ηt from Theo-
rem 4.3 to safely replace ∇ωJ with the meta gradient
∇ωL from (13) in the variance update:

υt`1 Ð υt ` αt∇υJpυt, ωtq, (17)

ωt`2 Ð ωt`1 ` ηt`1∇ωLpυt`1, ωt`1q, (18)

where ωt`1 ” ωt and υt`2 ” υt`1, as the two set of
parameters cannot be safely updated together.

5 The special case when the two gradients are orthogo-
nal (λt “ 0) is discussed in Appendix A.

4.2 Approximate framework

In practice, exact gradients are not available and must
be estimated from data. In this section, we show how
to adapt the safe step sizes from Section 4 to take gra-
dient estimation errors into account. Let p∇Nυ J , p∇Nω J
and p∇Nω L be unbiased estimators of ∇υJ , ∇υJ and
∇ωL, respectively, each using a batch of N trajecto-
ries. As for MEPG, the first two can be GPOMDP es-
timators (2) and meta-gradient estimation is discussed
in Appendix B. We make the following assumption on
the gradient estimators6:

Assumption 4.4. For every δ P p0, 1q there exists a
non-negative constant εδ such that, with probability at
least 1´ δ:

›

›

›
∇υJpυ, ωq ´ p∇Nυ Jpυ, ωq

›

›

›
ď

εδ
?
N
,

›

›

›
∇ωJpυ, ωq ´ p∇Nω Jpυ, ωq

›

›

›
ď

εδ
?
N
,

for every υ P Υ, ω P Ω and N ě 1.

Here εδ represents an upper bound on the gradient
estimation error. This can be characterized using var-
ious statistical inequalities (Papini et al., 2017). A
possible one, based on ellipsoidal confidence regions,
is described in Appendix C. Under Assumption 4.4,
for a sufficiently large batch size, the safe step size for
the mean update can be adjusted as follows:

rαt “
σ2
ω

´
›

›

›

p∇Nυ Jpυt, ωtq
›

›

›
´

εδ?
N

¯

F
›

›

›

p∇Nυ Jpυt, ωtq
›

›

›

˜

1`

d

1´
Ct
C˚t

¸

,

where C˚t “
σ2
ωt

´

} p∇Nυ Jpυt,ωtq}´
εδ?
N

¯2

2F and F is from
Lemma 2.1. Similarly, the safe step size for the vari-

6We do not need a similar assumption on the meta-

gradient estimator p∇ωL, since our improvement require-
ments are always on the performance J (see Appendix A.2).
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Figure 1: Average return (undiscounted) and policy standard deviation per episode of MEPG, fixed-variance
PG, adaptive-variance PG and entropy-augmented PG on the continuous Cart-Pole task, starting from σ “ 5
(left) and σ “ 0.5 (right); averaged over 10 independent runs with 95% Student’s t-confidence intervals.

ance update can be adjusted as follows:

rηt “

ˇ

ˇ

ˇ

pλt

ˇ

ˇ

ˇ
´

εδ?
N

G
›

›

›

p∇Nω Lpυt, ωtq
›

›

›

˜

sign
´

pλt

¯

`

d

1´
Ct
C˚t

¸

,

where pλt is the scalar projection of p∇Nω Jpυt, ωtq onto

p∇Nω Lpυt, ωtq, C˚t “
´

|pλt|´
εδ?
N

¯2

2G and G is from The-
orem 4.2. We call the variant of MEPG that alter-
nates mean and variance updates using these step sizes
Stably Exploring Policy Gradient (SEPG), detailed
in Algorithm 2. The SEPG algorithm satisfies our
bounded-worsening constraint (6) with high probabil-
ity:

Theorem 4.5. Under Assumption 4.4, provided
Ct ď 0 and N ą ε2δ

L

pλ2
t , Algorithm 2 guarantees

Jpθt`1q ´ Jpθtq ě Ct with probability at least 1 ´ δ
for any t ě 1.

In Appendix F we prove a stronger version of this the-
orem that also allows strictly positive improvements.
The requirement on the batch size ensures that estima-
tion errors are smaller than the estimates themselves.
If this requirement is not satisfied, we can either col-
lect more samples or terminate. This typically hap-
pens close to stationary points anyway. The step sizes
proposed by SEPG may be excessively conservative.
This is similar to what happens in supervised learn-
ing, where the convergence-guaranteeing step sizes are
rarely used in practice, typically replaced by heuris-
tics (Kingma and Ba, 2015). However, since policy up-
dates in online RL can have concrete consequences, we
will use the prescribed step sizes in our experiments,
leaving the possibility of explicitly relaxing the safety
requirements.

5 Experiments

In this section, we test the proposed methods on sim-
ulated continuous control tasks. More details on the
simulation environments are provided in Appendix E.

MEPG We test MEPG on a continuous-action ver-
sion of the Cart-Pole balancing task (Barto et al.,
1983). Figure 1 shows the performance (1000 is
the maximum) and the policy standard deviation of
MEPG and three versions of PG (with the GPOMDP
gradient estimator). In fixed-variance PG, the pol-
icy variance parameter is kept constant. In adaptive-
variance PG, it is learned via gradient ascent as any
other parameter. Entropy-augmented PG is the same,
but with entropy regularization (5). For each algo-
rithm, the best hyper-parameters (step sizes and en-
tropy coefficient τ) have been selected by grid search
(see Appendix F). Two very different initializations
are considered for the standard deviation: σω0

“ 5
(on the left of Figure 1) and σω0

“ 0.5 (on the right).
As shown by the behavior of fixed-variance GPOMDP,
the former constant value is too large to achieve op-
timal performance at convergence, while the latter is
too small to properly explore the environment. As ex-
pected, adaptive-variance GPOMDP is too greedy and
ends up always reducing the standard deviation. Be-
sides preventing exploration, divergence issues force us
to use a smaller step size (α “ 0.01 instead of 0.1), re-
sulting in slower learning. This problem is fixed by the
entropy bonus, which prevents the policy from becom-
ing deterministic and allows to use the larger learning
rate (α “ 0.1). However, entropy-augmented PG does
not perform significantly better than its fixed-variance
counterpart on this task, as the amount of exploration
needed to find the global optimum is not maintained
(or is pursued too late). Instead, MEPG is able to
settle on an intermediate value with both variance ini-
tializations. This allows both to learn faster and to
achieve optimal performance, although non-negligible
oscillations can be observed. This oscillations are
partly due to the variance of the meta-gradient esti-
mator, and can be mitigated by the conservative step
sizes prescribed by SEPG.

SEPG Figure 2 shows the performance and the
policy standard deviation of SEPG on the one-
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Figure 2: Average return (undiscounted) and standard
deviation per episode of SEPG and ADASTEP on the
LQG task, averaged over 10 independent runs with 95%
Student’s t-confidence intervals.
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Figure 3: Average return (undiscounted) and standard
deviation per episode of SEPG on the Cart-Pole task
for different values of Ct, averaged over 5 runs with
95% confidence intervals. The learning curve of MEPG
is reported as a reference.

dimensional LQG (Linear-Quadratic Gaussian reg-
ulator) task (Peters and Schaal, 2008). SEPG
with a monotonic improvement constraint (Ct ” 0)
is compared with the adaptive-step-size algorithm
(ADASTEP in the figure) by Pirotta et al. (2013).
Starting from σω0 “ 1, SEPG achieves higher returns
by safely lowering it, while ADASTEP has no way to
safely update this parameter. Both algorithms use δ “
0.2 and a large batch size (N “ 500). We also consider
a looser constraint, already discussed in Section 2.2
(BUDGET in the figure): that of never doing worse
than the initial performance (Ct “ Jpθ0q´Jpθtq). As
expected, this allows faster learning, leading to opti-
mal performance within a reasonable time.

On the Cart-Pole task, MEPG showed an oscillatory
behavior. Motivated by this fact, we run SEPG with
a fixed, negative improvement threshold Ct. Recall
that the meaning of such a constraint is to limit per-
update performance worsening. Figure 3 shows the re-
sults for different values of the threshold, starting from
σω0

“ 5 and neglecting the gradient estimation error
(i.e., by setting δ “ 1). Even under this simplifying as-
sumption, only a very large value of Ct allows to reach
optimal performance within a reasonable time. This
is due to the over-conservativeness of the step sizes
proposed by SEPG, as already discussed. Note how
oscillations are reduced w.r.t. MEPG, and how pol-
icy standard deviation is first reduced and then safely
increased again.

6 Discussion and Future Work

We have highlighted the special role of stochasticity
in PG with Gaussian policies, complementing the em-
pirical observations from (Ahmed et al., 2019) with
theoretical insights from the Safe PG literature (Pa-
pini et al., 2019). We have proposed a variant of
GPOMDP for this setting, called Meta-Exploring Pol-
icy Gradient (MEPG), which is able to adapt the vari-

ance parameter in a more far-sighted way than vanilla
or entropy-augmented gradient ascent. We have em-
pirically shown the effectiveness of this approach on
the Cart-Pole balancing task, where the entropy bonus
is able to prevent divergence but not to escape local
optima. This should be intended as a proof of con-
cept: entropy augmentation is still a natural choice for
most applications due to its simplicity. Future work
on MEPG algorithms should study its applicability to
larger control problems and overcome its potential bot-
tlenecks, such as the second-order term in (12).

Furthermore, we have generalized the existing
performance-improvement bounds for Gaussian poli-
cies to the adaptive-variance case and proposed SEPG,
a variant of MEPG with guarantees of stable improve-
ment. Experiments confirmed several intuitions pro-
vided by the theory. Unfortunately, learning speed
is heavily degraded for meaningful values of the im-
provement requirement Ct, due to over-conservative
step sizes. The desired balance between speed and
stability can still be achieved by hand-tuning it as a
hyper-parameter. Replacing the theoretically sound
upper bounds with estimates (Allen-Zhu, 2018) could
bridge the gap between theory and practice. Another
possible improvement is to employ an adaptive batch
size as proposed in (Papini et al., 2017, 2019). Future
work should also study in more depth the issue of local
optima. Recent work (Agarwal et al., 2019) shows how
(natural) PG can achieve global optimality in some
cases, and highlights the importance of exploration on
this matter. Moreover, adaptively changing the policy
variance as in MEPG can be seen as an online ver-
sion of graduated optimization (Hazan et al., 2016), a
popular technique for finding the global optimum of
a nonconvex function. Finally, further aspects of safe
exploration (Hans et al., 2008; Turchetta et al., 2016;
Cohen et al., 2018) should be considered for the online
selection of policy stochasticity in real-world control
tasks.
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