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Abstract

This paper aims to tackle the very interesting and important problem of user personalized
ranking of search results. The focus is on news retrieval and the data from which the ranking
model is learned was provided by a large online newspaper. The personalized news search
ranking model which we have developed takes into account not only document content and
metadata, but also data specific to the user such as age, gender, job, income, city, country
etc. All the user specific data is provided by the user himself when registering to the news
site.
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1. Introduction

One of the most widely used application on the internet is search. While there are many
types of search we shall focus only on news search in this paper (i.e retrieval of a ranked list
of news aricles as a result to a keyword query). Most of the news search engines rank the
search results based on the relevance of the content of the article to the query, and based
on the date when the article was written, preferring newer articles. However this method
gives as a response to a query the same search results to every user. It makes sense to try
to meet the needs of different users by personalizing the search results. Such results are
now possible because large news sites have vast amounts of data, both demographic and
behavioral, about their users. In this paper we develop and test a personalized ranking
model based on click through logs of a large news site. Furthermore we investigate how
much the user’s demographic data determines what kind of news articles that user reads.

Section 2 briefly talks about the related work, Section 3 describes the data, Section 4
is about the learning algorithms, in Section 5 we describe the experiments, and finally we
draw the conclusions.

2. Related Work

Personalization is an important topic, and much research has been done in this area. The
need to provide personalized access to news, either by means of personalized search (Sander-
son and Rijsbergen, 1991) or through a personalized online newspaper (Kamba et al., 1995),
has been recognized in the early days of internet already. To provide the overview of the
related work as understandable as possible, we shall describe the related work along four
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dimensions, as proposed in a the survey about personalization on the web (Pretschner and
Gauch, 1999a). The four dimensions along which the related work will be looked at are:
application, user data, rating/filtering algorithm, and filtering type.

Application shows in which practical application the personalization is used. We can have
contextual retrieval (Zemirli et al., 2007; Budzik and Hammond, 2000), recommendation
(Mobasher et al., 2000), more specifically news recommendation (Claypool et al., 1999; Das
et al., 2007), personalized search in general (Liu et al., 2004; Zemirli et al., 2007; Vallet et al.,
2007; Pretschner and Gauch, 1999b), personalized news search (Sanderson and Rijsbergen,
1991), and personalized online newspapers (Kamba et al., 1995; Claypool et al., 1999). The
application of our system is personalized news search.

Secondly, we can organize the related work according to what user data is used for person-
alization and how the user profiles are constructed. The user can share data about himself
either explicitly or implicitly. Explicit data about the user could be a list of keywords about
his interests, which he specifies himself. Such an approach is taken in (Kamba et al., 1995)
and in (Zemirli et al., 2007). Another type of explicit information is used in (Sanderson and
Rijsbergen, 1991), where the user gives weights to the different keywords occurring in his
query. Implicit information about the user can be obtained from his browsing history. The
browsing history can be either the textual content of the pages the user has visited, or just
the set of pages which he has visited, without the contents. The work which analyses the
textual content of the browsing history can be further divided into two categories based on
how the user profile is constructed: some work extracts keywords (Kamba et al., 1995; Liu
et al., 2004; Claypool et al., 1999) from the history to build the user profile, while other work
builds a concept hierarchy or ontology (Pretschner and Gauch, 1999b) as the user profile.
Another source of implicit information about the user is relevance feedback, which can be
binary (Kamba et al., 1995) or rating on a scale (Claypool et al., 1999). One more inter-
esting source of implicit information is described in (Budzik and Hammond, 2000), where
the authors take into account the user’s interactions with the applications (word proces-
sors, browsers, etc.) he is using. What makes our work different from the work mentioned
above is that we use demographic user data (like age, gender, city, country, job, industry,
income, etc.). This data is explicitly given by the user. The nature of our data enables us
to explore how demographic attributes can be correlated with the search experience, and
which attributes are most correlatable. We can also detect subgroups of users whose search
experience is most improved by personalization. Moreover, in our analysis of logs, we don’t
focus on the articles which the user has been reading so we could learn his profile; instead
we focus on the searches the user has made, and more importantly the search results he has
clicked. From this we can infer (Joachims, 2002) which one of two articles is more relevant
to a specific user who has made a specific query. Additionally, we could also look at the
related work from the perspective of the rating/filtering algorithm which is used to match
the user profile to an document in order to see how relevant that document is. Possible so-
lutions can be automatic and semiautomatic. In the semiautomatic case, in (Sanderson and
Rijsbergen, 1991) the user has to manually adjust for each query the weights of the words in
his query; in (Liu et al., 2004) the user has to choose from categories he is interested in from
DMOZ, for each query. Automatic approaches include: representing both the user profile
and the document in the vector space model and then using similarity measures (Kamba et
al., 1995; Claypool et al., 1999), using influence diagrams (Zemirli et al., 2007), analyzing
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the browsing history with association rule mining (Mobasher et al., 2000) or covisitation
counts (Das et al., 2007), determining similar users bi MinHash clustering (Das et al., 2007)
or by the Pearson correlation coefficient (Claypool et al., 1999). While talking about the
rating/filtering algorithm, we have to mention that there are three ways of dealing with
personalization: re-ranking, filtering and query expansion (Pretschner and Gauch, 1999b).
While most of the work mentioned above falls into the filtering approach, our methods do
re-ranking of search results to fit the user’s needs. The re-ranking is done by predicting a
score for each article and then sorting the articles by their scores. For obtaining the models
which predict the relevance score for a document we use learning to rank methods like the
ranking perceptron (Elsas et al., 2008) and rank SVM (Joachims, 1999).

Finally, according to the filter type, the approaches can be collaborative (Mobasher et al.,
2000; Claypool et al., 1999; Das et al., 2007) or content based (Kamba et al., 1995; Sanderson
and Rijsbergen, 1991; Liu et al., 2004; Zemirli et al., 2007; Pretschner and Gauch, 1999b;
Claypool et al., 1999; Budzik and Hammond, 2000). In the content based approach the
documents are filtered based on the text they contain, the ones which contain text similar
to the user’s profile are favored. In the collaborative filtering approach the contents of
the documents are not important. More important is that the documents rated high by
users with similar profiles to the given user are favored. Filtering is not required to be
purely collaborative or content based, (Claypool et al., 1999) for example presents a way to
combine the two in order to leverage the advantages from both. In spite of our approach
not being a filtering (but re-ranking) approach, we use both content as well as information
gained from analyzing the search results picked by similar users.

In conclusion, the contributions of our paper are the following: we develop a personalized
news search, we use explicit demographic data about the user and pairwise article preference
information inferred from click logs to learn a ranking model for re-ranking search results.
Our re-ranking takes into account both content based and collaborative in nature. We
also analyze the trained ranking models to understand which of the user-related attributes
significantly influence the ranking.

3. Description of the Data

Our approach to personalized news search is re-ranking of search results to fit the user’s
preferences. The ranking model which does the re-ranking of the search results is obtained
using learning to rank methods which we will describe later. Due to the data driven approach
of our methods we consider it helpful to describe the data in this section before going into
details about learning to rank algorithms and experiments in the next sections.

The data comes from search logs of a large online newspaper. Each search made is
recorded by the system. Every recorded search contains the following information: the user
who made the search, the query which was asked, the time when the search was made, the
search results obtained, and the search result clicked by the user. Knowing which search
result the user has clicked, we can assume that the article represented by the clicked search
result is more relevant than every article which has a higher rank in the search results.
We cannot assume anything about the articles below the clicked one. If the user clicks
on the first article in the search results, then we can assume that the first article is more
relevant than the second article, but we cannot say anything about the other ones. This way
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of deriving pairwise relevance from search logs is described in detail in (Joachims, 2002).
Therefore we can conclude two things: one is that we will try to estimate relevance of an
article to a given query made by a specific user, and the other is that we will use a pairwise
setting for learning to rank. Thus we consider a pair to be the following:

<(u7 q, dR)?(u7Q7 dN)) (1)

where dp is an article which is more relevant than the article dy for the query ¢ made by
the user u. Thus to provide training data for the learning to rank algorithms we have to
extract such a list of pairs from the search logs. We represent (u, g, d) as a sparse vector.

4. Learning Algorithms

In this section we shall present two linear learning algorithms, the Perceptron and SVM,
which we have used to learn a ranking model. We recall from section 3 that the training
data comes in the form:

{(x%’xé\])}lﬁién@ﬁq,ﬁév € RP (2)

where:
z = (u,q,d) (3)

Moreover, x also contains quadratic features of the vector (u, q,d) by extending it with en-
tries containing pairs in the initial vector. For example the pair (gender = female, "Canada”
in locations mentioned) would be a feature in the new vector. This being said we can start
detailing the linear learning methods which we will use. The goal is to learn a weight vector
w € R, of the same dimensions as the training vectors . Then given a new vector y we
can compute the score of this vector, which is equal to the inner product between the weight
vector w and the vector y.

score = w -y (4)

The ranking then consists in ordering articles by their scores decreasingly.
In the following subsections we shall describe two linear methods of obtaining the weight
vector w and a method for extracting most informative features from the model.

4.1. Ranking Perceptron

The Perceptron (Rosenblatt, 1958) algorithm was initially designed for binary classification,
but we can easily adapt it to the pairwise ranking problem as described in (Elsas et al.,
2008).

The general idea is that we start with a randomly initialized vector w, and successively
adjust it during T iterations if it has failed in giving xr a higher score than xy. The
algorithm is described in the pseudocode below: 7 is called learning rate and is a real
number chosen between 0 and 1. The higher n the faster the perceptron learns. On the
other hand perceptrons with high learning rate are more sensitive to noise.
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w® < random
for i =0to T do
for all (zg,zy) do
if w'.zp < w'. zy then
witl — w' +n(zg — zN)
end if
end for
end for

4.2. Rank SVM

Linear SVM (Joachims, 1999) is another popular way of learning the weight vector w.
Originally SVM is formulated as a binary classification problem, where w is the separating
hyperplane with maximum margin. The linear soft margin SVM for classification can be
adapted to the pairwise ranking problem (Joachims, 2002). The objective is to make the
inner product w - xr be greater than w - xy by the margin 1 and allowing for some errors
&. We have:

w- (2 —aly) > 1 —&,Vi (5)

We recall that the maximum margin separating hyperplane is the one which minimizes:

Slul? + Y6 (©)

This is called the primal problem, and it is the one which we shall solve as described in
(Rupnik, 2008). By substituting &; we get the hinge loss

Sl +C 37 (1= w (ah — 2h)), @)

Where the function (-)4 is defined as (+)4+ := max(0, -). We minimize the hinge loss by using
the subgradient method, which gives an approximate solution but converges very fast.

4.3. Feature Selection

An important question to which we are interested in finding the answer, is which features
play a more important role in computing the score of the vector for an article to be ranked.
Because of the way how we compute this score as an inner product between the weight
vector w and the vector x, we could say that those features matter most which have the
highest weights in absolute value in the corresponding positions of w. However, averaging
the elements on each position in the inner product turns out to be more stable (Brank et
al., 2002).

w-z' = w0] - 2[0] + - - + w[P] - 2'[P],V1 <i < M (8)
1 & ‘
weight[k] = MZw[kz] - (k] (9)
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This way we can say that the features k with greatest |weight|k]| contribute most to ranking
a document high if weight[k] > 0 , or ranking a document low if weight[k] < 0.

5. Experiments

In this section we focus on the following questions: can we improve the ranking by training
a ranking model based on user preferences and demographic data, how well can we predict
the user’s demographic data based on the content of the news articles the user reads.

For training a ranking model we analyzed all together 380,000 searches performed by

326,000 unique users over a period of two weeks. The presented search results covered
134,000 unique articles and other content pages from the news website. In Section 3 we de-
scribed how this data was transformed into a list of pairs for the learning to rank algorithms.
This resulted in 750,000 pairs out of which chronologically first 70% were used for training
and the rest for evaluation. In the evaluation we compared the personalized ranking model
with purely content based ranking models such as BM25 and the vector space model. We
tried two evaluation methods: one to determine the accuracy we can achieve in correctly
ordering the pairs in the test set, and the other which determines on which positions our
ranking model placed the relevant documents (the ones clicked by the user). However, our
experiments did not confirm our hipothesis that user demographic data would help in better
ranking of the search results. We did not observe significant differences in the performance
of the tree ranking models we tested (vector space, BM25, personalized).
As one of the reasons why the personalized ranking failed, we identified that the click
through data is highly biased by the position in which the clicked article was originally
displayed. Indeed, more than 50% of user clicks are on the first search result, 20% are on
the second, 10% on the third, and less than 3% of the users ever click on the 10th result or
lower. This can mean that either the ranking of the news website is very good, or that users
tend to click on the results displayed on higher positions regardless of how relevant they
actually are. If the latter is true, this would cause us to deduce faulty relevance feedback
which would ‘confuse’the learning algorithm.

Another possible reason for the lack of success of personalization could be if the contents
of articles the user reads is not highly dependent on his demographic data. To see to what
extent demographic data determines what articles the user reads, we have tried to predict
user attributes based only on the features of the articles the user visits. We regard this as a
multiclass classification problem where the users are data points represented by the centroid
of the the feature vectors of the visited articles. The attributes we try to predict (e.g gender)
are the target variables and each possible value is a class (e.g for gender the possible classes
are male and female). For the classification we have used SVM and 5-fold cross validation.
The results are shown in Figure 1. The evaluation measure is Break Even Point (BEP) -
a hypothetical point at which precision (ratio of positive documents among retrieved ones)
and recall (ratio of retrieved positive documents among all positive documents) are the
same. We observe that it is easiest to predict gender, while it’s almost impossible to predict
income reliably. For age, the middle age groups are very hard to predict, while the youngest
and the oldest age group is somewhat easier.

157



DALI FORTUNA RUPNIK

Predicting Gender Predicting Age Predicting Income

BEP

oy, 20%
ﬁ‘ 2 ﬁ‘ ¢ 9 140,*i

Figure 1: Predictions of user’s gender, age and income.

6. Conclusions

In conclusion, we have presented a ranking model which takes into account not only fea-
tures about document content and metadata, but also demographic features of the user
who performs the search. The demographic data (gender, job industry, income, age, city,
country) is given by the user upon registration. The pairwise relevance feedback is inferred
from click trough logs which were provided by an important news site. We could not exper-
imentally confirm the intuition that knowledge of the user’s demographic data would result
in obtaining a better ranking model.
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