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A APPENDIX

A.1 PROOF OF THEOREM 7

Here we prove Theorem 7. The proof follows the steps
of the proof of Theorem 5; there are just some additional
details that are arguably not necessary for understanding
the main ideas, which is why we deferred it to appendix.

Proof of Theorem 7. We first redefine the random vari-
able 〈w, Q(Φ, ω)〉 as a function of independent Bernoulli
random variables B1, . . . , B|ω∗| satisfying P [Bi = 0] =
δ, where δ is the subsampling rate from Equation 6 (main
paper). We suppose that there is some (arbitrary) or-
dering of the atoms in ω∗ = {a1, . . . , a|ω∗|} so that
we could uniquely identify each Bi with an atom ai in
ω∗. Then we define a function g : {0, 1}|ω∗| → 2ω

∗
as:

g(b1, . . . , bω∗) 7→ {ai ∈ ω∗|bi = 1}. Finally we define
Qw,Φ(b1, . . . , bω∗)

∆
= 〈w, Q(Φ, g(b1, . . . , b|ω∗|))〉. It is

easy to see that 〈w, Q(Φ, ω)〉 and Qw,Φ(B1, . . . , B|ω∗|)
have the same distribution. We also assume w.l.o.g. that
ω∗ contains only relations that also appear in Φ (since
the rest of the relations in ω∗ do not influence the values
Q(Φ, ω)). We denote by RΦ ⊆ R the set of relations
present in Φ.

From McDiarmid’s inequality [1] we have

P [|Qw,Φ(B1, . . . , B|ω∗|)− E[Qw,Φ]| ≥ ε]

≤ 2 · exp

(
−2ε2∑|ω∗|
j=1 c

2
j

)
(1)

provided that |Qα(B1, . . . , Bj , . . . , Bω∗) −
Qα(B1, . . . , B

′
j . . . , Bω∗)| ≤ cj holds for every j

and every value of Bj and B′j .

It follows from Lemma 1 that we can set cj :=∑m
k=1 ‖w‖ · |αk| · |∆|−Aj , where wk is the k-th com-

ponent of the weight vector w and Aj is the arity of the
atom aj , in (1).

Let us split ω∗ into disjoint subsets ω∗1 , ω∗2 , . . . , ω∗M
where each ω∗i contains all atoms from ω∗ with exactly i
unique constants. Then we can write

|ω∗|∑
j=1

c2j =

|ω∗|∑
i=1

(
‖w‖ ·

m∑
i=1

|αi| · |∆|−Ai

)2

= |ω∗1 | ·
(
‖w‖ ·

∑m
i=1 |αi|
|∆|

)2

+ · · ·+ |ω∗M | ·
(
‖w‖ ·

∑m
i=1 |αi|

|∆|M

)2

. (2)

We can also bound every |ω∗i | as |ω∗i | ≤ iM−1 · |Rα| ·
|∆|i. By substituting this into (2) and assuming that
|∆| ≥ (M + 1)M , we obtain (we omit here the detailed
algebraic manipulations which are the same as in the
proof of Theorem 5)

|ω∗|∑
j=1

c2j ≤ |RΦ| · ‖w‖2

·

(
m∑
i=1

|αi|

)2

·
(

1

|∆|
+

2M−1

|∆|
+ · · ·+ MM−1

|∆|M

)

≤ 2 ·
|RΦ| · ‖w‖2 · (

∑m
i=1 |αi|)

2

|∆|
.

Finally, plugging this into (1) finishes the proof.
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