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Abstract

We establish improved rates for structured non-smooth optimization problems by means of near-
optimal higher-order accelerated methods. In particular, given access to a standard oracle model
that provides a p** order Taylor expansion of a smoothed version of the function, we show how
to achieve e-optimality for the original problem in Op (57%) calls to the oracle. Furthermore,
when p = 3, we provide an efficient implementation of the near-optimal accelerated scheme that
achieves an O(¢~%/%) iteration complexity, where each iteration requires O(1) calls to a linear
system solver. Thus, we go beyond the previous O(¢~1) barrier in terms of ¢ dependence, and
in the case of /. regression and ¢1-SVM, we establish overall improvements for some parameter
settings in the moderate-accuracy regime. Our results also lead to improved high-accuracy rates for
minimizing a large class of convex quartic polynomials.

Keywords: Non-smooth convex optimization, higher-order acceleration, ¢, regression

1. Introduction

While the benefit of smoothness for improved convergence guarantees is well understood in the
optimization literature, many problems of interest are unfortunately non-smooth, and thus do not
inherit these favorable rates. One such example is the classic problem of /. regression:

min |Az — oo, A €R™ becR™. )
z€R4

Although a first-order iteration complexity of O(1/£?) can be obtained when optimizing Lips-
chitz continuous convex functions, it is known that one can achieve better than the black-box rate
for certain structured functions (Nemirovski, 2004; Nesterov, 2005b,a, 2007), such as ¢, and ¢;
regression, as well as bilinear saddle-point problems.

In this work, we go beyond these previous first-order approaches to establish improved higher-
order smoothed oracle complexities for several important non-smooth optimization problems, in-
cluding /., regression. As noted by Ene and Vladu (2019), even achieving a linear dependence in
e~ ! has required careful handling of accelerated techniques for non-smooth optimization (Nesterov,
2005b; Sherman, 2017; Sidford and Tian, 2018). Thus, we show how to go beyond these rates to
achieve oracle complexities sublinear in ~'. We further extend these results to the setting of /1-
SVM, again achieving oracle complexities that are sublinear in ¢ ~!. Additionally, under third-order
smoothness assumptions (i.e., the p = 3 case), we make use of efficient tensor methods Nesterov
(2018a) in order to establish overall computational costs in terms of (per-iteration) linear system
solves, thus providing results that may be compared with (Christiano et al., 2011; Chin et al., 2013;
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Ene and Vladu, 2019), where the /., regression problem has been considered in the context of
approximate max flow.

An important observation of this work is that the softmax approximation to the max function,
which we denote as smax,, () (parameterized by ;¢ > 0), is not only smooth (i.e., its gradient is
Lipschitz continuous), but also higher-order smooth. In particular, we establish Lipschitz continuity
of its p!”* derivatives with Lipschitz constant O,(1/uP), where we use O,(-) to hide additional p-
dependent terms. By combining this observation with recent advances in higher-order acceleration
(Gasnikov et al., 2018; Jiang et al., 2018; Bubeck et al., 2018b; Bullins, 2018; Gasnikov et al., 2019),

~ 2p+2
we achieve an improved p!’*-order oracle complexity of Op(sf?’gﬁ), thus establishing a family of
rates that goes beyond the previous O(1/¢) dependence for p > 1 (Nesterov, 2005b; Sherman,
2017; Sidford and Tian, 2018; Ene and Vladu, 2019).

1.1. Our contributions

The main contributions of this work are as follows:

1. We provide improved higher-order oracle complexities for several important non-smooth opti-
mization problems, by combining near-optimal higher-order acceleration with the appropriate
highly smooth approximations.

2. By leveraging efficient tensor methods for the case when p = 3 (Nesterov, 2018a), we go be-
yond the oracle model to establish overall computational cost for these non-smooth problems
that, for certain parameter regimes (see: Appendix A), improves upon previous results.

3. Our efficient tensor methods can further be extended to the high-accuracy regime, whereby
we show in Appendix C improved convergence rates for a large class of convex quartic poly-
nomials. By doing so, we arrive at a convergence rate for ¢4 regression that improves upon
the rate of Bubeck et al. (2018a), and matches that of Adil et al. (2019a) (up to logarithmic
factors).

1.2. Overview of approach

We begin by considering the value that softmax provides as an approximation to the (non-smooth)
max function. In particular, we go beyond its standard first-order smoothness to instead show how
to bound its pth—order derivatives for all orders p > 1, as a function of p. Ultimately, the higher-
order smoothness guarantees combine with near-optimal higher-order accelerated methods (Gas-
nikov et al., 2018; Jiang et al., 2018; Bubeck et al., 2018b; Bullins, 2018; Gasnikov et al., 2019) to
result in the higher-order smoothed oracle complexity of Op(sfggiﬁ ), forp > 1.

Once we shift to the specific case for p = 3, our approach is primarily based on extending a near-
optimal accelerated higher-order optimization procedure (Monteiro and Svaiter, 2013), whereby
each iteration of the method requires finding an exact minimizer of a subproblem given by the third-
order Taylor expansion, centered around the ¢'* iterate, plus an additional fourth-order regularization
term. As our aim is to go beyond the oracle model, we leverage an efficient third-order tensor
method (Nesterov, 2018a) which provides a sufficiently accurate solution to the subproblem. We
note that the approach presented by Nesterov (2018a) is highly tuned to the fourth-order regularized
model, and so extending this type of result beyond fourth-order regularization remains an interesting
open question.
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After a part of this work first appeared on arXiv (Bullins and Peng, 2019), follow-up work by
2/3

ATA
by combining Monteiro-Svaiter acceleration with access to an efficiently implementable ball oracle.
We believe both works provide further evidence of the value of these acceleration schemes, and we
look forward to exploring these promising directions. Due to space constraints, we provide a more

extensive overview of related works in the appendix.

Carmon et al. (2020) showed how to achieve a rate of O (Ha:o — ¥ g2/ 3) for /., regression,

1.3. Organization of the paper

Our paper is organized as follows. In Section 2, we establish the necessary definitions and machin-
ery for handling higher-order derivatives, along with the relevant extensions to higher-order notions
of smoothness and strong convexity. Then, in Section 3, we present the standard softmax function
as a smooth approximation to the max function, whereby we show that its smoothness properties
extend to all orders. Combining this result with recent advances in higher-order optimization leads
to our main oracle complexity results, Theorems 10 and 11. In Section 4, we focus on the case
where p = 3, thus allowing us to go beyond the oracle model and arrive at overall computational
guarantees in the form of Theorems 12 and 13.

2. Setup

. . . def
Let u, v denote vectors in R%. Throughout, we let v; denote the i-th coordinate of v, and we let [k] =

{1,...,k} for k > 1. We let A,, def {r e R™: >, xi =1,2; > 0} denote the m-dimensional

simplex. We let ||v||,, denote the standard ¢,, norm, and we drop the subscript to let |-|| denote the
/5 norm. Let B € R%*4 pe a symmetric positive-definite matrix, i.e., B > 0. Then, we may define

the matrix-induced norm of v (w.r.t. B) as ||v||B & /v TBu, and we let IB] def Amax(B).
We now make formal a higher-order notion of smoothness. Specifically, for p > 1, we say a
p-times differentiable function f(-) is L,-smooth (of order p) w.r.t. ||-||g if the p'* derivative is

L,-Lipschitz continuous, i.e., for all z,y € R4,

IV7f @) = V£ @)l < Lylly — 2lls, @)
where we define
I974() = V75 @)llp = | max_ [97F )P = VP f@)h]7]

and where
VP f (@) WP E VP () [hh,. . ).
~———

p times

Observe that, for p = 1, this recovers the usual notion of smoothness, and so our convention
will be to refer to first-order smooth functions as simply smooth. A complementary notion is that of
strong convexity, and its higher-order generalization known as uniform convexity (Nesterov, 2008).
In particular, f(-) is o,-uniformly convex (of order p) with respect to |-||g if, for all z,y € RY,

Fy) > fla)+ (Vf(x),y —a) + %Hy —z|%.
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Again, we may see that this captures the typical o2-strong convexity (w.r.t. ||-||g) by setting p = 2.
Following the conventions of Nesterov (2018a), we define the p*"-order Taylor expansion, cen-
tered at z, as

p
@up(0) & @)+ D SV @)y~ ol p2 1 @
i=1 "

3. Softmax approximation for non-smooth problems

We recall from (Nesterov, 2005b; Sidford and Tian, 2018) the standard softmax approximation, for

e R™
smax,,(z) &ef wlog <Z eii) . 4)

i=1
It is straightforward to observe that (4) is i—smooth, and furthermore that it smoothly approximates
the max function, i.e., MaXje[m] T; (Sidford and Tian, 2018).

Fact1 Forallz € R™,

max z; < smax,(z) < plog(m) 4+ max x;. (5)
j€lm] j€lm]

Note that this approximation can be used to approximate ||z||~, since ||z||cc = m[ax] ||, and
jem

|zj| = max {z;, —x;}. It follows that we may determine a smooth approximation of ¢, regression,
ie.,

min ||Az — b0, A €R™9 bheR™, (6)
z€R4

as smax, (Az — b), where A = (_&) and b = ( bl;).

Having now formalized the connection between smax,, (-) and [|-||o, We assume throughout the
rest of the section that A € R™*% and b € R™, as the difference in dimension between A, b and A,
b only affects the final convergence by a constant factor. In addition, we will assume that A is such
that AT A = 0, and thus we consider the regime where m > d.

3.1. /i-regularized SVM
We may also consider the ¢;-regularized soft-margin SVM (¢1-SVM) problem, i.e.,

f(@) = Azl +— Zmax{o 1 —bi{a;,z)}, (7
for a; € RY, b; € R (i € [m]), and X > 0. To simplify the notation, we define

1
SVM(x &ef Z max {0,1 — z;} .

Letting ¢; & pia; and Q & [G1 G2 - Gm]' , we may then rewrite f(z) = Al|lz||1 + SVM(Qu).
We now make the following observations concerning softmax-based approximations for ||-||; and
max {0, -}.
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Lemma 2 (¢; approximation) Let sabs,(c) défsmax“([c, —c|) for ¢ € R, and let soft-£1,,(x) df
m
> sabs,(x;) for x € R™. Then, we have that
i=1
]l < soft-£1,,(x) < [lz]l1 + pm. (8)

Lemma 3 (Smooth hinge loss approximation) Let shinge,,(c) “ smax,, ([0, c]) for c € R. Then
max {0, c} < shinge,,(c) < max{0,c} + p. )
This gives us a natural smooth approximation to SVM(z), namely,

m
def 1 :
softSVM,, () = — z; shinge,, (1 — z;). (10)
1=
Taken together with these approximations, we arrive at the following lemma, the proof of which
follows by combining Lemmas 2 and 3.

Lemmad Let f,(z) = Asoft-£1,(x) + softSVM(Qu), and let f(x) be as in (7). Then, for all
z €RY
F(@) < fule) < () + 2\d. (an

3.2. Softmax calculus and higher-order smoothness

Now that we have established the connection between softmax and some important non-smooth
functions, we shift our attention to several desirable properties of smax,,(-). To simplify notation,

m x;
welet Z,(x) = > e#, and so smax,(r) = pulog (Z,(x)). Note that we have
i=1

z4

e~

7y ‘el (12)

Vsmax,(x); =

Furthermore, since V smax,(z) € A, for all z € R™, it follows that, for all p > 1,
|V smax,, ()], < 1. (13)

We may also see that
1
V? smax,, () = M (diag(v smax,(z)) — V smax,(z)V smaxﬂ(x)T> : (14)

As mentioned previously, one of the key observations of this work is that softmax is equipped
with favorable higher-order smoothness properties. Thus, the following lemma shows how we may
bound its pt*-order derivatives, for all p > 1, and its proof can be found in the appendix.

Theorem 5 For all x, h € R, p>1,

p
() (0= DRI s
pp=1 '

|V smax,, (z)[h]P| <
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It will also be helpful to note the following standard result on how a bound on the (p + 1)
derivative implies Lipschitz-continuity of the p"* derivative.

Lemma 6 Let f(-) be a (p + 1)-times differentiable function, let L, > 0 and A be such that
AT A = 0, and suppose, for all ¢, h € RY,

(VP AP < Lyl ARJET (16)
Then we have that, for all x,y € RY,

IVPf(y) = VPF(@)l[a7a < Lolly — 2la7a- (17

Having determined these bounds, we now provide smoothness guarantees for the softmax ap-
proximation to both ¢, regression and ¢1-SVM.

pt1 ):D-H |

Theorem 7 Let f,(x) = smax,(Ax — b). Then, f,(x) is (order p) (ln(erfBPp - smooth w.rt.

Illa7a-

Theorem 8 Let f,(x) = Asoft-€1,(z) + softSVM,,(Qz). Then, f,(x) is (order p) Q-smooth

p+1 =~ ~ Pl
(wiits)” ¥ (AdHIQTQH : )
9, for Q = o .

w.rt. ||

We now consider recent advances in near-optimal accelerated methods for higher-order smooth
convex optimization (Gasnikov et al., 2018; Jiang et al., 2018; Bubeck et al., 2018b; Bullins, 2018;
Gasnikov et al., 2019). While we will further explore the details behind the method in Section 4,
the overall idea is to combine a carefully tuned acceleration scheme with a regularized p*"-order
Taylor expansion oracle, whereby the inner step of the acceleration scheme requires minimizing the
regularized Taylor model.

Theorem 9 (Bubeck et al. (2018b), Theorem 1.1) Let f(-) denote a convex function whose pt"
derivative is L,-Lipschitz, and let x* denote a minimizer of f(-). Then, the Accelerated Taylor De-

scent (ATD) method (Bubeck et al. (2018b), Algorithm 1) satisfies, with ¢, = 2P~ (p+1) e /(p—
1),
cpLp||lz* [P

flye) — f(2¥) < kgT (13)

Furthermore, each iteration of ATD can be implemented in O(l) calls to a pt"-order Taylor expan-
sion oracle.

We first apply this general theorem to our smooth approximations, before showing overall
higher-order smoothed oracle complexity for our non-smooth problems of interest. Here it will

p+1
be useful to define &, &ef 427~ 1p(p +1) = (%) ’

Corollaries 29 and 30, found in Appendix B, follow by combining Theorem 9 with Theorems
7 and 8, respectively. Thus, we may arrive at the following key theorems of this section (found in
full in Appendix B), the proofs of which are immediate from the previous corollaries by using Fact
1 and Lemma 4.
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Theorem 10 (Sketch) Let f(z) = ||Az — b for b € R™, A € R™ 4 st ATA = 0, and let z*
denote a minimizer of f(-). Then, ATD satisifies, for N = O(1/£(2P+2)/p+1))

flyn) = f(@¥) <e. (19)

m
Theorem 11 (Sketch) Let f(z) = Al|z|li + £ > max{0,1 — b;(a;, x)} where a; € R%, b; € R
i=1

fori € [m], let Q Lizef [biay baay ... bmam}T, and let x* denote a minimizer of f(-). Then, ATD
satisifies, for N = O(1/£(2p+2)/(3p+1))

flyn) = f(a") <e.

4. Efficient implementation for p = 3

In this section, we go beyond the oracle model in the case of third-order smoothness (i.e., p = 3) in
order to establish overall computational guarantees, beginning with ¢, regression:

Theorem 12 Let f(z) = ||Az — bl for b € R™, A € R™ 4 5t. ATA = 0, and let z* «

argmingcpa f (). There is a method, initialized with xo, that outputs x such that
flan) = f(z") <e

ATA

in v ) iterations, where each iteration requires O(log® V) (Z /¢)) calls to a

log®/5 (m)||zo—z* || %/3
O <

gradient oracle and linear system solver, for some problem-dependent parameter Z. |

Our results are also applicable to soft-margin SVMs, and so in particular, we get the following
for ¢1-SVM (Bradley and Mangasarian, 1998; Zhu et al., 2004; Mangasarian, 2006).

m
Theorem 13 Let f(z) = A||z|1+21 > max {0,1 — b;i{a;, z)} where a; € R%, b; € R fori € [m],
i=1

- d d
let Q f [brai baas ... bmam]T, and let z* o argming pa f(z). There is a method, initialized
with x, that outputs x such that
flan) — f(z") <e

3/5 AT HI2\1/5 _x()4/5
in O <()‘d) (Ad+]Q E?/‘L ) llwo=a”] ) iterations, where each iteration requires O(log® V) (Z /¢))

calls to a gradient oracle and linear system solver, for some problem-dependent parameter Z.

We begin by developing the necessary higher-order optimization guarantees, before later prov-
ing Theorems 12 and 13 in Appendix F.11. In order to handle the points that might be reached by
our method, starting from an initial point xg, we consider the following standard objects, beginning
with the set

|z — ol|B < 4dl|lwo — 2|3} (20)

1. Z depends polynomially upon, among other things, the diameter term P and the gradient norm bound G—the full
dependence may be found in the proof of Theorem 26. Note that Z only appears as part of polylogarithmic factors.
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. . . . . . . def
Given this set, we now consider the maximum function value attained over %/, i.e., F = max f(x).

xeHX
Finally, we let
def 2
p & — |3, 21
max [z — y|z @D
def def 2
where £ = {x: f(z) < F},and weletG = ng’gHVf(x)HB_l.
xre
We recall that ,
def ]_ . .
Dap(y) = f(2) + ) 5V @)y —al', p>1 (22)
i=1 "

denotes the p!"-order Taylor approximation of f(-), centered at z. Furthermore, for f(-) that is
(order p) Ly,-smooth, we define a model function

2pL,
(p+ 1!
As we are only concerned in this section with functions that are third-order L3-smooth, we will drop
the p subscript to define @, (y) & ®, 3(y) and

def

QpBY) = Cuply) + ly — 2|5 (23)

def L
©n ) € Lany) = 2uy) + 7y — . (24)

Note that 2, g(y) is third-order 6 L3-smooth w.r.t ||-|[g. The following theorem illustrates some
useful properties of the model 2, ().

Theorem 14 (Nesterov (2018a), Theorem 1, for M = 2L3) Suppose f(-) is convex, 3-times dif-
ferentiable, and third-order Ls-smooth. Then, for any =,y € R? we have

L
0= V2(y) 2 V2®u(y) + 'y — B

Moreover, for all y € R4,

f(y) < QB (). (25)
For functions f(-) that are third-order L3-smooth w.r.t. ||-||g, we also have that, for all z,y €
RY,
Ls
IVf) = Veu(y) e < -y = 2[5 (26)

With this representation of the model function €2, g(-) in hand, we let

def .
Tg(z) = argming cpa 2z B(Y) (27)

denote a minimizer of the fourth-order model, centered at x. The following lemma concerning
2, B(-) establishes a relaxed version of eq. (2.13) from Nesterov (2018a).

Lemma 15 Let ¢ > 0, and let Tg(+) be as in (27). Then, for all z,y € RY,

< 1 2Z(z,y)W(z,y)llz — Te(y)lB

3L3
IV f() 31 + ?7%(% y) —

(Vf(z),y —x)

for appropriately defined Z (x,y), W (z,y).
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We may also observe that 2, g(-) is (order 4) uniformly convex w.r.t. ||-||B.

Lemma 16 Forally,z € RY,
L
Qn(2) 2 )+ (VUn).2 ~4) + 75l —vllis. (29)

4.1. Approximate auxiliary minimization

To begin, we consider the auxiliary minimization problem mi% I';B(h), where
heR

op(h) S f(2) + (Vf(2),h) + %th%)h + éV?’f(x)[h]S + %Hhu‘g

Note that I';, g(h) is equivalent to €2, B(y), up to a change of variables. Our aim is to establish
a minimization procedure which returns an &,,,,-optimal solution in O(log(.A/uqm)) iterations,
where A is defined in Corollary 18. Furthermore, each iteration is dominated by O(log®™ (1 /Z44m))
calls to a linear system solver. This subroutine, which we call ApproxAuxMin (Algorithm 3), is de-
scribed in Section 5 of Nesterov (2018a) and is able to return an approximate minimizer of {2, g(-).
The approach involves showing that the auxiliary function is relatively smooth and strongly convex
(Bauschke et al., 2016; Lu et al., 2018), and further that each iteration of the method for minimizing
such a function reduces to a minimization problem of the form

—minw(}), (30)

def )2

where w(\) = & + 1((vV2AB + V2f(2)) ey, ¢;) and

e 1
ot & VT, B(h) = Vi(x) + V2f(2)h + 5v3f(g;) [h]2 + Ls||he|| % Bhy.

As noted by Nesterov (2018a), this minimization problem is both one-dimensional and strongly con-
vex, and so we may achieve global linear convergence. Taken together with the relative smoothness
and strong convexity of I'; g(+), we have the following theorem.

Theorem 17 (Nesterov (2018a), eq.(5.9) (7 = \/i) See also: Lu et al. (2018), Theorem 3.1) For
all hy, K >t > 0, generated by ApproxAuxMin(yg, Eqam) (Algorithm 3), we have that

a

T hy) =T A< —
yk,B( t) yk,B( )— (\/5;_1)75_1

)

def . def % « %
where h* % argming,cga I'y, B(h) and o o %(ho — ) TV2f(yr) (ho — h*) + %Hho —h*|| %

Corollary 18 Let x1 = yi + hx be the output from ApproxAuxMin(yg, Eqam ), for yx € £ and
K = O(10g(A/Zaom)). where A< Lt max I (T (2) =2)T VA () (T (2) —2) + 2 | T (2) -
z||g- Then ’

Q. B(@r41) — Ly, B(TB(Wk)) < Eaam,

where each iteration requires time proportional to evaluating f(-) in order to compute c;, as well
as O(10g°M (1/24am)) calls to a linear system solver.
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As we shall see, it will become necessary to handle the approximation error from ApproxAuxMin,
and so we provide the following several lemmas to that end.

Lemma 19 Let ¢ > 0, let xy.11 be as output by ApproxAuxMin(yx, Egam ), and let T (yx) be as in
N 1/4
7). Then, |jzps1 — Tyl < (12 )

3

Lemma 20 Let xi1 = ApproxAuxMin(yg, Eqam). Then,

3L3 .
IV f(@pi1) 5= + 77“413(1’1@“, Yk)

Vi(@re1), Y — Tpg1) > -
(VI @) +1) 2L37% (Tht1, Uk)

~1/4
 3Z(@hr1, Y)W (@h41, Yk )Ebhm
5/4 A .
L3/ T]23<37k+17yk)

Proof The result follows from Lemmas 15 and 19. [ |

Lemma 21 Let xj11 be the output from ApproxAuxMin(yy, aam) for yi, € Z. In addition, let
def
r(yr) = [|[TB(yx) — yk||B. Then,

2 2 Eaam \ "t D12 | ((12aam \ "7
‘fB(fka,yk) —r(yk) \ <6 <L5> pL/2 4 <> '

4.2. Search procedure for finding py,

In this section, we establish the correctness of RhoSearch (Algorithm 4), our subroutine for finding
an appropriate choice of pg, given xy, vi as inputs. One of the key algorithmic components for
achieving fast higher-order acceleration, as observed by Monteiro and Svaiter (2013), is to deter-
mine py such that p; =~ (i (px), where we define

(o) & |1 Ta(yk(0) — vk(0) |13, 31)
ue(p) (1= 7(p)) 2k + Th(p) vk, (32)
and
def 2

e , 33
7k (p) 1+ It 4L3Ap (33)

We will also need to define an approximate version

Ea(0) & llzrsa (0) — wr(0) 13, (34)

where we let zj11(p) & ApproxAuxMin(yi(p), Eaam ). We may observe that (i (p) is continuous
in p, and furthermore that there exists some 0 < p; < oo such that (i (p}) = pj., since if p = 0,
then y; = vg, and if pp — o0, then Yy, = x;. Thus, we may reduce it to a binary search problem,
under an appropriate initialization. For now, we assume that at each iteration & > 0, RhoSearch is
given initial bounds p, . and p;git such that p._. < pr < p;git, thus ensuring it is a valid binary search
procedure. We will later show how FastQuartic can provide RhoSearch with such guarantees.

An important part of managing this process is to limit how quickly (x(p) can grow, as we will
need to ensure a closeness in function value once our candidate bounds p~ and p™ are sufficiently
close. Theorems 33 and 34, found in Appendix B, give us precisely what we need, namely a
differential inequality w.r.t. |(; (p)|. We note that the complicated description of (;(p) as a function
of p gives rise to several technical challenges.

10



HIGHLY SMOOTH MINIMIZATION OF NON-SMOOTH PROBLEMS

4.3. Analyzing the convergence of FastQuartic

Algorithm 1 FastQuartic (Sketch)
Input: 2o =0,49=0,B >0, N.
def
Define ¢o(z) = 3|lz — 2o||B-
fork=0to N —1do

U = argmingegd Y ()
Find p; > 0, 711 € R? such that py, ~ ||zg41 — k||, where:

1+ 1+ 4L3A;p5 ( 9 Ap+ ak+1>
a’k? 1= e ak = —
* 2L3py (k1) Lspy,
Ak+1
Apy1 = A + apq1, TR = Azjf yr = (1 — 1)k + UK
+

Y1 = Vi + a1 [f(@h41) + (VF(@h41), T — Tpy1)]
end for
return =y

Having shown the correctness of the binary search procedure in RhoSearch, we now describe
our main algorithm, called FastQuartic (sketched in Algorithm 1), and prove its correctness. Due to
space constraints, we include the full method (Algorithm 5), along with its subroutines, in Appendix
E. Our analysis follows similarly to that of Chapter 4.3 in (Nesterov, 2018b), though we consider a
higher-order model function for the case where f(-) is third-order L3-smooth.

We begin by proving a useful inequality concerning the estimate sequence, which is a stan-
dard technique for analyzing accelerated methods (Nesterov, 2005b, 2018b). An important part of
FastQuartic is to provide RhoSearch with appropriate pf;it and p;;, that are valid upper and lower
bounds, respectively, on p;. As we will see, setting pi'fm = P will provide a sufficiently large upper
bound on p;.. For the lower bound, we will observe that, for a small enough choice of p, ., if it is
still the case that p; < p, ... then we can show that our current iterate achieves sufficiently small
error, and so we are done. The following lemmas make these observations formal.

Lemma 22 Let ¢ > 0, 41 = ApproxAuxMin(yk, Eaam), where yi, € £, and suppose cp,,;, <
5 (xrr1, yk). Then,
3L

> 19 o) s+ 22 ) - PO
= - k+1 — — k+15Yk) — — .
2L37% (Thy1, Yr) B g P CPinir

(Vf(Trs1), yr — Thg1)

where W > 0 is some problem-dependent parameter.

Lemma 23 For any k > 0, let Ay, xp, vy, Yifo<i<k—1} be as generated by k iterations of

FastQuartic with €,4m > 0 chosen sufficiently small, and suppose that for all k iterations, p;,;, <
- _ _ _ - - 1/4 .

(I +érs)llzps —yy 1% and p;,;, < 11 — Y 1% — QL (for Q as in (45)). Then, we have that

Apf(ar) + By < 0 < min v (), (35)

11
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f

where By, = 3L3 Z A,HrB(sz,yZ) In addition,

flag) < F, ok — 93*||]23 < ||zo — 33*||]23, and v, x, € L. (36)

Corollary 24 Forany k > 0, let A, By, x be as in the previous lemma statement. Then, we have
% 1 1 * (|12
flxg) = f(2") < o oA, lzo — 2" and By < 5 llzo — 2”|B.

We now need to establish various bounds on the estimate sequence parameters Ay, namely Lem-
mas 35 and 36 which are found in Appendix B, again extending the analysis of Nesterov (2018b) to
account for the higher-order smoothness. We thus arrive at the following key theorem.

Theorem 25 Let k > 1 be such that the conditions in the statement of Lemma 23 hold. Then, we

have A 5
o 128L3||zg — z*||5 2
flan) = far) < = (L2 a7

So far, we have shown the correctness in the case where, forall k > 0, p . < (1+&y,)||z, 1

Y lIg and pi < o, —u I — Q& However, we need to ensure correctness of the case
where, for some iteration of FastQuartic, it happens that p; s > (1+&fs)l|z, 1 — Yy 1%, or pi, <
|2y — g 1% — Q&L We handle these cases via Theorem 37 in Appendix B.

Having established the necessary results for proving the correctness of the output from
ApproxAuxMin and RhoSearch, we may combine these observations with those of Section 4.3 to
prove one of the key theorems of this work, which establishes the total cost of optimizing third-order
smooth convex f(-). The proofs of Theorems 12 and 13 then follow, as discussed in Appendix F.11.

Theorem 26 Suppose f(z) is convex and third-order Ls-smooth. Then, under appropriate initial-
ization, FastQuartic finds a point x  such that

flan) — f(z%) <e

4\ 1/5
inO <<L3$0813> iterations, where each iteration requires O(log® V) (Z /¢)) calls to a gra-

dient oracle and linear system solver, and where Z is a polynomial in various problem-dependent
parameters.
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Appendix A. Related work

Smooth approximation techniques: It has been shown that one can go beyond the black-box
convergence of O(1/e?) to achieve an O(1/¢) rate for certain classes of non-smooth functions
(Nemirovski, 2004; Nesterov, 2005b,a, 2007). One such approach by Nesterov (2005b) was to
carefully smooth the well-structured function, and the work goes on to present several applications
of the method, including /., and ¢; regression, in addition to saddle-point games. However, the
methods for all of these examples incur an O(1/¢) dependence which remains in several works that
build upon these techniques (Sherman, 2017; Sidford and Tian, 2018). For a more comprehensive
overview, we refer the reader to (Beck and Teboulle, 2012).

Higher-order accelerated methods: Several works have considered accelerated variants of opti-
mization methods based on access to higher-order derivative information. Nesterov (2008) showed
that one can accelerate cubic regularization, under a Lipschitz Hessian condition, to attain faster
convergence, and these results were later generalized by Baes (2009) to arbitrary higher-order ora-
cle access under the appropriate notions of higher-order smoothness. The rate attained in (Nesterov,
2008) was further improved upon by Monteiro and Svaiter (2013), and lower bounds have estab-
lished that the oracle complexity of this result is nearly tight (up to logarithmic factors) when the
Hessian is Lipschitz continuous (Arjevani et al., 2018). Until recently, however, it was an open
question whether these lower bounds are tight for general higher-order oracle access (and smooth-
ness), though this question has been mostly resolved as a result of several works developed over the
past year (Gasnikov et al., 2018; Jiang et al., 2018; Bubeck et al., 2018b; Bullins, 2018; Gasnikov
et al., 2019).

{, regression: Various regression problems play a central role in numerous computational and
learning tasks. Designing better methods for ¢, regression in particular has led to faster approxi-
mate max flow algorithms (Christiano et al., 2011; Chin et al., 2013; Kelner et al., 2014; Sherman,
2017; Sidford and Tian, 2018). Recently, Ene and Vladu (2019) presented a method for ¢, re-
gression, based on iteratively reweighted least squares, that achieves an iteration complexity of
O(m!3log(1/¢) /€% + log(m/e)/?). We note that their rate of convergence has an O(m!/3)
dependence, whereas our result (Theorem 12) only depends logarithmically in m, though with an
additional diameter dependence, i.e., |zg — z*||*/°.

Soft-margin SVM: Support vector machines (SVMs) (Cortes and Vapnik, 1995) have enjoyed
widespread adoption for classification tasks in machine learning (Cristianini et al., 2000). For the
soft-margin version, several approaches have been proposed for dealing with the non-smooth nature
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of the hinge loss. The standard approach is to cast the (¢-regularized) SVM problem as a quadratic
programming problem (Platt, 1998; Boyd and Vandenberghe, 2004). Stochastic sub-gradient meth-
ods have also been successful due to their advantage in per-iteration cost (Shalev-Shwartz et al.,
2011). While ¢5-SVM is arguably the most well-known variant, £,-SVMs, for general p > 1,
have also been studied (Bradley and Mangasarian, 1998). ¢;-SVMs (Zhu et al., 2004; Mangasarian,
20006) are appealing, in particular, due to their sparcity-inducing tendencies, though they forfeit the
strong convexity guarantees that come with ¢ regularization (Allen-Zhu and Hazan, 2016).

Interior-point methods: It is well-known that both ¢, regression and £1-SVM can be expressed
as linear programs (Boyd and Vandenberghe, 2004; Bradley and Mangasarian, 1998), and thus are
amenable to fast LP solvers (Lee and Sidford, 2014; Cohen et al., 2018). In particular, this means
that each can be solved in either O~(dw) time (where w ~ 2.373 is the matrix multiplication constant)
(Cohen et al., 2018), or in O(\/&) linear system solves (Lee and Sidford, 2014). We note that, while
these methods dominate in the high-accuracy regime, our method is competitive, under modest
choices of ¢ and favorable linear system solves, when ||zg — z*||*/® < O(\/d) (up to logarithmic
factors).

Appendix B. Additional theorems

Corollary 27 Let f,(x) = smax,,(Ax — b) be the softmax approximation to (6) for |1 = ﬁ(m),

di . . .
where A is such that AT A > 0. Then, letting ), &) argmin,cga f, (), FastQuartic finds a point
xn such that

Fulon) = fulal) <

DN ™

522 | iterations, where each iteration requires O(log®W (2 /¢)) calls to

. log®/5 (m) w0 —a* |4/
mn

a gradient oracle and linear system solver, and where Z is a polynomial in various problem-
dependent parameters.

Corollary 28 Let f,(z) = Asoft-£1,,(z) + softSVM,,(Qx) be the smooth approximation to f(x)

d . .
(as in (7)) with p = 555 for € > 0. Then, letting =), = argmin,cga f,,(z), FastQuartic finds a
point x such that

fu(xN) - fu(xZ) <

3/5 AT AN2VL/5( ok 14/5
in O (O‘d) (Ad+]Q E%‘L ) lleo=a”| ) iterations, where each iteration requires O(log®™") (Z /¢))

N ™

calls to a gradient oracle and linear system solver, and where Z is a polynomial in various problem-
dependent parameters.

Corollary 29 Let f,(x) = smax,,(Ax — b) be the softmax approximation to (6) for j1 = ﬁ(m),
where A is such that AT A = 0, and let x* denote a minimizer of f(). Then, ATD satisifies

fulyn) — f2") <

_2
eplle* |55, log? (m) ) 3p+1
for N = |7< Agpfl .

(38)

DN ™

17



HIGHLY SMOOTH MINIMIZATION OF NON-SMOOTH PROBLEMS

Corollary 30 Lete > 0, let f,(x) = Asoft-£1,(x) +50ft SVM(Qz) be the softmax approximation
to (7) for p = 155, and let x* denote a minimizer of f(-). Then, ATD satisifies

fulyn) — f(2") < (39)

N ™

ep+

2
P *||p+1 NT A pfl 3p+1
for N = Rz [+ 0 O+ QT Q) )) w

Theorem 31 Let f(x) = ||Az — b||oo for b € R™, A € R™*4 5.t. AT A = 0, and let x* denote a
minimizer of f(-). Then, ATD satisifies

flom) =gty =2 (40)
for N = {<@px*llgﬁlog?(m)> ww

Theorem 32 Let f(z) = Al|z|li+ 2+ > max {0,1 — bi{a;, z)} where a; € R, b; € R fori € [m],
i=1

let Q =] [braq beasg ... bmam]T, and let x* denote a minimizer of f(-). Then, ATD satisifies

flyn) = f(@*) <e

2
o k([P AT EEE Y 3p+1
for N = |'<sz I ()\d)p(AClHHQ Q| )> “

€p+

Theorem 33 Let (;.(p) > 0 be as defined in (31), for some yy(p) € L. Then we have that, for all
P Z Pinip
R

‘Ck(ﬂ)l < W?

where R is as defined in (43).

Proof Note that (x(p) = (m o yx)(p), where m(yx) = | T (yx) — Yk |5 and yx(p) is as defined in
(32). Therefore, by the chain rule, we have

Gk ()| = 13 pur(p) Ve m(yr(p))]
< Iy (0Bl Vym(yr(p))lB-1
< Amax(B™)Y2(3 5k (0) 181V g (i (o)),

where we let J denote the Jacobian. For ||J,yx(p)|/B, we know by (32) and (33) that

yk(p) = (1 — 7(p)) 7k + 71 (p) i

and
2

™) = A T il A
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Thus, it follows that
d d
J - _ = ) = UL
pUk(p) dek(P) $k+dp7k:(0) (s

Note that

4L3Ak < 4L3Ak
1+ T+ 4L3A5p)/T + 4L3Aep ~ (1 4 4Ly App)*2

' d ( )‘ 1
S Tk\P)| = >~
dp ( p
Taken together, this gives us that

d llzxllB + vkl B
19,u()ls < \dpw)) (el + o) < 122 Ll

, we begin by letting g(z, ) &ef Q, B(2). We may see

To provide a bound for |V, m(yx(p))

that Tg(yx) = argmin,cga g(yk, 2). Aslong as [02g(yk, T (yr))] ~! + 0, which we will see holds
when ||T8(yx) — yk||B > 0, we have that, by the implicit function theorem,

TuTa(x) = — [029(z, Ta(2))] ' 0:0:9(x, Ta(x)).
Note that, since g(z, z) = ®,(z) + %Hz — x|, we have
1
0-9(x,2) = Vf(z) + V2 f (@)l — a] + 5V f(@)[z — a]” + Ls|z — 2|5 B(= - @),
and so it follows that

829(3:, z) = VQf(a:) + V3f(;v)[z —z]+2L3B(z — z)(z — .CL‘)TB + Lsl|z — x||]23B
= V2f(2) + V3 (2)[z — 2] + Ls|l> — al|3B,

and
0,0:9(x,7) = V2§ (2) + V(22 — a] = V21 (@) + 5V (@) —
— V3 f(x)[z — x] + 2L3B(z — 2)(z —2) "B — L3||z — z|4B
= V*f(2)[z — 2]® + 2L3B(z — z)(z — 2) ' B — L3z — z|4B.
Thus,
where

H(z,z2) &ef

IV f(2)[z — a]?|| + 2Ls|B(z — 2)(2 — ) "B|| + L]z — z[|B|B].
By Theorem 14 we have that V2 f(z) + V3 f(z)[z — 2] + % ||z — |3B = 0, and so

02g(x,z) = V2 f(x) + V° f(2)[z — 2] + Ls||z — z 3B
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Thus, 1 2
Pg(x,2)] || < = ' »
R B e W (2 Rl S W) e -

We may now observe that, for m(y),

Vyem(yr) = 2(Jy, T (yx) — BT (y) — yi),
and so, by standard matrix norm inequalities,

IV umu)ll = 2113, T () — DBBY2(T(ye) - )|
< 203, (o)l - B2 1T(se) — yelle + 1B - |7 () — vl
< 2max(BY/?)
- (11029es T e))] ™" Du-g (s Tl - 1T () — wiells + T ) — il )
S 2)\max(B1/2)

: (II [02(yi, T ()] |l - 11020-9 (v, T (wi)) || - | Te (wi) — willm + |7 (wx) — yk”B)

2H (yi, T8 (yk)) + L3Amin(B) || T (yr) — yk|123>
L3)\min(B>HTB(yk) - kaB

where the last inequality follows from (41) and (42), and since || T8 (yx) —yk|lB > 0 (asif Tg(yx) =
Yk, then yy, is a minimizer of f(-)).
All together, this gives us that

< 2 max(BY/?) <

1 (0)] < Amax(B™H) 213,y (o) V(i ()
< Amax(B~1)1/2 <’$k|B : ||Uk||B>
. (2/\ (B'72) (2H<yk<P>,TB<yk<p>>> + LsAuin(B) [T (4(p)) — yk<p>u%3)>
- L min(B) | Tw (x(0)) — v(p) B ‘

LetH & max H (x,2), p;;, be our initial lower bound on pj, and P be as in (21). Since y(p) € £

x,z€

and ((p) = | T8 (yk(p)) — yk(p)||% by definition, it follows that

R
C/ P < S N1/90
<) ((p)t/?
where
R & APY2 Amax (BY/2) (2H + LsAmin(B)P) 43)
L3>\min(B)pi;it
|

With this differential inequality in hand, we may now provide an important approximation guar-
antee for py.

20



HIGHLY SMOOTH MINIMIZATION OF NON-SMOOTH PROBLEMS

Theorem 34 Given xp, v, € L, 0 < &5 < 1 as inputs, and &4y, > 0 chosen sufficiently small,
the RhoSearch algorithm outputs py, and xy1 such that

~ ~

where fk() is as defined in (34).

Proof By sufficiently small, we mean that €, is chosen such that

5 < min s ' s ' 1
aam = 1000Q /) “\1000W /) "2 ("

for W as defined in (65), and for

def 6PL/2 5
Q= (14 t 5] (45)
Lyt LY

We proceed by proving the correctness of the binary search procedure. Consider p from the al-
gorithm, and let Zj; be the output from the call to ApproxAuxMin(Jk, Eqam) in the RhoSearch
algorithm. Then, at each iteration, one of the following three conditions must hold:

@) p > Ck(p) + 6; or
(b) p < {k(p) — 85 or
(©) Cr(p) — 6 < p < Cu(p) + 0,

. 1/4 . 1/2
T def Eaam 1/2 1284am
*=0 < Ls > e < Ls ) '

where

~ ~2
Note that, based on our choice of £,,,,, we ensure that § < 523 . Suppose condition (a) holds. Then,

by Lemma 21 (with y, = yx(p)), we have that (,() — 6 < {(p), and so it follows that p > ().
Thus, 4 is an upper bound on pj, and so this proves the correctness p™ remaining an upper bound
on pj after updating p* < p. By similar reasoning, we may conclude that if condition (b) holds, p
is a lower bound on p7, and so p~ remains a lower bound on pj after updating p~ < p.

If condition (c) holds, then it must be the case that fk (p) > 555, since if we suppose that

G(p) < S, this implies that p < C(p) +6 < 322 However, this is a contradicition since we

~ ~2 N
ensure that p > p. . > &,,. Therefore, since 0 < EQS < &rsCi(p), it follows that

~ ~

(1= &rs)C(p) < p < (1 + Ers) (),

which means that condition (44) is met.
Based on our choice of update, anytime condition (a) or (b) holds and the update takes place,
we guarantee a decrease in [p™ — p~|, and so after O(log(R/&,s)) iterations, we are assured that

ot —p7| < %. At this point, we make use of Theorem 33 to argue that p~ must fall in the
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desired range, i.e., (1 — éTs)(Ak(p*) <p < (1+ érs)fk(p*). To show this, we first note that
=3
lpi — p~| < 1555 Thus, using the fact that (;(p) > 0, Theorem 33 implies that

GG <R = —R < Gp) (G2 < R.

Note that p~ < p;. By integrating with respect to p, we have

p

-
—Rdp.

_ & 1/2
S Rdp< [ Glp)(Glp) ! Pdp < /
Py P ot

It follows that

2

2
G2+ R(p™ = pi) < SG(p7)2 <

. Gelpp)¥? = R(p™ = pp),

wl N

and so we have
3R 2/3 3R 2/3
(oot + 56 =) <al) < (@l - T o)

We may now observe that

and so
C(p™) — Clpr) < 72 (46)
We again use Lemma 21 to see that

o Zaan \ Y 1e (12 P _ s
’C(P ) = Ck(p )’SG =) P < Q¢ (47)

aam?
3 3
where Q is as defined in (45),
and the last inequality follows from the fact that €., < % Thus, since by our choice of €44,

o N4
we know that £,4,,, < (1‘86"‘9) , it follows that

’Ck(ﬂ_) — Gelp)| < ===
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For the sake of clarity, we assume R > 1 — otherwise, we can choose M = O(log(l /€rs)), and

a similar analysis holds. Taken together with (46) and the fact that [p~ — pj| < 100R and £, <1,
we have that
=3 =3 =2 =2 =2
_ (5 I Erg 11¢ s, 12¢
P =P~ = Ce(pr) — 2 Gelpr) = 155 = R (07) = g7 = ko) = =007

IOOR 1OOR - 100 - 100 °

Note that, by a similar reasoning as above, it must be the case that C}(p‘) > 555. Since we have

ensured throughout the procedure that p~ < ék(p*), it follows that

(1—&5)C(p7) <p~ < (1 +E)G(p7),

as desired, and so we set p, = p~. |

Lemma 35 Forany k > 0, we have that

and thus Ag > g7 . for all i € {0, . -1}
Proof Note that, by our choice of Ay and ag,

12 41/2 a1 _ A1 4
A — A EE +A,£/2 AL/2 +A1/2\/Zpk \/; @

k+1 k+1

Again, we procede with a proof by induction. Ay = 0, thus the case for k = 0 holds. Now, suppose
for some k£ > 0,

By (48), we know that

/ / I T I T s 1
A2 S Al 2 > \/ Y T e
k1 4L3pk - 4L3 122; ,011/2 + 4L3pk 4L3 Z 1/2

which concludes the induction step. |

Lemma 36 Forany k > 1, we have

3 k+1\°
Ay > . 49
k‘%&ﬂm—ﬁ%( 2) “9)
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Proof Using Theorem 34 and the fact that £, < 1, we have that p; < 2f*]23(xi+1, y;). By Lemma
35, it follows that, for all £ > 0,

A= T 1 ’
A> (s ) s (s b ) 50
M= ALy (Z p1/2> ~ 8L3 <§ fB(UCz'H,yi)) 0

1=0

Note that, for all k > 0, z € RY,

Vr(z) = *||éU — ol + Zaz + (Vf(zg),z — o))

1
< 5llz— ollB + Zaif(x)

i=0
1
— A f (@) + Sz~ wol,
and so it follows that

Apf(zg) + Br < min ¢ (z) < min Ag f(z) + = ||z — x0|]]23 = Apf(z™) + =|jlz* — xgH%.
z€eR4 z€eR4 2 2

Rearranging, we have

—

3L 1
== ZA1+ITB(5U2+1:yl) By < Ap(f(2") = f(ar) + 52" = 20l < Sl = 2ollp. 5D

\V)

k-1

The objective now is to lower bound the quantity Z L

7 from (50), subject to the constraint
B(Tit1,9i)

given by (51). After defining &; & TB(1'2'+1, y;) and D o mﬂmo — 2*||%, our aim is to minimize

We may introduce a Lagrange multiplier A, giving us the following optimality conditions:

1

e = A 1€, ie{0,... k—1}.

1/5
Therefore, &; = (ﬁ) . This gives us

Thus, we have
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and so

k—1 k—1 ) 5/4
AP .
B xl+1ayl D1/4 ( l+1>

=0 =0
It follows that

Ay > —— AP k> 1.
k:_8L3D1/2 (; i > ’ =

k 1/2
Let = m and Cy, = (Zl Az-l/‘r)) . Then, we have that
1=

CE . —CF > 050y
Thus, we have that C; > 6'/°, C}1 > C}, and so

0'°Chi1 < (Crp1 — Ck)(Crar + Ci)
< 2C41(Cr+1 — Ck).

Thus, it follows that C, > 61/5(1 + $(k —1)) for all k > 1. Taken together, this gives us that

1\° 1\’ 1\°
A, 20002 >0 (0T L) —pp (BT o (k*
2 2 256 L||zo — 2*[4 \ 2

Theorem 37 Suppose there is some 1 < i < N such that for all itemtions 1 < j <1, we have that
Pinir < (L4 Eps)ll2s g — y]_\|]23 and py, < || — yj_HB Q&x., and for iteration i, either

2 or

(@) Py > L+ Eps) g — vy |
(b) P < (L Ep) iy — 7 B and pyy > Ny — ;I — Q&b
Then, FastQuartic returns ;.1 such that
[(@is1) - F(@®) < 2Lsppllao — 2 3. (52)

L3 (Pigi)*
1000G

Proof By the algorithm statement, we have that € ;; = min { %} By €uam > O sufficiently

small, we mean that

~ - o 4 . 4
£ < min Sfs ! € fsPinit L3(pinit)3 }
. Vi +in) \at+zm) looow ) 2 (

For both cases (a) and (b), it holds by Lemma 23 (and the statement of this lemma) that

Aif (i) + B; < ¥ & min yy(x).
z€RY
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We begin by considering the case where (a) holds. We first observe that, since f(-) is convex, we
have that, for all z € ¥,

f(2) = @) < PY2|VF(2) g1

If ||Vf(xk+1)HB L < 7, , then we are done, as f(z) — f(z*) < &, so we consider the case where
2

IVf(@r1) -1 = 5-
Thus, by Lemma 20, we have that

1—val/t 3Ls
va(ﬂckﬂ)HB e 3 P (Tht1, Yk),

Vf(Tks1), Y& — Thy1) > .
(VI (@rt) +1) 2L37% (Th41, Yk)

6Z(z,y)W(zy)P

def
where V = max 71

TYyeL e2Lg

Since p,; > (1 +5fs)||$z'+1 —y; |15 = (1+E£5)75(xit1, vi) (by (a)), we may follow the same
approach as before to arrive at

2
. a;
mﬁ@wm(w) > Aip1f(zig1) + Bi — ;1 IV f(@ie)l[ g1 + (VF(@it1), A1 (yi — Tit1))

xe
A'LJrl
2L3p

1n1t
1/4 3L

1 - Veaam Py
A; \Y%
+ o <2L3 |9 )l + g (i, y»)

> Aivif(ziv1) + Bi —

IV (i) B

Ai1 2
Ai i Bl — = = v [ -
> Air1f(wir) + 25 (1 + 27007 (e, 00) IV f(zir1)|g—
Véils 3Ls
Ai Caom V(@i o1+ FB(Tit1, ¥
+ Aip1 <2L3 B(%H,yl)” f(wiv1)|lg— 3 PB(Tit1,Yi)

= Aip1f(xiy1) + B;

5 1/4
(4270 (1= Vain) = 1) IV @) I3 RPN
) — 'B\Ti+1,Yi
2L37% (Tit1, i) g B

+ Aina

Thus, since €, — min L (pms)” 1 and & < (Sts ! it follows that
s fs — 1000G ’ 2 aam = \ Y(i+és,) ) °

3L3A;. 1 .
Helﬁ@n VYir1(w) > Aipr f(zip1) + Bi + 38 S Lk (241, 9i) = Aier f(@ig1) + Bis.
X
As before, we may observe that
+1

Viv1(z) = *HJU —aollE + Z aj [f(@iy1) + (V[ (@it1), x — it1)]
H—l
< *HUC —wolB+ D a;f(x)

7=0

1
= A1 f(z) + ng - x0|1B.
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and so it follows that

lzo — "%

f(wig1) — f(2) < Y

By Lemma 35, we know that 4;11 > —— 1 L —, and so it follows that

init

f(aivr) = f(a*) < 2Lapilleo — "B
We now consider the case where (b) holds, i.e., p,;, < (1 + 5fs)||$/;+1 - Z/;;H]Qg and p;; >

e —ve B — QL1 We may observe that

P 1n1t

. 4
; = € f 5 Pini ;
and so, if we choose €4, < <Q(T€fls)> , it follows that

e > ey =i lp = Q2im > Il —wic I — 720y = (1= Epllacy —wiclg,
S

and so we have that

(1- 5fs)H$;Z+1 Yi HB < Pinie = (1+ ng)”:Ek-H yk_H]23

Following a line of reasoning as before, we may use Lemma 22 with ¢ = (1 4 £ fs)_l, along
with the fact that p; > (1 — &,)||lz;,, — y; ||§. to see that

: a;
mingi () 2 A1 f(@i) + Bi - ;1 IV f(@is) -1 + (Vf(@i1)s Aiga (yi — zig1))

TE
At
> Aip1f(zig1) + B — 3Lap ||Vf( zit1) -1
- 1/4
1 3L3 A (1 + Efs)WEaam
t Ay Vi(@is)|g-1 + =B (Tit1,y -
1+ <2L5TB(931+17:U1)|| ( 1+ )HB 1 ) B( 1+ Z) pinit
A
> A, : B; — s Vf(zip1)| %
> Air1f(wi1) + By 2L3(1—5fs)f123($i+1,yi)|’ f(wip)|lg—
_ 1/4
1 3L3 4 (]- + 5fs)W5aam
+ A - Vi(zis)lg-1 + —rp(Tit1,y -
1+ <2L3T%($i+17yi)” ( i+ )HB 1 8 B( 1+ Z) pinit

3L;5 . R
=Aip1f(ig1) + Bi+ A (837“413($i+1, Yi) — €curr) )

where

. def €
Ecurr = f8~ — va(l'k;+1)H]23—1 +

(1+ 5fs)W€~¢11ém
2L3(1 = € £5) Pinit init

Thus, for £ r, = mi Li(p)® 1 dé < Ls (py)° ! it foll that
us, for €5, = min § =585 3 (> and Eaam < | Tooghy ) - it follows tha

3L3
Helkn Yir1(x) > Aip1 f(xig1) + Bi + Aia < 16 7t ($z+1,yz)> = Aiv1f(ziy1) + Bita.
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Therefore, it follows that

1 2
. o *) < X
f(zip1) — f(2) < 2Ai+1H$O =",
and since by Lemma 35, we know that A; 1 > —L __ we have that
3 Pinit

f(xiz1) — f(a*) < 2Lspyllwo — 2°*||B.

Appendix C. Convex quartics and /, regression

While we have so far focused on the moderate-accuracy regime, the procedure outlined previously
can in fact be used beyond the non-smooth setting to achieve nearly condition number-independent
high-accuracy convergence rates for some convex polynomial optimization problems. Specifically,
we show how it may be used to solve a large class of convex quartic minimization problems, namely

1
fx)=c'z+2 "Gz + Tz, z,2] + ﬂHAmHﬁ (53)

for some ¢ € R%, G € R¥¥4, T ¢ RI¥dxd and A € R"*4 such that ATA = 0. We call these
functions structured convex quartics. Notably, this class includes the problems of ¢4 regression,
which is in turn an instance of the more general problem of ¢, regression Dasgupta et al. (2009);
Cohen and Peng (2015); Bubeck et al. (2018a); Adil et al. (2019a,b). In the general case, it is known
to be NP-hard to find the global minimizer of a quartic polynomial (Murty and Kabadi, 1987; Parrilo
and Sturmfels, 2003), or even to decide if the quartic polynomial is convex (Ahmadi et al., 2013),
but here we assume that f(-) is convex.

In order to get a handle on the regularity properties of f(-), we establish its third-order smooth-
ness and fourth-order uniform convexity parameters w.r.t. ||-|[ o7 a-

Lemma 38 (Third-order smoothness) Suppose f(-) is of the form (53). Then, for all z,y € R,
IV?f(y) = VP F(@)ara < lly —zlaTa- (54)
Proof Note that for all £ € RY,

V()G = ‘v‘l h4‘: max ALY < max |AR|L (55)
IVl =, m [V = o [ARE < o A0}

Setting B = AT A gives us

ARl < 1.
illll s <1

By the mean value theorem, we have, for some £ along the line between x and y,
|y —zllaTa

FOlara <1,

and so it follows that
IV3f(y) = V3 F(@)lhra < Iy — zlla7a-
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Lemma 39 (Order 4 uniform convexity) Suppose f(-) is of the form (53). Then, for all x,y €
R4,
1
f) = f(@) + (Vf(2),y = @) + - lly = 2l 37 - (56)

Proof Following the same idea as in the proof of Lemma 38, we note that, for all z,y € R¢,

fy) = @aaly).
Since f(-) is convex by definition, it follows that
0= V21(y) = V2 1(@) + VS (@)ly — ol + 5V (@)ly — 2y — 2]
Let h = y — z. Then, following the approach of Nesterov (2018a), we have
V()] < V() + 5V (), b

Since this holds for any z, y (and therefore, for any direction h), we can replace h with 7h for any
7 > 0 and arrive at

1
=7V f(@)[h] 2 VA f () + 72V (@) b
Furthermore, we can replace h by —h to get
1
TV (@)[h] X V2 f (@) + 5V ()[R, B,
and so after dividing through by 7, we obtain

2V f(a) — TV (@)l bl < VS @)l = 2V (@) + TV @)lh )

We may now observe that
Fl) = @)+ (Vf@)oy = ) + 5V F @y 2y — ] + SV (@)ly — o)

oV @)y -l

> flo) + (V@) + (5 - 5 ) @l - oy -
+ (31~ 15) V@l -l

Setting T = % gives us
F) > @)+ (Vi(@)y—2) + 5V @)y - a1
= (&) + (VF(@)y — ) + o ALy — )]l
> [(@) + (V7@ y — ) + =AW - 2

= @)+ (VS @)y =) + =y~ olhra
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where the second inequality follows from the fact that, for v € R", |lv|je < ni |v]l4. Thus, we
arrive at (56). |

Combining Theorem 26 with the appropriate notion of uniform convexity, we may establish a

rate of linear convergence, based on the (fourth-order) condition number 4 &ef %, by relying on
an additional restarting procedure (Algorithm 2). With this result in hand, the proof of the main
theorem follows almost immediately.

Theorem 40 Suppose f(x) is third-order Lz-smooth and fourth-order p4-uniformly convex w.r.t.
I-|B- Then, under appropriate initialization, FastQuartic + Restarting (Algorithm 2) finds a point
x N such that

flen) = f(2") <e

in O (/ﬁi/S log (M)) iterations, where each iteration requires O(log® M (Z /¢)) calls to
a gradient oracle and linear system solver, and where Z is a polynomial in various problem-
dependent parameters.

512L3
pa

each (outer) iteration of Algorithm 2. By combining Theorem 26 with the fact that f(-) is uniformly
convex, we have that, for any k£ > 0,

1/5
Proof Begin by running the FastQuartic algorithm for Nj,per = ( ) w iterations, as in

o 128Lg|zy — 2¥||4 2 ° _ 512Ls(f(x) — f(aY))
f@re) = f(a") < 3 <Ninner T 1> < 3714 (Nirumer )5 :

It follows from our choice of N;,ne, that

flaw) = f(a)

flawn) - f(a) < S5

Because we reduce the optimality gap by a constant factor each iteration of Algorithm 2, it suffices
to run FastQuartic + Restarting for N = O (log (M)) iterations to achieve a point x
such that

f($N) - f(.T*) S g,
which gives a total iteration complexity of O(N;pper - N) = O (/@11/ 5 log (M) ) [ |

Having developed all of the necessary results, we may now prove our main theorem for structured
convex quartics, as well as the natural corollary regarding the special case of ¢4 regression.

Theorem 41 Let f(-) be a convex function of the form (53). Then, under appropriate initialization,
FastQuartic finds a point x  such that

fley) = f(z") <e

with total computational cost O(n'/®(GO+LSS)log® M) (Z /¢)), where GO is the time to calculate
the gradient of f(-), LSS is the time to solve a d X d linear system, and Z is a polynomial in various
problem-dependent parameters.
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Algorithm 2 FastQuartic + Restarting

Input: £ > 0,29 =0, 4 = 0,B = 0,3 > p.. > 0, pt. = P, Zsam > 0, N, Nipper =
O ((Ls/pa)*?).
for k =0to N do
Z‘k+1 = FaStQuartiC(€7mk7 AO; B7pi;it7p$itaéaam7 Ninner)
end for
return rpyi

Proof [Proof of Theorem 41] The proof follows by combining Theorem 40 with Lemmas 38 and
39. |

Corollary 42 For the problem of U4 regression, i.e., problems of the form

min () = T + [ Az — bl
z€R4

forc € RY b € R", A € R such that ATA > 0, FastQuartic finds, under appropriate
initialization, a point x  such that

flzn) — f(z") <e

with O(n/®10g® M) (Z /¢)) calls to a gradient oracle and linear system solver.

n
Proof [Proof of Corollary 42] Note that for all z € R?, Vif(z) = 243 aP*, where A =
i=1

[a1as . ..ayn] . Since f(z) is a convex quartic function, we may equivalently express it as its fourth-
order Taylor expansion

F(x) = FO) + VFO) T + 52T VO + SV F(O) [, 7,2] + 5V F(0)[o]*
= F(O)+ VO Ta + 52T VO + SV F(O)fx,7,2] + | Al

and so since f(-) is of the form (53), for AT A 0, the result follows from Theorem 41. [ |

Appendix D. Proofs for Section 3
D.1. Proof of Lemmas 2 and 3

Proof [Proof of Lemma 2] Since |c| = max {c, —c}, it follows by Fact (1) that |c| < sabs,(c) <
|c| + p. Thus, we have that

lzlls =Y lail <) sabsu(zi) < |21 + pm. 7
i=1 i=1

Proof [Proof of Lemma 3] The proof follows immediately from Fact (1). |
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D.2. Proof of Theorem 5

Proof [Proof of Theorem 5] Recall that smax,(x) = pf(Z,(x)) for f(z) = plog(z). First, we
establish some preliminary observations concerning the higher-order derivatives of Z,,(x) and f(z).

To begin, note that for k& > 1,

sy = CU = )

In addition, since Z M(m) is a separable function, it follows that, for k& > 1,
%

V"2, ()] _ 5

15Tk 0 otherwise.

ifiy =iy =--- =iy =i, forie[m]; 59

Now, letting IT,, denote the set of all partitions on p elements, we may observe that

VP smax(a) [P = VP f(Z,(2) [h]?
IR ACACHEN | R AU

welly Bem
‘”' Hm| =1
-n Y SR T V2w
well, Bem

|B]

DIF=1(|x| — 1 -
= 4 Z (|)|n| : SIS V1 2,(2) Ll,m ,umthJ

well, Bem iy, ia,.. 7ZA|B‘:1
1)lm=1( |7r| —1)!
_ |B| |B|
—ay EE Hz({v z@],, )
well, Ber i=1 o
1)lm=1( |7r| —1)! 1Bl
=K Z D H Z M|B| hi™ |
welly, Bem i=1

where the second equality follows from Faa di Bruno’s formula, the third equality follows from
(58), and the final two equalities follow from (59). For convenience, we denote

pIBI & [pIBI plBl hlflf
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, we may observe that, by the triangle and Cauchy-

As our goal is to bound |V? smax,,(z)[h]P
Schwarz inequalities,

P hP| = ‘ﬂl Y |7T| — 1! - 6% BBl

|VP smax,,(x) o Z i . Z PEK
7T€H Berm i=1

s (—1)‘“'—1<|7r| RIS S ol (T

B WEHF (Z“(a;))\ﬂ\ Berm i=1 ’u|B| '
(=D)L — 1)! ( B>‘
“ZH (Zy ()™ BH ; pE
- (7] =1 17| (e, m

P smax, (T p| = M 3 6% "Bl
v ()M Mﬂen (Z, () BH@F ;(MBhZ )‘

(7= 1! 1 ( Zule)
<u 3 g ()

well, Ber
(rl = 0! 17 (Zule),,
= 2 Z @) BQ(MBI ")

MP

(ja] = 1) <<Zu<m>>'”' umz)

El
|
=
=
OS]

,LLp

_ Bolp = DAl

def . . . .
where B, = IIL,| is the p'" Bell number, i.e., the number of partitions on p elements. Since

B, < (ﬁ)p (Berend and Tassa, 2010), it follows that

p =
p
(1n(;§)+1)> (p = DYIAI

e (60)

|97 smax,, () [P <
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D.3. Proof of Lemma 6

Proof [Proof of Lemma 6] Note that, for all { € R,
\an . = max \VZan [ an
IV @llara =, s [VP O]

— 1 1
h||AhH <1}Vp+ f C)[ p+ }

< max_Ly[|AR|5"
h:||Ah|2<1

= Lp7

where the inequality follows from (16). Thus, we may see by a standard mean value theorem
argument that, for any =,y € R?,

IVPf(y) = VP (@)l[a7a < Lolly —2la7a-

|
D.4. Proof of Theorem 7
Proof [Proof of Theorem 7] By applying the chain rule to f(-) p times, we may observe that
VP f(x)[h]P = VP smax, (Az — b)[AR]?, (61)
( 2t )pﬂpl
and so it follows from (2) and Lemma 16 that f () is (order p) %—smooth w.rt ||-[|aTA-

D.5. Proof of Theorem 8

d
Proof [Proof of Theorem 8] First, we observe that since soft-¢1,,(z) = ) sabs,(z;), it follows by

i=1
Theorem 5 that
+1 +1 & +1 +1 d (ln]()l’“)) b
VP soft-£1,, () [RPH] <> [ VP sabsy, (2:) (AP < up a5t (62)

i=1

In addition, we may note that

m (L )P WQhW“
‘VPH softSVM“(Qx)[Qh]pH‘ < %Z ( p+2)>

p+1 ~ o~ pFl
() pWQTQn%
'up

1
I3
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Taken together, we may see that
VP fu(@) [P | = ‘Wp“soft 01, () [p)PH + Vp“softSVM“(Qx)[Qh]PH‘

< A | VP soft-£1,(z) [hP | + ‘Vp“ softSVM,, (Quz )[Qh]p“‘

()0 (Ad+ Q7 Q")

IRl5 ™,

and so the theorem follows from Lemma 6.

Appendix E. Section 4 Algorithms

Algorithm 3 ApproxAuxMin

Input: yi, Eaam > 0, K = O(log(A/Eaam)), ho = 0.
fort =0to K do
et & VF(ye) + V2f (y)he + 5V F (i) [1a]? + Ll e |3 Be
hesr = argmingega { {cr, h = he) + J5(h = he) 92 f () (0 = he) + 35| — Bl }
end for
return zp1 = yr + hi

Algorithm 4 RhoSearch

Input: z;, vi, A, pi+nit, Pinit (s.t. pi+nit > pz > pi;it)’ Ers > 0, Egam > 0, M = O(log(R/éTS))
= def 1/4 19z 1/2
oo 15 (1) 517+ (3]

3
pT pinit’ P~ Pinit
fort =1to M do

b= p*;rﬁ
o _ 14+/1F4L3Ak5 ~9 Ap+ag+1
Oft+1 = 2L3p == k41 = T I3
Apy1 = A + Gpq1

_ ak+1
Tk = Agy1

Uk = (1 — ) zp + TRvp
Tyl < ApproxAulen(yk, Eaam,)
if 5 > C(p) + 6 then
pr—p )
else if p < ((p) — 0 then
pT =P
else
return p, Tpy1,Ggy1
end if
end for
return p—, Tx11, Gpr1
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Algorithm 5 FastQuartic

Input: ¢ > 0,20 =0, 49 =0,B > 0, 3 > pi, > 0, pt. =P, &sam > 0, N.
def ~ def . [ L2(p)? ~ def . [Ls(p.)® _
Detine (o) & 4l ol 27 2 min (SR 1Y, v i { 500" i 1), 7o
in (66).
for kK =0to N do
U = argmingegd Y ()

o _ 1+‘/1+4L3Akpi;it (a_ )2 - Ak+a,:+1
k+1 2L3p k+1 L3 pigie

Apy = Akt apy,

Q41

Arp

v = (1 =71 )xp + 7 vk

T, + ApproxAuxMin(y;, Eaam)

if p. > (1+ éfs)Hx,;H — yk_H%3 then
return :U,;Ll

T, =

else if i < (14 &70)l|7y — ui I3 and pimge > oy, — vi |13 — Qéalam (Q as defined in
(45)) then

return :z:,;_H
else

Pky Tkt 1, Qk41 < RhoSearch(ask, Vg, Ag, pi+njt’ pi;it) Erss éaam)
Vi1 = Vi + g1 [f(@pg1) + (Vi (@re1), 2 — 2p41)]
end if
end for
return rpy

Appendix F. Proofs for Section 4
F.1. Proof of Lemma 15

Proof To begin, we define

Z(x,y) € |V f(2) + Ly (2, y)B(z — y)llp-1,

def _ —
W(w,y) = (IIB=22H @, ) [1B7 + Lello — Ta(w)l3)

and

def

H(r, ) & V20, 5(Ta()) + 5 V0 5(Ts)lr — Ta()]

Let 2,y € RY, let ig(x,y) &f |z — y|lB, and let §(z,y) def VQ, B(x). Using the third-order
Ls-smoothness of f (), we have by (26) and the triangle inequality that

IV f(2) + Lsrg(z,y)B(z — y)|g-1 — [6(z,y) g1 | < IV f(2) + Lsip(z,y)B(z — y) — 6(z,y) g
= |Vf(z) = V&y(z)|lg-1
< %f%(%y),
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where the last inequality follows from (26). Squaring both sides gives us
2 2 L3 6
HVf(IE) + Lng($, y)B(‘T - y)HB—l - A(.’B,y) < %TA,B(‘Ta y)7

where

A(z,y) € 2Z(z,9)]18(z, y)llg-1 — 16(z, )3
and

Z(z,y) € |V f(x) + Ly} (z,y)B(z — y)|g-1.

After expanding and rearranging the terms in the inequality, we arrive at

35

IV f(2) g1 + %L%ﬁa(fﬁ,y) — A(z,y) < 2Lsip(2,y)(Vf(z),y — x).

Dividing both sides by 2L375(, y) gives us

H CJ'?(Q«")H]Qg—l 35 4
DAL S -
2L3f]23(x,y) + 72 37B(2,Y)

A(z,y)

m <(Vf(x),y —z). (63)

All that remains is to bound A(z, y). Note that, by (26) and using the fact that VQ, g(TB(y)) =
0,

IVQyB(z) — VO, B(TB(Y)) — V*QB(TB(Y))[z — TB(Y)] — %Vsﬂy,B(TB(y))[fC —Ts(y)’lp
= [IVQyB(x) — V*Q B(TB(Y)) [z — Ta(y)] — %V?’Qy,B(TB(y))[l‘ —Te(y)’ls—
< Ls|lz — Ta(y)I%-

By triangle inequality and rearranging, we have
IV B(2) |51 < [IH(z,y)(@ — Ta(y))|ls-1 + Lsllz — Te(y) B (64)

where H(z,y) & V2Q, 8(Ts(y)) +3V3Q, B(T8(y))[x — Ts(y)]. Note that, by our choice of B,
we may write its eigendecomposition as B = UAU T, and we may define B2 ¥ UA2UT and
B 1/2 def UA-Y2UuT, Thus, we can then rewrite

IH (2, y)(z — Ta(y))llp— = [IB™/*H(z, y)(= — Ta(y))|
< B2 H(z. )|z - Ta(y)|
= B2 H(z,y)|IB~[[|B~/?*BY?(z — Ta(y))|
< |B7V2|[|H(z, »)[[IB~[IB~2[[|BY*(z — T (y))]
= [IB™2?|Hz, »)[IB~|lllz — To(y)lls

and so it follows that

IV @)ls < (IB™22H@)[IB~ I+ Lsllz - To(v)3) I — Ta(w)lls
= W(a.y)lle — Ta(y) .
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Taken together with (63), we have that

2
VS 35,

IV @) llg-1 2Z(z,y)W (z,y)|z — Te(y)|IB
2L37g(y) T2 :

(Vf(x),y—=z)> 2L37%(y)

F.2. Proof of Lemma 16.

Proof We note that, for all 3, z € R, since 2, B(2) is a convex quartic, it similarly follows from
the proof of Lemma 39 that

005(2) = L p ) + (VB(), 2~ ) + 5(2 ) Vp)(= —y) + T 0n)lz — o
+ 5 V')~ ol
> 0un(y) + (VOB). =~ 9) + 75V %n(y)lz — 1]

L
= Qp) +(VB().2 —y) + 3l - vl

F.3. Proof of Corollary 18.

Proof We first note that T (yx) = yx + h*, and so Q,, B(zr11) — Qy, B(TB(Yx)) = Ty B(he) —
Iy, B(h*). As observed by Nesterov (2018a) (see also: Appendix A in (Agarwal et al., 2017)),
¢ can be calculated in time proportional to the cost of evaluating f(-). In addition, Nesterov
(2018a) notes that (30) can be found by any reasonable linearly convergent procedure, and so
given access to the gradient of w(\), this problem can be optimized (to sufficiently small error)
in O(1og”M (1 /4am)) calls to a gradient oracle. Since

%w()\) =\ £ctT(fAB+v2f( NTIB(V2AB + V2 f(2)) ey,

calculating the gradient requires O(LSS) time.
Finally, since K = O(log(.A/€qam,)), by our choice of A, it follows from Theorem 17 that

ka7B(xk+1) - ka,B<TB(yk)) < Eaam-
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F.4. Proof of Lemma 19.

Proof By Lemma 16, we know that
Ls
Q. B(Tr41) = Ly B(TB(WE)) = (VO B(TB (k) 2041 — To(wr)) + 15 1741 — To(ye) B

L3
= EkaH — Te(ye) |5,

and so it follows from Corollary 18 that

128 1/4
lzrs1 — TB(yk)llB < ( Laam) .
3
[ |
F.5. Proof of Lemma 21.
Proof Let 3 def ZTr+1 — TB(yr). We have that
[P (@rs1,u6)* = r(ue)?] = [IITB(uk) — el — llzesr — villis)|

= |I1Ts (yx) — vl — 1 TB(yk) + B — velB]
= [IT8 () — vkl + 2(8, B(TB(yr) — v)) + 18I1B — 1 T8 (yk) — vr |||
< 2|8l8lIT8 (k) — velB + |18]B-

. 1/4
Now, by Lemma 19, we know that ||3]|g < (%) , and so it follows from the definition of P
that

2 2 éaam 1/4 1/2 12éaam 1/2
| (zpin, y)? — r(ye)?] <6 (22 ) pl2g (ZZ2em)
L3 L3

|
F.6. Proof of Lemma 22.
Proof The lemma follows directly from Lemma 20, since
3L3
V , o > V 2 B DO A4 ,
(Vf(@rs1), Yk — Try1) > 2L3f']23(xk+1,yk)” Flars)lg-r + =5~ 7B (k1. Yr)
N 32 (k1 Y)W (h 41, Yb)Eam
L§/4f123($k+1, Yk
1/4
3L3 4 WEzam
> - IVf (@)1 + B (Thr1, yp) — ——,
2L37% (Trt1, Yi) BT g BT it
where we let
wE nax, Z(x,y)W(z,y)- (65)
|
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F.7. Proof of Lemma 23.

Proof By sufficiently small, we mean that €4y, > 0 is chosen such that

2 \'" 7/ 2 \'1
~ < mi rs rs -
Faam = T <1000Q> ’(1000W> 9 (

where £, is as defined in the algorithm.
Following the standard line of reasoning, as presented by Nesterov (2018b), we proceed via
proof by induction. For k = 0,

Ao f(xo)+Bo = Hel'ﬁgl}i Yo =0, flxo) <F, |vo—az*p=zo—2*p, and wo=mzg€ L.
€T

Now suppose, for some £ > 0, that (35) and (36) hold. To show that pf“nit = P is a valid
upper bound on pj, we note that for any 7 € [0, 1], letting y,, = (1 — 7)x, + Tvg, we have that
flyr) < max{f(zx), f(vr)} < max{F, f(vr)}, by our inductive assumption. We also know by
our inductive assumption that ||vy, — 2*||§ < |lzo — 2*||%. Thus, since

lo — zollfs < 2llox — 2|1 + 2llzo — 2| < 4flzo — 27|,

it follows that v;, € IC, which means that f(v;) < F, and so f(y;) < F. We then have that, for all
7 € [0,1], |Te(yx) — ykl% < P, where P is defined as in (21), since f(Tg(yx)) < f(yx) for all

x € R%. Thus, P is a valid upper bound on P
For the lower bound on p;, we note that, based on the condition for when the RhoSearch pro-

cedure is reached in FastQuartic, it must be the case that p;; < (1 + &ps)[l7 — v, |% and

Pt < Ny — vp | — Q&M Thus, from (47), it can be seen that P < C(piny)> and so it

follows that p, . < p;. Therefore, the correctness of RhoSearch can be ensured.
With this observation in hand, we may see that, for any = € R,

VYr+1(z) > g + %Hﬁ — vellB + arg1 [f (@) + (VF(@rt1), @ — Tpg)]
> A f(zr) + By + %Hl’ — il + a1 [f (@) + (VI (@r41), @ — 4]

> A(F(i) + (VT (k). ox — 2a0) + B+ glle — il
+ a1 [f (@p+1) + (V[ (@r41), @ — Tpp1)]

1

= Aps1f(rg1) + By + §H~”U — |l + (VF(@r1), Ak(Tk — Tps1) + g1 (T — Thg))
1

= Ap1f(@p41) + B + §||$ — il + (VF(@r1)s g1 (@ — ) + Apgr (Yk — Tpg1))s

where the last equalities is due to the fact that Ay 1y, = Axxx + agr1vg. Note that

1 aj
min = [z — vkl + (Vf(@r41), aha (@ = 0p)) = ===V f (@r10) [ -1
zeR 2 2
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Combining this observation with Lemma 22, the fact that p;; < [|z; 4 —y; |%, and our choice of
Eaam» WE have

2
a
mﬁ%nwarl( r) > A1 f(Try1) + Br — k2+1 IV f(@pr1) |51 + (VF(@hs1), A1 (Y — Ths1))

Ak+1

> A1 f(xpyr) + By — va( zri1) B

~1/4
1 3L3 ~4 Wgaam
+ Ay V@)1 + P (@he1, Up) — ——
+1 <2L TB(xk;-i,-layk;)H ( +1)||B 1 ) B( +1 )

init

A
> A1 f(zp41) + Bi — QLk;plk IV f(zht1) |51

1 3Ls 2 >
4 A v 2 42 ) —
ki1 <2L3f123(wk+1,yk)u f(zr) |5 3 PB(Tht1, Ur) — 1000,

1n1t

We also know, by the guarantees of RhoSearch in Theorem 34, along with the choice of £,4,, that
pr > (1= Ers)C(pr) = (1 = &vs)PB(Th11, Yk), and so

Ay 2
> A B — v _
ingllbkﬂ( x) = A1 f(xps1) + B 2L5(1— 20)i% (2rer, o0) IV f(zr1) g
1 3L3 4 &2
+ Ay 1( - V(e B + —Fg (Trs1, Yp) — ——2—
+ 2L3r]23($k+1,yk) ” ( + )HB 1 ) B( + ) 1000 mlt
3L3 . -
> Appr f(@pg1) + B + A <87"%(95k+1, Ur) — 6cum~> ;
where ~ -
~ def Ers 2 Ers
Ecurr = ——IVf(@p) g2 + ——=—.
o 2L3(1 B 87”5)pinit B 1000 Pinit
: = Ls (py)°
Therefore, by our choice of &5 < 0007 where
def g 1
= — 66
T= Ls 1000’ (66)

(35) holds for k + 1, proving the induction step. In addition, we may note that

k+1
Vr1(z) = *||37 —aollB + Zaz (@k+1) TV (@h41), T — Thy1)]

k+1

< *Hx — ol + > aif(x)

=0

1
= Apafx) + §Hﬂ? — 0|5
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Since vpy1 = argmingcpd ¥p41(x) and 1,11 (z) is a quadratic function, it follows that, for all
x € R,

1
Yr+1(2) = Vi1 (Op41) + (Vi1 (Wer), 2 = vrn) + S llz = vkl
1
= 1 (V1) + 5l — vk1llB
1
< Agpaf(z) + 5\\95 — a0
Taken together, this gives us that

1 ) 1
Awtrf (@rs1) + Br + Glle — vl < min dpp (@) + Slle - ve |5
x

1
= g1 (Vg41) + §||$ — vpt1||B

1
< A1 f(z) + §||~’C — a0/
Rearranging and letting x = =*, we have that
App1(f(zp41) — f(27)) + B + §||33 — vpp| < §||33 — 0|,
and so it follows that

[oks1 — 2*[1B < llwo — 2* (%
and vg41, Tpy1 € L. [ |

F.8. Proof of Corollary 24.
Proof Note that, for all k > 0, z € R,

Yi(r) = *H$—$0HB+ZGZ +(V (), z — )]
1
2Hx_$0HB+;a1f

1
= Apf (@) + 5llz = 20l
and so it follows from Lemma 23 that
. . 1 * 1 *
Apf(zr) + By < min ¢y (2) < min Ay f(2) + = llz — 20l|g = Arf(z*) + =]z — 2o B-
zERI z€R4 2 2
Rearranging, we have

3L . Lo«
== ZA2+17"B($1+17%) By < Ap(f(@%) — f(ax)) + in —aollB < slla* - wolf

and so
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F.9. Proof of Theorem 25

Proof By combining Corollary 24 with Lemma 36, we observe that

2 _ 128L3|yx0—x*”;g< 2 )5

1
_ ¥ <« T ok
Fle) = £(a) < gl — a3 < . —

F.10. Proof of Theorem 26.

Proof Let Z & max {A,G,P,Q,R,V,W, L3}. By appropriate initialization, we mean that p,__,

€aam are chosen such that p; . < ﬁ, and

~ ~ ~ ~ _ 4 _ 4
€ < min 672"5 ) 572“5 ! D CR ! € fsPinit L3(pinit)3 1
aam 10009 ) "\ 1000w ) "\ V(1 +£s5)/) "\ Q(L+£p)/) 7\ 10000 ) 2
. 5 1
< min {O (poly (§)> , 2} ,

where €7, and &, are as defined in the FastQuartic algorithm. Thus, based on our choices of p, .,
and E,4m, the iteration complexity follows immediately from Theorems 25 and 37. Each itera-
tion of FastQuartic requires at most O(log(%)) iterations of RhoSearch, each of which requires at
most O(log(£)) iterations of ApproxAuxMin, and each iteration of ApproxAuxMin requires at most

O(logo(l)(g)) calls to a gradient oracle and linear system solver. Taken together, this gives us a

total computational cost of 0(10g0(1)(§)) calls to a gradient oracle and linear system solver per

iteration of FastQuartic. [ |

F.11. Proofs of Theorems 12 and 13

To prove Theorems 12 and 13, we first rely on at Corollaries 27 and 28, found in Appendix B. Their
proofs simply follow from Theorem 26, using the smoothness guarantees provided by Theorems 7
and 8, respectively. Thus, the proof of Theorem 12 follows by combining Fact 1, for y = ﬁ(m),
with Corollary 27, while Theorem 13 follows from combining Lemma 4, for y = 55, with Corol-
lary 28.
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