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Abstract

! Regression Trees Breiman et al. (1984) and Random Forests Breiman (2001), are one of the most
widely used estimation methods by machine learning practitioners. Despite their widespread use,
their theoretical underpinnings are far from being fully understood. Recent breakthrough advances
have shown that such greedily built trees are asymptotically consistent Biau (2010); Denil et al.
(2014); Scornet et al. (2015) in the low dimensional regime, where the number of features is a
constant, independent of the sample size. Also, the works of Mentch and Hooker (2016); Wager
and Athey (2018) provide asymptotic normality results for honest versions of Random Forests.

In this work, we analyze the performance of regression trees and forests with binary features
in the high-dimensional regime, where the number of features can grow exponentially with the
number of samples. We show that trees and forests built greedily based on the celebrated CART
criterion, provably adapt to sparsity: when only a subset R, of size 7, of the features are relevant,
then the mean squared error of appropriately shallow trees, or fully grown honest forests, scales
exponentially only with the number of relevant features and depends only logarithmically on the
overall number of features.

More precisely, we identify three regimes, each providing different dependence on the number
of relevant features. When the relevant variables are “weakly” relevant (in the sense that there is
not strong separation between the relevant and irrelevant variables in terms of their ability to reduce
variance), then shallow trees achieve “slow rates” on the mean squared error of the order of 2" /\/n,
when variables are independent, and 1/ nt/ (T+2), when variables are dependent. When the relevant
variables are “strongly” relevant, in that there is a separation in their ability to reduce variance
as compared to the irrelevant ones, by a constant S,;,, then we show that greedily built shallow
trees and fully grown honest forests can achieve fast parametric mean squared error rates of the
order of 2" /(Bmin n). When variables are strongly relevant, we also show that the predictions of
sub-sampled honest forests have an asymptotically normal distribution centered around their true
values and whose variance scales at most as O(2" log(n)/(Bmin 1))-

Thus, sub-sampled honest forests are provably a data-adaptive method for non-parametric in-
ference, that adapts to the latent sparsity dimension of the data generating distribution, as opposed
to classical non-parametric regression approaches. Our results show that, at least for the case of
binary features, forest based algorithms can offer immense improvement on the statistical power of
non-parametric hypothesis tests in high-dimensional regimes.
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