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Figure 1: Conditional image retrieval results on artwork from the Metropolitan Museum of Art and
Rijksmuseum using media and culture (text above images) as conditioners.

Abstract
We introduce MosAIc, an interactive web app that allows users to find pairs of semantically

related artworks that span different cultures, media, and millennia. To create this application, we
introduce Conditional Image Retrieval (CIR) which combines visual similarity search with user
supplied filters or “conditions”. This technique allows one to find pairs of similar images that span
distinct subsets of the image corpus. We provide a generic way to adapt existing image retrieval
data-structures to this new domain and provide theoretical bounds on our approach’s efficiency. To
quantify the performance of CIR systems, we introduce new datasets for evaluating CIR methods
and show that CIR performs non-parametric style transfer. Finally, we demonstrate that our CIR
data-structures can identify “blind spots” in Generative Adversarial Networks (GAN) where they
fail to properly model the true data distribution.
Keywords: Image Retrieval, Search, GANs, KNN, Ball Trees, Style Transfer, Art, Reverse Image
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Figure 2: Conditional K-Nearest Neighbors for a
query point, q, and distance, δ, on a simple two
class dataset.

Component Space Efficiency Measured
Data O(n× d) 16 GB
Tree O((2n/l)× d) 65 MB

Cond. Index O(c× 2n/l) 6.4 MB

Table 1: Space efficiency of a binary CKNN
Tree with number of points, n, dimensionality,
d, leaf size l, and number of classes in the in-
dex, c. Measured results are from a tree built on
the Conditional Art dataset: n = 1000000, d =
2048, l = 500, c = 200.

1. Introduction

In many Image Retrieval (IR) applications, it is natural to limit the scope of the query to a subset
of images. For example, returning similar clothes by a certain brand, or similar artwork from a
specific artist. Currently, it is a challenge for IR systems to restrict their attention to sub-collections
of images on the fly, especially if the subset is very distinct from the query image. This work ex-
plores how to create image retrieval systems that work in this setting, which we call “Conditional
Image Retrieval” (CIR). We find that CIR can uncover pairs of artworks within the combined open-
access collections of the Metropolitan Museum of Art (Met, 2019) and the Rijksmuseum (Rij, 2019)
that have striking visual and semantic similarities despite originating from vastly different cultures
and millennia and introduce an interactive web app MosAIc (www.aka.ms/mosaic) to demon-
strate the approach. To understand our methods better, we evaluate CIR on the FEI Face Database
(Thomaz and Giraldi, 2010) as well as two new large-scale image datasets that we introduce to help
evaluate these systems. These experiments show that CIR can perform a non-parametric variant of
“style transfer” where neighbors in different subsets have similar content but are in the “style” of
the target subset of images.

We also investigate ways to improve IR system performance in the conditional setting. One
challenge current systems face is that a core component of many IR systems, K-Nearest Neighbor
(KNN) data-structures, only support queries over the entire corpus. Restricting retrieved images
to a particular class or filter requires filtering the “unconditional” query results, switching to brute
force adaptively (Matsui et al., 2018), or building a new KNN data-structure for each filter. The
first approach is used in several production image search systems (DeGenova, 2017; Bing, 2017;
Mellina, 2017), but can be costly if the filter is specific, or the query image is far from valid images.
Switching to brute force adaptively can mitigate this problem but is limited by the speed of brute
force search, and its performance will degrade if the target subset far from the query point. Finally,
maintaining a separate KNN data-structure for each potential subset of the data is costly and can
result in 2n data-structures, where n is the total number of images. In this work, we show that tree-
based data-structures provide a natural way to improve the performance of CIR. More specifically,
we prove that Random Projection Trees (Dasgupta and Freund, 2008) can flexibly adapt to subsets
of data through pruning. We use this insight to design a modification to existing tree-based KNN
methods that allows them to quickly prune their structure to adapt to any subset of their original data
using an inverted index. These structures outperform the commonly used CIR heuristics mentioned
above. Finally, we investigate the structure of conditional KNN trees to show that they can reveal
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Figure 3: A pair of cross cultural images found with CIR. Left: Model Paddling Boat from 1980
BC Egypt. Right: Immortal Raft from 18th Century China.

areas of poor convergence and diversity (“blind spots”) in image based GANs. We summarize the
contributions of this work as follows:

• We introduce an interactive web application to discover connections across cultures, artists,
and media in the visual arts.
• We prove an efficiency lower bound for solving CIR with pruned Random Projection trees.
• We contribute a strategy for extending existing KNN data-structures to allow users to effi-

ciently filter resulting neighbors using arbitrary logical predicates, enabling efficient CIR.
• We show that CIR data-structures can discover “blind spots” where GANs fail to match the

true data.

2. Background

IR systems aim to retrieve a list of relevant images that are related to a query image. “Relevance”
in IR systems often refers to the “semantics” of the image such as its content, objects, or meaning.
Many existing IR systems map images to “feature space” where distance better corresponds to
relevance. In feature space, KNN can provide a ranked list of relevant images (Manning et al., 2008).
Good features and distance metrics aim to align with our intuitive senses of similarity between data
(Yamins et al., 2014) and show invariance to certain forms of noise (Gordo et al., 2016). There is a
considerable body of work on learning good “features” for images (Bengio et al., 2013; Zhang et al.,
2016; Radford et al., 2015; Koch et al., 2015; Huh et al., 2016). In this work we leverage features
from intermediate layers of deep supervised models, which perform well in a variety of contexts
and are ubiquitous throughout the literature. Nevertheless, our methods could apply to any features
found in the literature including those from collaborative filtering, text, sound, and tabular data.

There are a wide variety of KNN algorithms, each with their own strengths and weaknesses.
Typically, these methods are either tree-based, graph-based, or hash-based (Aumüller et al., 2018).
Tree-based methods partition target points into hierarchical subsets based on their spatial geometry
and include techniques such as the KD Tree (Bentley, 1975), PCA Tree (Bachrach et al., 2014),
Ball Tree (Omohundro, 1989), some inverted index approaches (Baranchuk et al., 2018), and tree
ensemble approaches (Yan et al., 2019). Some tree-based data-structures allow exact search with
formal guarantees on their performance (Dasgupta and Freund, 2008). Graph-based methods rely on
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Figure 4: Representative samples from the ConditionalArt dataset (left), ConditionalFont dataset
(middle), and FEI Face dataset (right). CIR systems conditioned on style should retrieve images of
the same content.

greedily traversing an approximate KNN graph of the data, and have gained popularity due to their
superior performance in the approximate NN domain (Aumüller et al., 2018; Johnson et al., 2019).
There are many hash-based approaches in the literature and Wang et al. (2014) provides a system-
atic overview. To our knowledge, neither graph nor hash-based retrieval methods can guarantee
finding the nearest neighbor deterministically. However, fast approximate search is often sufficient
for many applications. In our work we focus on tree-based methods because it is unclear how to
create an analogous method for graph-based data-structures. Nevertheless, tree-based methods are
widely used, especially when exact results are needed. Surprisingly, conditional KNN systems have
only received attention recently, even though conditional queries appear in shopping, search, and
recommendation systems. To our knowledge, (Matsui et al., 2018) is the only effort to improve per-
formance of these systems by adaptively switching from a “query-then-filter” strategy to brute-force
at a particular size threshold.

3. Conditional Image Retrieval

To generalize an IR system to handle queries over any image subset we generalize the KNN problem
to this setting. More formally, the Conditional K-Nearest Neighbors (CKNNs) of a query point, q,
are the k closest points with respect to the distance function, δ, that satisfy a given logical predicate
(condition), S. We represent this condition as a subset of the full corpus of points, X :

CNN(q,S ⊆ X ) = argmin
t∈S

δ(q, t)

When the conditioner, S, equals the full space, X , we recover the standard KNN definition.
Figure 2 shows a visualization of CKNN for a two-dimensional dataset with two classes. With
conditional KNN queries it’s possible to combine logical predicates and filters with geometry-based
ranking and retrieval.

To create a CIR system, one can map images to a “feature-space”, where distance is semanti-
cally meaningful, prior to finding CKNNs. One of the most common featurization strategies uses
the penultimate activations of a supervised network such as ResNet50 (He et al., 2016) trained on
ImageNet (Deng et al., 2009). Alternatively, using “style” based features from methods like AdaIN
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Featurization Method
Dataset Metric RN50 RN101 MN SN DN RNext dlv3101 MRCNN Random

CA
@1 .50 .51 .55 .44 .59 .46 .37 .45 .0002
@10 .70 .68 .71 .62 .76 .65 .55 .63 .002

CF
@1 .41 .37 .39 .44 .43 .38 .33 .44 .016
@10 .77 .76 .76 .80 .79 .76 .73 .79 .16

FEI
@1 .80 .84 .85 .79 .87 .86 .72 .78 .005
@10 .94 .93 .94 .89 .95 .94 .86 .92 .05

Table 2: Performance of CIR (Accuracy @N ) on content recovery across style variations for both
the ConditionalFont (CF) and ConditionalArt (CA) datasets using a variety of features from pre-
trained networks. Results show CIR retrieves the same content image across different styles. For
full details on experimental conditions see Section 11

.

(Huang and Belongie, 2017) enable CIR systems that retrieve images by “style” as opposed to con-
tent. Deep features capture many aspects of image semantics such as texture, color, content, and
pose (Olah et al., 2017) and KNNs in deep feature space are often both visually and semantically
related. We aim to explore whether this observation holds for conditional matches across disparate
subsets of images, which requires a more global feature-space consistency.

4. Discovering Shared Structure in Visual Art

We find that CIR on the combined Met and Rijksmusem collections finds striking connections be-
tween art from different histories and mediums. These matches show that even across large gaps
in culture and time CIR systems can find relevant visual and semantic relations between images.
For example, Figure 3 demonstrates a pair of images that, despite being separated by 3 millennia
and 7,000 Kilometers, have an uncanny visual similarity and cultural meaning. More specifically,
both works play a role in celebrating and safeguarding passage into the afterlife (Werner, 1922;
Oppenheim et al., 2015; Hayes, 1990). Matches between cultures also highlight cultural exchange
and shared inspiration. For example, the similar ornamentation of the Dutch Double Face Banyan
(left) and the Chinese ceramic figurine (top row second from left) of Figure 1 can be traced to the
flow of porcelain and iconography from Chinese to Dutch markets during the 16th-20th centuries
(Le Corbeiller, 1974; Volker, 1954). CIR also provides a means for diversifying the results of visual
search engines through highlighting conditional matches for cultures, media, or artists that are less
frequently explored. We hope CIR can help the art-historical community and the public explore
new artistic traditions. This is especially important during the COVID-19 pandemic as many cul-
tural institutions cannot accept visitors. To this end, we introduce an interactive art CIR application,
aka.ms/mosaic, and provide more details in Section 5. In Section B of the Appendix we also
provide additional examples and representative samples.

5. The MosAIc Web Application

As an application of CIR for the public, we introduce MosAIc (aka.ms/mosaic), a website
that allows users to explore art matches conditioned on culture and medium. Our website aims to
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Figure 5: Using the MosAIc web application (aka.ms/mosaic). After watching a short video
explaining the app, users can select a work of art to find conditional matches with (left). Users
can find conditional matches for a variety of different cultures and media (middle). To further
explore the collection, users can search for new query objects using a conventional search index
(right). Users can also construct chains of conditional matches using the “Use match as query”
button below the main matches.

show how conditional image retrieval can find surprising and uncanny pairs of artworks that span
millennia. We also aim to make it easy for interested users to find new artworks in cultures they
might not think to explore during a physical museum visit. Using the MosAIc application, users can
choose from a wide array of example objects to use as conditional search queries as shown in the left
panel of Figure 5. Users can select from an array of different cultures and media to condition their
searches as in Figure 5 middle. Selecting a specific medium or culture, allows the user to browse the
top conditional matches in that category and use these matches as new query images. This enables
traversing the collection using conditional searches to find relevant content in different areas of the
collection. Additionally, for users who want to use a specific work of art as a starting point we have
added a conventional text based search engine to quickly find specific works relating to a keyword
as in Figure 5 right.

The mosaic application combines a React (Fedosejev, 2015) front-end with a back-end built
from Azure Kubernetes Service, Azure Search, and Azure App Services. Our front-end features
responsive design principles to support for mobile, tablet, desktop, and ultra-wide displays. We also
aim to use high-contrast design to make the application more accessible to the low-vision commu-
nity. To create the conditional search index, we featurize the combines Metropolitan Museum of Art
and Rijksmuseum open access collections using ResNet50 from torchvision Marcel and Rodriguez
(2010). We then add these features to a Conditional Ball tree for real-time conditional retrieval
and deploy this method as a RESTful service on Azure Kubernetes Service. Additionally, we store
image metadata, automatically generated image captions, and detected objects in an Azure Search
index which allows querying for additional information, and supports text search. To add captions
and detected objects to over 500k images we use the Cognitive Services for Big Data Hamilton et al.
(2020).
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6. Evaluating CIR Quality

Though finding connections between art is of great importance to the curatorial and historical com-
munities, it is difficult to measure a system’s success on this dataset as there are no ground truth
on which images should match. To understand the behavior of CIR systems quantitatively we in-
vestigate datasets with known content images aligned across several different “styles” or subsets
to retrieve across. More specifically, if the conditioning information represents the image “style”
and the features represent the “content”, CIR should find an image with the same content, but con-
strained to the style of the conditioner, such as “Ceramic” or “Egyptian” in Figure 1. Through this
lens, CIR systems can act as “non-parametric” style transfer systems. This approach differs from
existing style transfer and visual analogy methods in the literature (Huang and Belongie, 2017;
Gatys et al., 2016) as it does not generate new images, but rather it finds analogous images within
an existing corpora.

To this end, we apply CIR to the FEI face database of 2800 high resolution faces across 200
participants and 14 poses, emotions, and lighting conditions. We also introduce two new datasets
with known style and content annotations: the ConditionalFont and ConditionalArt datasets. The
ConditionalFont dataset contains 15687 32× 32 grayscale images of 63 ASCII characters (content)
across 249 fonts (style). The ConditionalArt dataset contains 1,000,000 color images of varying
resolution formed by stylizing 5000 content images from the MS COCO (Lin et al., 2014) dataset
with 200 style images from the WikiArt dataset (Nichol, 2016) using an Adaptive Instance Normal-
ization (Huang and Belongie, 2017). Although this dataset is “synthetic”, (Jing et al., 2019) show
that neural style transfer methods align with human intuition. We show representative samples from
each dataset in Figure 4.

With these datasets it’s possible to measure how CIR features, metrics, and query strategies
affect CIR’s ability to match content across styles. To measure retrieval accuracy, we sampled
10000 random query images. For each random query image, we use CIR to retrieve the query
image’s KNNs conditioned on a random style. We then check whether any retrieved images have
the same content as the original query image. In Table 2, we explore how the choice of featurization
algorithm affects CIR systems. All methods outperform the random baseline of Table 2, indicating
that they are implicitly performing non-parametric content-style transfer. DenseNet (DN) (Iandola
et al., 2014) and Squeezenet (SN) (Iandola et al., 2016) tend to perform well across all datasets. CIR
performs well across all three tasks without fine tuning to the structure of the datasets, indicating
that this approach can apply to other zero-shot image-to-image matching problems.

7. Fast CKNN with Adaptive Tree Pruning

In Section 6 we have shown that CIR is semantically meaningful in several different contexts, but
the question remains as to whether this approach affords an efficient implementation that can scale
to large datasets with low latency. Conventional IR systems scale to this setting using dedicated
data-structures such as trees, spatial hashes, or graphs. There are a wide variety of strategies with
provable guarantees in the unconditional setting, but it is not known if existing data-structures can
apply naturally to the conditional setting. In this work we focus on extending tree-based methods
to the conditional setting. Tree-based methods are some of the only methods that guarantee exact
KNN retrieval, and there are already several theoretical results on the performance of these methods
(Dasgupta and Freund, 2008; Dhesi and Kar, 2010). In particular, (Dasgupta and Freund, 2008)
show that RandomProjection-Max (RP) trees can adapt to the intrinsic dimensionality of the data
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Figure 6: Dynamic tree pruning based CIR architecture. The user specified condition, P ∨ Q, is
translated to an inverted index query and the result is used to prune the unconditional KNN tree
where nodes are colored based on which conditions they contain. This pruned tree accelerates
conditional search for any subset by reducing the number of nodes considered in tree traversal.

and prove bounds that demonstrate the effectiveness of the data-structure. (Dhesi and Kar, 2010)
continue this line of reasoning and prove a packing lemma using a bound on the aspect ratio of RP
tree cells. These works show that RP trees are effective at capturing the geometry of the training
data. Our aim is to show that they also capture the geometry of subsets of the training data through
their sub-trees. More specifically, we show that for any subset of the training data, one can derive
probabilistic bound the number of nodes in the tree that contain this subset. More formally:

Theorem 1 Suppose an RPTREE-MAX, T , is built using a dataset X ⊂ RD, of diameter W , with
doubling dimension ≤ d. Further suppose T is balanced with a cell-size reduction rate bounded
above by γ. Let S ⊆ X be a subset of the dataset used to build the tree and B a finite set of
radius R > 0 balls that cover S . For every 0 < ε < 1 there exists a constant, c > 0, such that
with probability > 1 − ε the fraction of cells that contain points within S is bounded above by
|B|2−logγ(W/R′) where R′ = cRd

√
d log(d)

We point readers to (Dhesi and Kar, 2010), for the precise definition of an RPTree, cell-size,
and the doubling dimension. To sketch the proof, we first generalize an aspect bound from (Dhesi
and Kar, 2010) to show that, with high probability, small radius balls can be completely inscribed
within small radius RP tree cells. Because it takes several levels before the tree’s cells shrink to
this size, we can bound this cell’s depth and thus the size of its sub-tree relative to the full tree.
By considering a collection of balls that cover our target subset, we arrive at the final bound. See
section C of the Appendix for a full proof.

This theorem not only shows that sub-trees of an RP tree capture the geometry of training
dataset subsets, but also points to a method to improve the speed of CKNN. Namely, we can prune
tree nodes that do not hold points within our target subset prior searching for conditional neighbors.
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Algorithm 1: Querying a CKNN Tree
input : A point, q, a condition, S ⊆ X , a tree, root, and an inverted index, I
output: Closest point, p∗ ∈ S, to q
validNodes←

⋃
s∈S I(s); p∗ ← null

def SearchNode(n):
if n ∈ validNodes then

if n is a leaf node then
p← closest point in S
if d(p, q) < d(p∗, q) then

p∗ ← p
end

else
potentials← children of n which could hold a closer point
for child in potentials do

SearchNode(child)
end

end
end

SearchNode(root); return p∗

We diagram this procedure in Figure 6, and provide pseudo-code in Algorithm 1. We now turn
our attention to quickly computing the proper sub-trees for each subset of the data. To this end,
one can use an inverted index (Knuth, 1997), I , that maps points, x ∈ X to the collection of their
dominating nodes, I(x) = {n : x below node n}. One can compute the subset of nodes that remain
after pruning by taking the union of dominating nodes as shown in the first line of Algorithm 1
and in the illustration of the full search architecture in Figure 6. Evaluating the predicate on points
within leaf nodes can also reduce computation.

Additionally, if the predicates of interest have additional structure, such as representing class
labels, one can define a smaller class-based inverted index, Iclass(c) which maps a class label, c,
to the set of dominating nodes. For these predicates, union and intersection operators commute
through the class-based inverted index:

I(Sa ∩ Sb) = Iclass(a) ∩ Iclass(b)
I(Sa ∪ Sb) = Iclass(a) ∪ Iclass(b)

(1)

where Sa is the subset of points with label a. This principle speeds a broad class of queries
and accelerates document retrieval frameworks like ElasticSearch (Gormley and Tong, 2015) and
its backbone, Lucene (McCandless et al., 2010). We stress that this approach does not use Lucene
to filter images or documents directly, but rather to filter nodes of a KNN retrieval data-structure at
query time. This enables a rich “predicate push-down“ (Hellerstein and Stonebraker, 1993; Levy
et al., 1994) logic for KNN methods independent of how the tree splits points (Ball, Hyperplane,
Cluster), the branching factor, and the topology of the tree. It also applies to ensembles of trees and
to multi-probe LSH methods by pruning hash buckets. We note that our proposed indexing structure
is small compared to the size of the underlying dataset, and unconditional KNN tree, and provide
an analysis of memory footprints in Table 1.
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Figure 7: Query time of Conditional KNN approaches. Our approach (Conditional) achieves query
performance approaching that of an tree recreated specifically for each query (Dedicated) without
the expensive re-creation cost, and does not perform poorly with small conditions like “Query then
Filter” strategies. Furthermore, our method accelerates queries across much smaller subsets than
the reconfiguration strategy of (Matsui et al., 2018). Please see Section 11 and 7 for method details.

8. Performance

In Figure 7, we show the relative performance of several strategies for CIR on 488k Resnet50-
featurized images (dim = 2048) from the combined MET and Rijksmusem open-access collections
with a randomly chosen test set (n = 1000). We condition on artwork media, culture, and several
combinations of these to create a variety of condition sizes. We measure the speedup compared
to a vectorized Brute-Force search using NumPy arrays (Walt et al., 2011). We implement CKNN
methods with respect to one of the most used implementations of KNN, Sci-kit Learn’s Ball Tree
algorithm (Pedregosa et al., 2011). We compare our approach (Conditional) to, the standard “query-
then-filter” approach, and adaptive switching to brute force search (Reconfigured) (Matsui et al.,
2018). Finally, we compare to a “best-case” scenario of a KNN data-structure pre-computed for
every subset (Dedicated). Though in practice it is often impossible to make an index for each
subset, this setting provides an upper bound on the performance of any approach. Our analysis
shows that adaptive pruning (Conditional) outperforms other approaches and is close to optimal
for large subsets of the dataset. Additionally, the performance of the “Query-then-filter” strategy
quickly degrades for small subsets of the dataset as expected. Our approach is also compatible with
prior work on adaptively switching to brute force and allows one to set the “switch-point” over 10x
lower. We also note that these results hold with randomized conditions, and across other similar
datasets.
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Figure 8: (a): Visualization of the RCD between several example distributions and a standard normal
of “real” data (n = 50k). Upper plots show generated distributions, and bottom plots show the
“real” distribution colored by the RCD induced by a CKNN Tree. Even though these datasets are
identical under the popular Frechét inception distance (FID), the RCD detects areas where generated
data over (blue) and under (red) samples the real data. (b): Nodes of a CKNN tree (Center node
is the root) colored by statistically significant deviations of RCD from 1 (p < 0.01). This shows
widespread differences between GAN outputs and true data. Red nodes represent areas where the
GAN under samples the empirical distribution, and blue nodes over-sample. High discrepancy
nodes a and b from Figure 9 are annotated.

Finally, we stress that the goal of this work is not to make the fastest unsupervised KNN method,
but rather to evaluate generic strategies to transform these approaches to the conditional setting.
There is a considerable body of work on fast, approximate, unconditional KNN methods which
often outperform Scikit Learn’s exact retrieval algorithms. We point readers to (Aumüller et al.,
2018) for more details. We stress that exhaustive benchmarking of unconditional KNN indices and
approaches is outside the scope of this work. For implementation, experimentation, environment,
and computing details please see Section 11.

8.1. Implementation

We implement adaptive tree pruning for the existing Ball Tree and KD tree implementations in the
popular SciKit-learn framework. Our implementation supports exact retrieval with several metrics,
OpenMP parallelization (Dagum and Menon, 1998), and Cython acceleration(Behnel et al., 2011).
We also provide accelerations such as dense bit-array set operations, and caching node subsets on
repeated conditioner queries. For larger scale datasets, we contribute a Spark based implementation
of a Conditional Ball Tree to Microsoft ML for Apache Spark (Hamilton et al., 2018a,b).

To enable integration with differentiable architectures common in the community, we provide a
high-throughput, PyTorch module (Paszke et al., 2017) for CIR. This implementation is fundamen-
tally brute force but uses Einstein-summation to retrieve conditional neighbors for multiple queries
and multiple conditions simultaneously, and can increase throughput by over 100x compared to
naive PyTorch implementations.
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9. Limitations

This work does not aim to create the fastest KNN algorithm, but rather presents a formally motivated
technique to speed up existing tree-based KNN methods in the conditional setting. KNN retrieval
chooses some items significantly more than others, due to effects such as the “hubness problem”
and we direct readers to (Dinu et al., 2014) for possible solutions. We present additional diversity
reducing geometries in Section A of the Appendix. Our approach does not modify the KNN con-
struction, simply prunes it afterwards. This may not be the most efficient solution when conditioner
sizes are small, but it is orders of magnitude faster than recreating the tree. We also note that the
performance of our conditional KNN methods are dependent on the underlying unconditional KNN
tree, which often performs better on datasets with smaller intrinsic dimension.

10. Discovering “Blind Spots” in GANs

Efficient high-dimensional KNN search data-structures adapt to the geometry and intrinsic dimen-
sionality of the dataset (Dasgupta and Freund, 2008; Dhesi and Kar, 2010). Moreover, some recent
KNN methods use approaches from unsupervised learning like hierarchical clustering (Wang, 2011)
and slicing along PCA directions (Bachrach et al., 2014). In this light, CKNN trees allow us to mea-
sure and visualize the “heterogeneity” of conditioning information within a larger dataset. More
specifically, by analyzing the relative frequency of labels within the nodes of a CKNN tree, one can
find areas with abnormally high and low label density. More formally, we introduce the Relative
Conditioner Density (RCD) to measure the degree of over or under representation of a class c with
corresponding subset Sc ⊆ X , at node n in the KNN tree:

RCD(n, c) =
|n ∩ Sc|
|n|

|X |
|Sc|

(2)

Here, |n| is the number of points below node n in the tree. The RCD measures how much a
node’s empirical distribution of labels differs from that of the full dataset. RCD > 1 occurs when
the node over-represents class c, and RCD < 1 occurs when the node under-represents a class,
c. We apply this statistic to understand how samples from generative models, such as image-based
GANs, differ from true data. In particular, one can form a conditional tree containing true data
and generated samples, each with their own classes, ct and cg respectively. In this context, nodes
with RCD(·, cg)� 1 are regions of space where the network under-represents the real dataset. To
illustrate this effect, Figure 8a shows several simple 2d examples. Even though these datasets are
identical with respect to the Fréchet Distance (Heusel et al., 2017), coloring points based on their
parent node RCD’s can highlight areas of over and under sampling of the true distribution by each
“generated” distribution. In Figure 8b, we form a CKNN tree on samples from a trained Progres-
sive GAN (Karras et al., 2017) and it’s training dataset, CelebA HQ (Liu et al., 2015). Coloring
the nodes by RCD reveals a considerable amount of statistically significant structural differences
between the two distributions. By simply thresholding the RCD (< 0.6), we find types of images
that GANs struggle to reproduce. We show samples from two low-RCD nodes in Figure 9 and also
note their location in Figure 8b. Within these nodes, Progressive GAN struggles to generate realistic
images of brimmed hats and microphones. Though we do not focus this work on thoroughly inves-
tigating issues of diversity in GANs, this suggests GANs have difficulty representing data that is not
in the majority. This aligns with the findings of (Bau et al., 2019), without requiring GAN inversion,
additional object detection labels, or a semantic segmentation ontology. Furthermore, we note that
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Figure 9: Samples from two statistically significant nodes from Figure 8. Images are randomly
chosen and representative of those found at the node. Almost every real image in Node a contains
microphones whereas no GAN generated outputs could create a microphone. Node b shows a clear
bias towards brimmed hats, and the GAN samples have significant visual artifacts.

the FID cannot capture the full richness of why two distributions differ, as this metric just mea-
sures differences between high dimensional means and co-variances. Using CKNN trees can offer
more flexible and interpretable ways to understand the differences between two high dimensional
distributions.

11. Experimental Details

All experiments use an Ubuntu 16.04 Azure NV24 Virtual Machine with Python 3.7 and scikit-
learn v0.22.2 (Pedregosa et al., 2011). We use scikit-learn’s Ball Tree and KD Tree and use numpy
v1.18.1 (Walt et al., 2011) for brute force retrieval. For query-then-filter strategies we first retrieve
50 points, then increase geometrically (x5) if the query yeilds no valid matches. To form image
features for Table 2, we use trained networks from torchvision v0.6 (Marcel and Rodriguez, 2010).
In particular, we use ResNet50 (RN50) (He et al., 2016), ResNet101 (RN101), MobileNetV2 (MN)
(Sandler et al., 2018), SqueezeNet (SN) (Iandola et al., 2016), DenseNet (DN) (Iandola et al., 2014),
ResNeXt (RNext) (Xie et al., 2016), DeepLabV3 ResNet101 (dlv3101) (Chen et al., 2017), and
Mask R-CNN (MRCNN) (He et al., 2017). Features are taken from the penultimate layer of the
backbone, and the matches of Table 2 are computed with respect to cosine distance. We use trained
a Progressive GAN from the open-source Tensorflow implementation accompanying (Karras et al.,
2017).

12. Related Work

Image retrieval and nearest neighbor methods have been thoroughly studied in the literature, but
we note that the conditional setting has only received attention recently. There are several survey
works on KNN retrieval, but they only mention unconditional varieties (Bhatia et al., 2010; Wang
et al., 2014). (Marchiori, 2009) has studied the mathematical properties of conditional nearest
neighbor classifiers but works primarily with graph based methods as opposed to trees. They do
not apply this to modern deep features and do not aim to improve query speed. There are a wide
variety featurization strategies for IR systems. Gordo et. al (Gordo et al., 2016) learn features
optimized for IR. Siamese networks such as FaceNet embed data using tuples of two data and a
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similarity score and preserving this similarity in the embedding (Koch et al., 2015; Schroff et al.,
2015). Features from these methods could improve CIR systems. Conditional Similarity Networks
augment tuple embedding approaches with the ability to handle different notions of similarity with
different embedding dimensions (Veit et al., 2016). This models conditions as similarities but does
not generically restrict the search space of retrieved images to match a user’s query. These features
have potential to yield neighbor trees that, when pruned, have a similar structure and performance
to dedicated trees. Sketch-based IR uses line-drawings as query-images but does not aim to restrict
the set of candidate images generically (Lu et al., 2018). Style transfer (Jing et al., 2017) and visual
analogies (Liao et al., 2017) yield results like our art exploration tool but generate the analogous
images rather than retrieve them from an existing corpus. (Traina et al., 2004) split IR systems into
conditional subsystems, but do not tackle generic conditioners or provide experimental evaluation.
(Plummer et al., 2018) create an IR system conditioned on text input, but do not address the problem
of generically filtering results. (Gao et al., 2020) and (Liao et al., 2018) respectively learn and use
a hierarchy of concepts concurrently with IR features, which could be a compelling way to learn
useful conditions for a Conditional IR system.

13. Conclusion

We have shown that Conditional Image Retrieval yields new ways to find visually and semantically
similar images across corpora. We presented a novel approach for discovering hidden connections
in large corpora of art and have creates an interactive web application, MosAIc to allow the public
to explore the technique. We have shown that CIR performs non-parametric style transfer on the
FEI faces and two newly introduced datasets. We proved a bound on the number of nodes that
can be pruned from RandomProjection trees when focusing on subsets of the training data and
used this insight to develop a general strategy for generalizing tree-based KNN methods to the
conditional setting. We demonstrated that this approach speeds conditional queries and outperforms
baselines. Lastly, we showed that CKNN data-structures can find and quantify subtle discrepancies
between high dimensional distributions and used this approach to identify several “blind spots” in
the ProGAN network trained on CelebA HQ.
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Appendix A. Visualizing Failure Cases

Figure 10 (a) shows how conditioners that do not share a common support can yield low diversity
conditional neighbors. Though sharing a common support is certainly helpful, it is not mandatory
as shown by Figure 10 (b). Some potential mitigations for these effects could be to fine tune learned
embeddings to promote diverse queries, or to re-weight query outputs based on diversity. Addition-
ally, an initial alignment with an optimal transport method could mitigate these effects (Grave et al.,
2018).

Figure 10: A schematic illustration of how conditional KNN can yield to a lack of diversity in
particular geometries. (a) shows how low diversity can occur when there is no overlap of supports.
Figure (b) shows how support intersection is not necessary for quality alignment

Appendix B. Additional Matches

In addition to the matches displayed in Figure 1 we provide several additional results. Figure 11
shows additional matches for a single query, and Figure 12 shows matches across several different
queries. Figure 13 shows random matches to give a sense of the method’s average-case results.
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Figure 11: Additional conditional image retrieval results on artworks from the Metropolitan Mu-
seum of Art and Rijksmuseum using media (top row text) and culture (bottom row text) as condi-
tioners.

Figure 12: Additional conditional image retrieval results on artworks from the Metropolitan Mu-
seum of Art and Rijksmuseum using top row text as conditioners.
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Figure 13: Randomly selected conditional image retrieval results on artworks from the Metropolitan
Museum of Art and Rijksmuseum using top row text as conditioners.

Appendix C. Proof of Theorem 1

In the following analysis, suppose an RPTREE-MAX is built using a dataset X ⊂ RD, of diameter
W , with doubling dimension ≤ d. Furthermore, assume that the size reduction rate at any given
level of the tree is bounded above by γ.

Lemma 2 For any ball, B of radius R > 0 and any 0 < ε < 1, there exists a constant c1 > 0
such that with probability > 1− ε, B will be completely inscribed inside of an RPTREE-MAX cell
of radius no more than c1Rd

√
d log(d)

Proof We modify the proof of Theorem 12 from (Dhesi and Kar, 2010). In particular we let
∆∗ = 1

ε c5Rd
√
d log(d), where c5 refers to the constant of Lemma 11 of (Dhesi and Kar, 2010) The

rest of the proof proceeds without modification.

Lemma 3 For any finite set of balls, {Bi}, with constant radii R > 0, and any 0 < ε < 1, there
exists a constant c2 > 0 such that with probability > 1 − ε, every Bi will be completely inscribed
inside of an RPTREE-MAX cell of radius no more than c2Rd

√
d log(d)

Proof We proceed by induction on the number of balls. Lemma 2 provides the base case of
|{Bi}| = 1. For the inductive case we assume the lemma holds for a set {Bi} of size n, with
ε′ = ε

8 and constant c′2. Given an additional Bn+1, we can leverage our base case to select an
ε′′ = ε

8 and constant c′′2 . We can see that the probability that both events occur simultaneously is
bounded above by:

(1− ε′)(1− ε′′) = (1− ε

8
)(1− ε

8
) = 1− ε

4
− ε2

64
< 1− ε
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Finally, using the new constant, c2 = max(c′2, c
′′
2), the radii criterion holds for all balls.

Theorem 4 (Restatement of Theorem 1) Suppose an RPTREE-MAX, T , is built using a dataset
X ⊂ RD, of diameter W , with doubling dimension ≤ d. Further suppose T is balanced with a
cell-size reduction rate bounded above by γ. Let S ⊆ X be a subset of the dataset used to build
the tree and B a finite set of radius R > 0 balls that cover S. For every 0 < ε < 1 there exists a
constant, c > 0, such that with probability > 1− ε the fraction of cells that contain points within S
is bounded above by |B|2−logγ(W/R′) where R′ = cRd

√
d log(d)

Proof We begin by invoking Lemma 3, which shows that each ball of our covering will end up
completely inscribed within small radii cells of T . For each ball we upper bound their contribution
to the total fraction of cells that contain points within S.

Consider any ball Bi ∈ B in the covering. By Lemma 3 we know this ball is inscribed within
a cell of radius R′. Our goal is to show that this cell must be several levels down in the tree. By
our regularity conditions we know that at each subsequent level of a tree, the cell size decreases
by at most a factor of γ. So to achieve the reduction in size from W to R′, the cell must lie at
or below level logγ(W/R′). At worst, every child of our cell contains a point within S. Because
T is balanced, the ratio of cell children to total cells of the tree is at most 2−logγ(W/R

′). At worst
each ball of the cover, B, is in a separate branch of the tree so combining these contributions yields
|B|2−logγ(W/R′).
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