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Abstract
Analysis of low-degree polynomial algorithms is a powerful, newly-popular method for predicting
computational thresholds in hypothesis testing problems. One limitation of current techniques for
this analysis is their restriction to Bernoulli and Gaussian distributions. We expand this range of
possibilities by performing the low-degree analysis of hypothesis testing for the Morris class of nat-
ural exponential families with quadratic variance function, giving a unified treatment of Gaussian,
Poisson, gamma (including exponential and chi-squared), binomial (including Bernoulli), nega-
tive binomial (including geometric), and generalized hyperbolic secant distributions. We then give
several algorithmic applications.

1. In models where a random signal is observed through coordinatewise-independent noise
applied in an exponential family, the success or failure of low-degree polynomials is governed by
the z-score overlap, the inner product of z-score vectors with respect to the null distribution of two
independent copies of the signal.

2. In the same models, testing with low-degree polynomials exhibits channel monotonicity: the
above distributions admit a total ordering by computational cost of hypothesis testing, according to
a scalar parameter describing how the variance depends on the mean in an exponential family.

3. In a spiked matrix model with a particular non-Gaussian noise distribution, the low-degree
prediction is incorrect unless polynomials with arbitrarily large degree in individual matrix entries
are permitted. This shows that polynomials summing over self-avoiding walks and variants thereof,
as proposed recently by Ding, Hopkins, and Steurer (2020) for spiked matrix models with heavy-
tailed noise, are strictly suboptimal for this model. Thus low-degree polynomials appear to offer a
tradeoff between robustness and strong performance fine-tuned to specific models. Inspired by this,
we suggest that a class of problems requiring exploration before inference, where an algorithm must
first examine the input and then use some intermediate computation to choose a suitable inference
subroutine, appears especially difficult for low-degree polynomials.
Keywords: low-degree polynomials, hypothesis testing, exponential families, computational com-
plexity, computational phase transitions

1. Introduction

A powerful framework has emerged recently for making predictions of and producing evidence for
computational thresholds in high-dimensional average-case algorithmic problems, which analyzes
the performance of algorithms that compute low-degree polynomials. Originating in results on
sum-of-squares optimization (Barak et al., 2019; Hopkins et al., 2017; Hopkins and Steurer, 2017;
Hopkins, 2018), this idea has since been fruitfully applied to a wide range of problems (Bandeira
et al., 2020b; Ding et al., 2019; Brennan and Bresler, 2020; Gamarnik et al., 2020; Schramm and
Wein, 2020; Bandeira et al., 2020a; Wein, 2020). Perhaps the main attraction of this so-called low-
degree method is the simplicity of low-degree polynomial algorithms, which are both quite natural
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and often easier to study than other putatively-optimal families of algorithms like convex relaxations
and message-passing techniques.

Before applying the low-degree method in a given situation, we must decide how exactly to
make sense of “a low-degree polynomial succeeding” at a given computational task. Besides just
producing a sensible definition for a given task—different definitions have been used in the literature
for hypothesis testing (Hopkins, 2018; Kunisky et al., 2019), statistical estimation (Hopkins and
Steurer, 2017; Ding et al., 2020a; Schramm and Wein, 2020), and optimization (Gamarnik et al.,
2020; Wein, 2020)—practitioners also sometimes make choices in this step to keep the low-degree
method analytically tractable. On the other hand, the problems studied to date with the low-degree
method involve only a few different families of probability distributions over their inputs, and often
the low-degree analysis takes advantage of an intimate coupling between simplifications made in
the success criteria and convenient distribution-specific identities. Our goal will be to investigate
the most common measures of efficacy for low-degree polynomial algorithms for a wider range of
probability distributions, probing whether some of the success of the low-degree method might be
due to this kind of fortuitous coincidence.

We focus on hypothesis testing: given two sequences of probability distributions Pn and Qn,
we consider whether a low-degree polynomial can correctly distinguish y ∼ Pn from y ∼ Qn
with high probability as n → ∞. The most direct way to formalize this question, by analogy
with the classical Neyman-Pearson lemma (Neyman and Pearson, 1933), is to ask, for some degree
bound D(n) corresponding to a computational budget: do there exist polynomials fn ∈ R[y] with
deg(f(n)) ≤ D(n) and thresholds ξn ∈ R such that

lim
n→∞

Pn[fn(y) > ξn] = lim
n→∞

Qn[fn(y) < ξn] = 1 ? (1)

Unfortunately, it appears difficult to prove lower bounds against this class of algorithms. Instead,
recent research has focused on the following “averaged” version of the above: do there exist poly-
nomials fn ∈ R[y] ∩ L2(Qn) with deg(f(n)) ≤ D(n) such that

lim
n→∞

E
y∼Pn

fn(y) = +∞ , while E
y∼Qn

fn(y)2 = 1 ? (2)

As we will see in Section 1.2, here the optimal fn may be computed explicitly using orthogonal
polynomials, at least for simple models of hypothesis testing. The resulting predictions have been
remarkably consistent with other, more technically-challenging methods for models including the
planted clique problem (Barak et al., 2019), the stochastic block model (Hopkins and Steurer, 2017),
and spiked matrix and tensor models (Hopkins, 2018; Kunisky et al., 2019; Bandeira et al., 2020b;
Ding et al., 2019).

Yet, our current understanding of this heuristic and the circumstances under which it is accu-
rate remains incomplete in the regard mentioned above: these examples all involve observations y
having only Gaussian or Bernoulli distributions. Moreover, the low-degree analysis often hinges
on special algebraic and analytic properties of these distributions and their orthogonal polynomials.
In this paper, we will describe the results of applying the low-degree method to hypothesis test-
ing in many further exponential families, making new predictions and suggesting some challenging
examples that we hope will stimulate further research in this direction.
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LOW-DEGREE POLYNOMIAL TESTING IN MORRIS FAMILIES

1.1. Natural exponential families with quadratic variance function

We first introduce the distributions we will study, which form exponential families. Throughout
this section we follow the presentation of the seminal papers of Morris (1982, 1983), which first
recognized the many shared statistical properties of these families. We start by recalling the basic
notions of exponential families.

Definition 1 Let ρ0 be a probability measure over R which is not a single atom. Let ψ(θ) :=
logEx∼ρ0 [exp(θx)] and Θ := {θ ∈ R : ψ(θ) < ∞}. Then, the natural exponential family (NEF)
generated by ρ0 is the family of probability measures ρθ, for θ ∈ Θ, given by

dρθ(x) := exp(θx− ψ(θ))dρ0(x). (3)

Sometimes, the “natural parameter” θ is the mean of ρθ or a translation thereof; however, as the
next example shows, the mapping θ 7→ Ex∼ρθ [x] need not be particularly simple in general.

Example 1 Taking dρ0(x) = e−x1{x ≥ 0}dx, we have Θ = (−∞, 1), and this generates the
NEF of exponential distributions, dρθ(x) = (1 − θ)e−(1−θ)x1{x ≥ 0}dx. The mean of ρθ is
Ex∼ρθ [x] = 1

1−θ .

Nonetheless, it is always possible to reparametrize any NEF in terms of the mean in the follow-
ing way. The cumulant generating functions of the ρθ are merely translations of ψ, ψθ(η) :=
logEx∼ρθ [exp(ηx)] = ψ(θ + η)− ψ(θ). Therefore, the means and variances of ρθ are

µθ := Ex∼ρθ [x] = ψ′θ(0) = ψ′(θ), (4)

σ2
θ := Ex∼ρθ [x

2]− (Ex∼ρθ [x])2 = ψ′′θ (0) = ψ′′(θ). (5)

Since ρ0 is not an atom, neither is any ρθ, and thus ψ′′(θ) = σ2
θ > 0 for all θ ∈ R. Therefore,

ψ′ is strictly increasing, and thus one-to-one. Letting Ω ⊆ R equal the image of R under ψ′ (some
open interval, possibly infinite on either side, of R), we see that ρθ admits an alternative mean
parametrization, as follows.

Definition 2 If ρ0 generates the NEF ρθ, then we let ρ̃µ = ρ(ψ′)−1(µ) over µ ∈ Ω. The mean-
parametrized NEF generated by ρ0 is the family of probability measures ρ̃µ, for µ ∈ Ω.

By the same token, within an NEF, the variance is a function of the mean. In the above setting,
we denote this function as follows.

Definition 3 For µ ∈ Ω, define the variance function V (µ) := σ2
(ψ′)−1(µ) = ψ′′((ψ′)−1(µ)).

The function V (µ) is simple for many NEFs that are theoretically important, and its simplicity
appears to be a better measure of the “canonicity” of an NEF than, e.g., the simplicity of the prob-
ability density or mass function. Specifically, the most important NEFs have V (µ) a low-degree
polynomial: V (µ) is constant only for the Gaussian NEF with some fixed variance, and linear only
for the Poisson NEF and affine transformations thereof.

The situation becomes more interesting for V (µ) quadratic, which NEFs Morris gave the fol-
lowing name.

Definition 4 If V (µ) = v0 + v1µ+ v2µ
2 for some vi ∈ R, then we say that ρ0 generates a natural

exponential family with quadratic variance function (NEF-QVF).
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Name dρ0(x) Support V (µ)

Gaussian (variance σ2 > 0) 1√
2πσ2

exp(− 1
2σ2x

2)dx R σ2

Poisson 1
e

1
x! Z≥0 µ

Gamma (shape α > 0) 1
Γ(α)x

α−1e−xdx (0,+∞) 1
αµ

2

Binomial (m trials) 1
2m

(
m
x

)
{0, . . . ,m} − 1

mµ
2 + µ

Negative Binomial (m successes) 1
2m+x

(
x+m−1

x

)
Z≥0

1
mµ

2 + µ

Hyperbolic Secant (shape r > 0) (Morris (1982), Section 5) R 1
rµ

2 + r

Table 1: The six basic NEF-QVFs. We describe the six natural exponential families with quadratic
variance function from which, according to the results of Morris (1982), any such family
can be generated by an affine transformation. The sixth “generalized hyperbolic secant”
family is more complicated to describe, but one representative distribution generating the
r = 1 family has density 1

2 sech(π2x)dx, and may be thought of as a smoothed Laplace
distribution.

NEF-QVFs are also sometimes called the Morris class of exponential families. One of the main
results of Morris (1982) is a complete classification of the NEF-QVFs, as follows.

Proposition 5 Any NEF-QVF can be obtained by an affine transformation (X 7→ aX + b applied
to the underlying random variables) of one of the six families listed in Table 1. Conversely, any
affine transformation of an NEF-QVF yields another NEF-QVF.

We will study hypothesis testing in high-dimensional products of NEF-QVFs. That is, we seek
to distinguish with high probability two sequences of distributions: the null distributions Qn, and
the planted or alternative distributions Pn. We consider two possible relationships between the two
sequences: (1) kin spiking, where Pn belongs to the same NEF as Qn but has a different mean, and
(2) additive spiking, where Pn is a translation of Qn, possibly not belonging to the same NEF. Kin
spiking will be mathematically more elegant, but additive spiking will allow us to treat a spiked
matrix model similar to those studied in earlier works.

Definition 6 (Kin-spiked NEF-QVF model) Let ρ̃µ be a mean-parametrized NEF-QVF over µ ∈
Ω ⊆ R.1 Let N = N(n) ∈ N and µn,i ∈ Ω for each n ∈ N and i ∈ [N(n)]. Let Pn be a probability
measure over ΩN(n). Then, define sequences of probability measures Pn,Qn as follows:

• Under Qn, draw yi ∼ ρ̃µn,i independently for i ∈ [N(n)].

• Under Pn, draw x ∼ Pn, and then draw yi ∼ ρ̃xi independently for i ∈ [N(n)].

Definition 7 (Additively-spiked NEF-QVF model) In the same setting as Definition 6 but with
Pn now a probability measure over RN(n), define:

• Under Qn, draw yi ∼ ρ̃µn,i independently for i ∈ [N(n)] (the same as above).

1. It will not matter for our purposes what the base measure ρ0 is.
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LOW-DEGREE POLYNOMIAL TESTING IN MORRIS FAMILIES

• Under Pn, first draw x ∼ Pn and zi ∼ ρ̃µn,i independently for i ∈ [N(n)], and observe
yi = xi + zi.

In either case, we will focus on the problem of strong detection: given a particular time budget
T (n), does there exist a sequence of tests fn : RN(n) → {p, q} computable in time T (n) and having

lim
n→∞

Qn[fn(y) = q] = lim
n→∞

Pn[fn(y) = p] = 1 ? (6)

To the best of our knowledge, with the exception of negatively-spiked Gaussian Wishart models
(Bandeira et al., 2020b,a), all previous applications of the low-degree method to hypothesis testing
in the literature may be expressed as kin-spiked models in the Gaussian or Bernoulli NEF-QVFs.2

1.2. The low-degree likelihood ratio method

We now describe the calculation, based on the question (2) mentioned earlier, that we will take as a
heuristic proxy for the difficulty of hypothesis testing. This will suggest that the problem of efficient
strong detection described above may be addressed with computations involving the likelihood ratio,

Ln(y) :=
dPn
dQn

(y). (7)

These techniques work in the Hilbert spaceL2(Qn), having inner product 〈f, g〉 := Ey∼Qn [f(y)g(y)]
and associated norm ‖f‖2 := 〈f, f〉.

The following is the basic statement relating (2) to the likelihood ratio, which follows from a
linear-algebraic calculation.

Proposition 8 (Hopkins and Steurer (2017); Hopkins et al. (2017); Hopkins (2018)) Denote by
L≤Dn the orthogonal projection of Ln to the subspace of L2(Qn) consisting of polynomials having
degree at most D. Then,

maximize Ey∼Pnfn(y)

subject to fn ∈ R[y]≤D ∩ L2(Qn)

Ey∼Qnfn(y)2 = 1

 = ‖L≤Dn ‖, (8)

with optimizer f?n = L≤Dn /‖L≤Dn ‖.
We remark that if we took D = +∞ here and optimized over all of L2(Qn), then the optimizer,
again by a straightforward calculation, would simply be the likelihood ratio f?n = Ln/‖Ln‖, and the
optimal value its norm ‖Ln‖. The likelihood ratio is closely related to optimal hypothesis testing
via the Neyman-Pearson lemma (Neyman and Pearson, 1933), and the norm ‖Ln‖ also plays a role
through Le Cam’s notion of contiguity and the associated second moment method (Le Cam and
Yang, 2012). In particular, if ‖Ln‖ is bounded as n→∞, then no test can achieve strong detection,
a fact that has been used to great effect for several high-dimensional problems in recent literature
(Montanari et al., 2015; Banks et al., 2018; Perry et al., 2018).

The “truncated” variant L≤Dn is called the low-degree likelihood ratio, and emerges according
to the above result as the main object conjecturally controlling the computational cost of hypothesis
testing. The basic conjecture concerning the norm of the low-degree likelihood ratio is as follows.

2. We remark that kin and additive spiking are equivalent in the Gaussian NEF-QVF.
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Conjecture 9 (Informal; Conjecture 2.2.4 of Hopkins (2018)) For “sufficiently nice” sequences
of probability measures Pn and Qn, if there exists ε > 0,D = D(n) ≥ (log n)1+ε, and a constantK
such that ‖L≤Dn ‖ ≤ K for all n, then there is no sequence of fn that are computable in polynomial
time in n and that achieve the strong detection conditions (6).

Different scalings of D(n) are also conjectured to capture hardness of testing with various other
computational time budgets ranging from polynomial to exponential (see, e.g., Section 3 of Kunisky
et al. (2019) and Ding et al. (2019, 2020b)); roughly speaking, if ‖L≤D(n)

n ‖ is bounded, then we
expect strong detection in time T (n) = exp(D(n)) to be impossible.

These preliminaries established, we may outline our contributions at a high level: we will com-
pute and bound ‖L≤Dn ‖ for kin-spiked and additively-spiked NEF-QVF models, and compare these
results with Conjecture 9 and variants thereof to produce new predictions and challenges for the
low-degree method.

2. Main results

2.1. Low-degree analysis and z-score overlap

Our first result is a general bound on ‖L≤Dn ‖ in kin-spiked NEF-QVF models. Before presenting
the statement, we highlight a previously-known special case that the general result will resemble:
for the NEF-QVF of Gaussian distributions with unit variance, Kunisky et al. (2019) showed the
following formula:

‖L≤Dn ‖2 = E
x1,x2

exp≤D(〈x1,x2〉), (9)

where xi are drawn independently from Pn and exp≤D(t) =
∑D

k=0 t
k/k! is the order-D Tay-

lor expansion of the exponential function. This formula is both elegant in principle, showing that
the behavior of ‖L≤Dn ‖ may be reduced to the behavior of the scalar “overlap” random variables
〈x1,x2〉, and leads to simplified proofs of low-degree analyses in practice. We show that a simi-
lar result holds in any NEF-QVF, so long as we (1) replace the equality with a suitable inequality,
(2) replace xi with suitably centered and normalized z-scores, and (3) replace the exponential func-
tion with a suitable relative, which will depend on the NEF-QVF’s value of v2, the coefficient of µ2

in the variance function.
We first briefly describe the set of all possible values of v2.

Proposition 10 Let V := [0,+∞) ∪ {− 1
m : m ∈ Z≥1} ⊂ R. Then, for any NEF-QVF, v2 ∈ V .

Conversely, for any v ∈ V , there exists an NEF-QVF with v2 = v. The only NEF-QVFs with
v2 < 0 are the binomial families (including Bernoulli), and the only NEF-QVFs with v2 = 0 are
the Gaussian and Poisson families.

Definition 11 For t ∈ R and v ∈ V , define

f(t; v) :=


et if v = 0,

(1− vt)−1/v if v 6= 0 and t < 1/|v|,
+∞ if v > 0 and t ≥ 1/|v|.

(10)

Moreover, for D ∈ N, let f≤D(t; v) denote the order-D Taylor expansion of f(t; v) about t = 0 for
fixed v, and let f≤+∞(t; v) := f(t; v).
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Figure 1: We plot f(t; v) near t = 0 for various values of v, emphasizing the monotonicity in v and
the appearance of the exponential function for v = 0.

See Figure 1 for an illustration of these functions “sandwiching” the exponential.

Theorem 12 Let ρ̃µ be a mean-parametrized NEF-QVF over µ ∈ Ω ⊆ R, with variance function
V (µ) = v0 + v1µ+ v2µ

2. For µ, x ∈ Ω, define the z-score as

zµ(x) :=
x− µ√
V (µ)

. (11)

Let µn,i ∈ Ω and Pn be as in Definition 6 of the kin-spiked NEF-QVF model. Define the z-score
overlap,

rn :=

N(n)∑
i=1

zµn,i(x
1
i )zµn,i(x

2
i ), (12)

where x1,x2 ∼ Pn independently. Let L≤Dn denote the low-degree likelihood ratio.

• If v2 ≥ 0, then for any n ∈ N and D ∈ N ∪ {+∞},

‖L≤Dn ‖2 ≤ E
[
f≤D(rn; v2)

]
, (13)

and equality holds if v2 = 0 (i.e., in the Gaussian and Poisson NEFs).

• If v2 < 0, then for any n ∈ N and D ∈ N ∪ {+∞},

E
[
f≤D(rn; v2)

]
≤ ‖L≤Dn ‖2 ≤ E

[
f≤D(rn; 0)

]
. (14)
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We also give more cumbersome exact formulae in Section A, but emphasize these bounds here
for their similarity to the simpler Gaussian case. In particular, since f(t; v) ≈ exp(t) near t = 0
for any v, to a first approximation it appears reasonable to estimate ‖L≤Dn ‖2 ≈ E[exp≤D(rn)]. We
suggest this as a powerful heuristic, far simpler than the full low-degree likelihood ratio analysis,
for making quick predictions of computational thresholds. As an example, we use this to informally
derive the Kesten-Stigum threshold in the symmetric stochastic block model with two communities
in Section B.1, in merely a few lines of calculation requiring no graph-theoretic intuition.

2.2. Channel monotonicity

The monotonicity of the functions f(t; v) in v evident in Figure 1 suggests that we might expect
‖L≤Dn ‖ to be monotone across different kin-spiked NEF-QVF models with the same mean distribu-
tion Pn. While this does not follow directly from the above result, a slightly more careful argument
shows that it is indeed the case.

Theorem 13 Suppose L(i)
n for i ∈ {1, 2} are the likelihood ratios for the hypothesis testing

problems in two kin-spiked NEF-QVF models, with mean domains Ω(i) and variance functions
V (i)(µ) = v

(i)
0 + v

(i)
1 µ + v

(i)
2 µ2. Suppose that the null means µn,j and the distribution Pn are the

same in both problems (in particular, Ω(1) ∩ Ω(2) must contain the support of Pn). If v(1)
2 ≤ v

(2)
2 ,

then, for any D ∈ N ∪ {+∞}, ‖(L(1)
n )≤D‖2 ≤ ‖(L(2)

n )≤D‖2.

Informally, this says that if v(1)
2 ≤ v

(2)
2 , then “Problem 1 is at least as hard as Problem 2,” for any

given computational budget. For example, for a fixed collection of null means µn,i and a fixed spike
mean distribution Pn, we would predict the following relationships among output “channels” or
observation distributions, with “≥” denoting greater computational difficulty:

Bernoulli ≥ Binomial ≥ Gaussian = Poisson ≥ Exponential. (15)

This suggests two intriguing open problems further probing the low degree method. First, are
these predictions in fact accurate, i.e., can they be corroborated with any other form of evidence
of computational hardness? (One intriguing possibility is average-case reductions in the style of
Berthet and Rigollet (2013); Brennan and Bresler (2020) between different NEF-QVFs.) And sec-
ond, if these predictions are accurate, then does strict inequality hold in computational cost between
any of these versions of a given problem, or does channel universality hold (we borrow the term
from Lesieur et al. (2015) but use it in a slightly different sense), where in fact computational com-
plexity of testing does not depend on the NEF-QVF through which the data are observed?

2.3. Hyperbolic secant spiked matrix model

We now turn our attention to additively-spiked NEF-QVF models, and isolate one particular model
where we can both perform explicit calculations and draw a comparison to prior works. This is
a spiked matrix model—asking us to determine whether an unstructured random matrix has been
deformed by a rank-one perturbation—with noise distributed according to ρsech the probability mea-
sure on R which has the following density w(x) with respect to Lebesgue measure:

w(x) :=
1

2 cosh(πx/2)
=

1

2
sech(πx/2). (16)
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Figure 2: We plot the density w(x) of the hyperbolic secant distribution used in Theorem 17, show-
ing that it is effectively a smoothed version of the density 1

2 exp(−|x|) of the better-known
Laplace distribution.

This density belongs to the rather obscure class of “generalized hyperbolic secant” NEFs mentioned
in Table 1. It may be viewed as a smoothing of the Laplace distribution; see Figure 2.3

We next specify the spiked matrix model we will study.

Definition 14 (Rademacher-spiked Wigner matrix models) Given a probability measure ρ over
R, we write Wig(ρ, λ) = ((Qn,Pn))∞n=1 for the sequence of pairs of probability measures Qn and

Pn over R([n]2 ) defined as follows:

• Under Y ∼ Qn, we draw Y{i,j} ∼ ρ independently for all i < j.

• Under Y ∼ Pn, we first draw x ∼ Unif({±1}n) and Z{i,j} ∼ ρ independently for all i < j,
and then set Y{i,j} = λ√

n
xixj + Z{i,j}.

Thus Wig(ρsech, λ) is an additively-spiked NEF-QVF model, as described in Definition 7. We
may also view Y = λ√

n
xx> + Z as symmetric matrices, where we omit the diagonal from the

observations (this is a technical convenience that is straightforward but tedious to eliminate).
The following result characterizes two testing algorithms related to computing the largest eigen-

value. For Y itself, for sufficiently large λ, the largest eigenvalue undergoes a “pushout” effect un-
der Pn and becomes larger than the typical largest eigenvalue under Qn, as characterized by a variant
of the Baik–Ben Arous–Péché (BBP) transition of random matrix theory (Baik et al., 2005; Capi-
taine et al., 2009). It turns out, however, that it is suboptimal to merely compute and threshold the
largest eigenvalue of Y ; instead, the optimal algorithm is to first apply an entrywise transformation
and only then compute and threshold the largest eigenvalue.

Proposition 15 (Better-than-BBP testing (Capitaine et al., 2009; Perry et al., 2018)) Define the
constant λ∗ := 2

√
2/π ≈ 0.9.

3. This density has some other remarkable mathematical properties: (1) like the Gaussian density, up to dilation w(x)
is its own Fourier transform, and (2) w(x) is the Poisson kernel over the strip {z : Im(z) ∈ [−1, 1]} ⊂ C.
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• If λ > 1, then strong detection in Wig(ρsech, λ) can be achieved in polynomial time by the
PCA test,

fPCA(Y ) :=

{
p if 1√

n
λmax(Y ) ≥ 1

2(2 + λ+ λ−1),

q otherwise.
(17)

• If λ < 1, then fPCA does not achieve strong detection in Wig(ρsech, λ).

• If λ > λ∗, then strong detection in Wig(ρsech, λ) can be achieved in polynomial time by the
pre-transformed PCA test:

f tPCA(Y ) :=

{
p if 1√

n
λmax

(
π
2 tanh

(
π
2Y
))
≥ 1

2(2λ∗ + λ2
∗ · λ+ λ−1),

q otherwise.
(18)

Here, tanh(·) is applied entrywise to the matrix argument.

• If λ < λ∗, then there exists no test (efficiently computable or not) that can achieve strong
detection in Wig(ρsech, λ).

The threshold λ∗ is related to the Fisher information in the family of translates of ρsech as λ∗ =
(
∫∞
−∞w

′(x)2/w(x)dx)−1/2, and the optimal entrywise transformation is the logarithmic derivative
π
2 tanh(π2x) = −w′(x)/w(x); the results of Perry et al. (2018) show that both relationships hold
for optimal tests in non-Gaussian spiked matrix models in great generality.

While low-degree polynomials can approximate the test fPCA via the power method, the tran-
scendental entrywise tanh(·) transformation used by f tPCA seems rather ill-suited to the low-degree
analysis. We show below that, indeed, if we attempt to carry out the low-degree method for this
problem while bounding the entrywise degree of the polynomials involved—the greatest power with
which any given entry of Y can appear—then we obtain an incorrect threshold. Loosely speaking,
this suggests that some analytic computation like the transcendental tanh(·) operation is in fact
necessary to obtain an optimal test.

Definition 16 (Entrywise degree) For a polynomial p ∈ R[y1, . . . , yN ], write degi(p) for the great-
est power with which yi occurs in a monomial having non-zero coefficient in p.

Theorem 17 Suppose D ∈ N and 0 < λ < λ∗ + 1
20D . Then,

lim sup
n→∞



maximize EY ∼Pnfn(Y )

subject to fn ∈ R[Y ],

deg{i,j}(fn) ≤ D for all {i, j} ∈
(

[n]
2

)
,

EY ∼Qnfn(Y )2 = 1


< +∞. (19)

That is, when we restrict our attention to polynomials of entrywise degree at most D a constant not
growing with n, the apparent computational threshold suggested by the corresponding low-degree
calculation shifts by Ω(1/D) from the true value.

This limitation applies, for example, to the approach of the recent work of Ding et al. (2020a).
The authors propose to build tests and estimators for spiked matrix models that remain effective
under heavy-tailed noise distributions by using polynomials that sum over monomials indexed by
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self-avoiding walks on the matrix Y . In particular, they show that, for λ > 1—the optimal threshold
for Gaussian noise—such polynomials can successfully achieve strong detection in Wig(ρ, λ) for a
wide variety of measures ρ, ranging from Gaussian ρ to very heavy-tailed ρ for which fPCA fails
severely. However, our result implies that, since these polynomials have entrywise degree 1 (that
is, they are multilinear), such polynomials (and many generalizations thereof to higher but bounded
entrywise degree) cannot achieve strong detection for all λ > λ∗, and thus are suboptimal for this
model.

2.4. Exploration before inference: a challenge for low-degree polynomials

The discussion above suggests that, for algorithms computing low-degree polynomials, there is a
tension between robustness to heavy-tailed noise distributions and optimality for specific rapidly-
decaying (and, in the case above, non-Gaussian) noise distributions. We propose the following
hypothesis testing problem to capture a simple case of this challenge.

Definition 18 (Mixed spiked matrix model) Fix α > 1 and λ > 0. Let ρheavy be the proba-
bility measure over R whose density is proportional to (1 + x2)−α/2. Denote Wig(ρsech, λ) =:

((Q(1)
n ,P(1)

n ))∞n=1 and Wig(ρheavy, λ) =: ((Q(2)
n ,P(2)

n ))∞n=1. Let Mix(α, λ) = ((Qn,Pn))∞n=1 for Qn
and Pn defined as follows:

• Under Qn, draw i ∼ Unif({1, 2}), and observe Y ∼ Q(i)
n .

• Under Pn, observe Y ∼ P(1)
n .

In words, in the null distribution we flip a coin to choose between a heavy-tailed and a rapidly-
decaying but non-Gaussian entrywise distribution for the noise matrix, while in the planted distri-
bution we always observe the latter kind of noise.

The motivation for this definition should be clear at a technical level in the context of the
low-degree likelihood ratio analysis: the possibility of receiving heavy-tailed inputs in effect re-
stricts the available polynomials to low entrywise degree, which in turn precludes optimal testing
in Wig(ρsech, λ). Still, we suggest that this example is not as artificial as it might appear; on the
contrary, it captures an important reality of statistical practice. When faced with a dataset, the statis-
tician knows to first examine the data, and in particular assess what distributional assumptions could
be justified, before applying a particular algorithm. We might, for instance, think of the case i = 2
in Qn as observing the results of a severely miscalibrated experiment, in which case we should not
use an inference procedure fine-tuned to our distributional expectations. As this initial examination
is often said to fall under the rubric of “exploratory data analysis,” we call this algorithmic strategy
exploration before inference.

It appears difficult for low-degree polynomials to match the performance of algorithms perform-
ing exploration before inference. In particular, we have the following result.

Theorem 19 For all α > 1 and λ > λ∗, there is a polynomial-time algorithm achieving strong
detection in Mix(α, λ). However, for all 0 < λ < λ∗ + 1

10α , we have

lim sup
n→∞


maximize EY ∼Pnfn(Y )

subject to fn ∈ R[Y ] ∩ L2(Qn)

EY ∼Qnfn(Y )2 = 1

 < +∞. (20)

11
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We remark that the optimization above is over all polynomials, with no degree constraint; the
only constraint is that the polynomials belong to L2(Qn). While we have specifically engineered
Mix(α, λ) to have fewer polynomials in L2(Qn), it seems reasonable to conjecture that even algo-
rithms that threshold polynomials in the sense of (1) would fail to achieve strong detection in this
model. On the other hand, the algorithm achieving the first statement is a simple application of ex-
ploration before inference: first, it examines the entrywise maximum of Y to determine with high
probability whether i = 2 was chosen under Qn. If so, it returns q; if not, it applies the test f tPCA

from Proposition 15.
One possible resolution of this difficulty is the notion of coordinate degree suggested in the

formalization of the low-degree method in the thesis of Hopkins (2018). Functions of low coordinate
degree are those spanned by functions depending only on a small number of variables; this gives
a generalization of low-degree polynomials that is more natural in that it does not depend upon
the specific functional basis of low-degree monomials. At the very least, Mix(·, ·) gives a fairly
natural model where optimizing over functions of low coordinate degree rather than low-degree
polynomials is necessary for the low-degree method to make correct predictions.

3. Open problems

In conclusion, we propose two directions for future research. The first is to determine whether the
overlap form of the norm of the full or low-degree likelihood ratio holds in greater generality than the
NEF-QVF distributions considered here or the further example of the Gaussian Wishart distribution
considered in Bandeira et al. (2020b,a). These may be viewed as “integrable” statistical models,
where powerful systems of combinatorial identities for orthogonal polynomials allow us to derive
overlap formulae. There are some further examples where this may be possible; one tantalizing
possibility is to analyze exponential families with variance functions given by polynomials of small
degree greater than two. Such families have been studied in the statistics literature; see, e.g., Letac
and Mora (1990); Hassairi and Zarai (2004) for cubic variance functions. Better yet would be a
general overlap form not depending on the detailed structure of orthogonal polynomials; however,
it remains unclear how to complete such a derivation without algebraic tools.

Another problem is to determine the extent to which low-degree polynomials can capture explo-
ration before inference. One specific intriguing question is whether replacing degree with coordi-
nate degree in the setting of Section 2.4 allows low-degree functions to solve the detection problem
posed there, that is, whether functions of low coordinate degree can in fact achieve strong detection
in Mix(α, λ) for all α > 1 and λ > λ∗. Of course, the same question applies to other carica-
tures of situations requiring exploration before inference. Generally, it seems difficult to encode
the “branching” or “if statement” step of algorithms including exploration into a function of low
coordinate degree, and thus plausible that the low-degree method, even augmented with the notion
of coordinate degree, might make an incorrect prediction for Mix(α, λ) and similar models.

We note also that exploration before inference need not always coincide with robustness, where
we want an algorithm to perform well under poorly-behaved random or adversarial corruptions of
the inputs. Exploration before inference could also arise in, e.g., a model choosing one of several
different rapidly-decaying noise distributions, where an algorithm might estimate the noise distri-
bution before performing inference. One such example was studied by Montanari et al. (2018) who
give an algorithm with optimal performance on spiked matrix models that is fully agnostic to the
noise distribution (over a broad class). Their approach proceeds by performing kernel density esti-
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mation of the noise distribution from the data, followed by applying a pre-transformation tailored
to this noise distribution as proposed by Perry et al. (2018), and then using PCA on the transformed
matrix. This is a prototypical and more realistic example of exploration before inference, and our
results suggest that such an algorithm again likely cannot be captured in the low-degree polynomial
class; as before, we see little reason that changing degree to coordinate degree would help. The
twin problems of formulating precisely what it means for an algorithm to be adaptive in this way
and showing that low-degree algorithms cannot achieve such adaptivity would establish an impor-
tant limitation on what kinds of problems are well-suited to the low-degree paradigm.
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Appendix A. Low-degree likelihood ratio analysis in NEF-QVFs

In this section, we give an explicit formulae for ‖L≤Dn ‖2 in kin- and additively-spiked NEF-QVF
models, and prove the bounds in Theorem 12. Our strategy will be to decompose Ln according to
orthogonal polynomials in L2(Qn), and sum the masses of the components of low-degree polyno-
mials.

Therefore, in Section A.1, we first review the general description of orthogonal polynomials
in NEF-QVFs, and prove some minor further results that will be useful. Then, in Section A.2 we
give formulae for the coefficients of each orthogonal polynomial component of the likelihood ratio
in both the kin- and additively-spiked models. Finally, in Sections A.3 and A.4, we prove results
concerning the norms of the full and low-degree likelihood ratios in kin-spiked models (including
Theorem 12), where further simplifications are possible.

A.1. Orthogonal polynomials in NEF-QVFs

Our main tool will be that, in NEF-QVFs, there is a remarkable connection between the likelihood
ratio and the orthogonal polynomials of ρθ. The likelihood ratio in any NEF is simple:

L(y; θ) :=
dρθ
dρ0

(y) = exp(yθ − ψ(θ)), (21)
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where ψ(θ) = Ex∼ρ0 [exp(θx)]. We may also reparametrize in terms of the mean:

L̃(y;µ) := L(y; (ψ′)−1(µ)) = exp(y(ψ′)−1(µ)− ψ((ψ′)−1(µ))). (22)

As the following result of Morris shows, in an NEF-QVF, L̃(y;µ) is a kind of generating function
of the orthogonal polynomials of ρ̃µ.

Definition 20 For v ∈ R, define the sequences of constants

âk(v) :=

k−1∏
j=0

(1 + vj), (23)

ak(v) := k! · âk(v). (24)

Proposition 21 (NEF-QVF Rodrigues Formula; Theorem 4 of Morris (1982)) Let µ0 = ψ′(0) =
Ex∼ρ0 [x]. Define the polynomials

pk(y;µ0) :=
V (µ0)k

L̃(y, µ0)
· d

kL̃

dµk
(y, µ0). (25)

Then, pk(y;µ0) is a degree k monic polynomial in y, and this family satisfies the orthogonality
relation

E
y∼ρ̃µ0

pk(y;µ0)p`(y;µ0) = δk` · ak(v2)V (µ0)k. (26)

In particular, defining the normalized polynomials

p̂k(y;µ0) :=
1

V (µ0)k/2
√
ak(v2)

pk(y;µ0), (27)

the p̂k(y;µ0) are orthonormal polynomials for ρ̃µ0 .

The main property of these polynomials that will be useful for us is the following identity, also
obtained by Morris, giving the expectation of a given orthogonal polynomial under the kin spiking
operation, i.e., under a different distribution from the same NEF-QVF.

Proposition 22 (Corollary 1 of Morris (1982)) For all k ∈ N and x, µ ∈ Ω,

E
y∼ρ̃x

pk(y;µ) = âk(v2)(x− µ)k. (28)

We may obtain a straightforward further corollary by including the normalization, which allows us
to incorporate the variance factor into a z-score, as follows.

Corollary 23 (Kin-spiked expectation) For all k ∈ N and x, µ ∈ Ω,

E
y∼ρ̃x

p̂k(y;µ) =

√
âk(v2)

k!
zµ(x)k. (29)

We will also be interested in the analogous result for additive spiking. This result is less elegant,
and is expressed in terms of another polynomial sequence. First, we write the precise generating
function relation between the likelihood ratio and the orthogonal polynomials.

16



LOW-DEGREE POLYNOMIAL TESTING IN MORRIS FAMILIES

Proposition 24 (Generating function) Let µ ∈ Ω and write ψ(η) = Ex∼ρ̃µ [exp(ηx)]. Then,

∑
k≥0

zµ(t)k

k!
p(y;µ) = exp

(
y(ψ′)−1(t)− ψ((ψ′)−1(t))

)
. (30)

Note that here we are “rebasing” the NEF-QVF to have ρ̃µ as the base measure by our definition of
ψ(·). One may view this result as generalizing to NEF-QVFs the generating function exp(ty− 1

2 t
2)

for Hermite polynomials. The key property of such generating functions is that y appears linearly
in the exponential. (Indeed, as early as 1934, Meixner had essentially discovered the NEF-QVFs,
albeit only recognizing their significance in terms of this distinctive property of their orthogonal
polynomials Meixner (1934); Lancaster (1975).)

This linearity allows us to prove an addition formula, expanding the translation operator in
orthogonal polynomials.

Definition 25 (Translation polynomials) Let τk(y;µ) ∈ R[y] be defined by the generating func-
tion ∑

k≥0

zµ(t)k

k!
τk(y;µ) := exp

(
y(ψ′)−1(t)

)
. (31)

Also, define the normalized versions

τ̂(y;µ) :=
1

V (µ)k/2
√
ak(v2)

τk(x;µ). (32)

Proposition 26 (Addition formula) For all x, y ∈ R and µ ∈ Ω,

pk(x+ y;µ) =
k∑
`=0

(
k

`

)
τk−`(x;µ)p`(y;µ). (33)

Proof This follows from expanding the generating function (30) at x + y as a product of two
exponential generating functions.

Finally, we obtain the additively-spiked version of Corollary 23 by taking expectations and using
the orthogonality of the pk.

Proposition 27 (Additively-spiked expectation) For all k ∈ N, µ ∈ Ω, and x ∈ R,

E
y∼ρ̃µ

p̂k(x+ y;µ) = τ̂k(x;µ). (34)

Proof This follows from taking expectations on either side of (33), observing that the only non-zero
term is for ` = 0 by the orthogonality of the p`, and noting that p0(y;µ) = 1.
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A.2. Components of the likelihood ratio

Returning to the multivariate setting of our results, let Qn and Pn be as in Definition 6 of the kin-
spiked NEF-QVF model. Then, the likelihood ratio is

Ln(y) :=
dPn
dQn

(y) = E
x∼Pn

[
N∏
i=1

dρ̃xi
dρ̃µn,i

(yi)

]
. (35)

An orthonormal system of polynomials for Qn is given by the product basis formed from the
p̂k(y;µn,i) that we defined in Proposition 21:

P̂k(y;µn) :=
N∏
i=1

p̂ki(yi;µn,i) (36)

for k ∈ NN , where µn := (µn,1, . . . , µn,N(n)).
We show that the projection of Ln onto any component P̂k(·;µn) admits the following conve-

nient expression in terms of the z-score.

Lemma 28 (Components under kin spiking) In the kin-spiked NEF-QVF model, for all k ∈ NN ,

〈Ln, P̂k(·;µn)〉 =

√∏N
i=1 âki(v2)∏N
i=1 ki!

E
x∼Pn

[
N∏
i=1

zµn,i(xi)
ki

]
. (37)

Proof Performing a change of measure using the likelihood ratio and factorizing the inner product
using independence of coordinates under Qn, we find

〈Ln, P̂k(·;µn)〉 = E
y∼Qn

[
Ln(y)P̂k(y;µn)

]
= E
y∼Pn

[
P̂k(y;µn)

]
= E
x∼Pn

[
N∏
i=1

E
yi∼ρ̃xi

[p̂ki(yi;µn,i)]

]

and using Corollary 23,

=

√∏N
i=1 âki(v2)∏N
i=1 ki!

E
x∼Pn

[
N∏
i=1

zµn,i(xi)
ki

]
, (38)

completing the proof.

Following the same argument for the additively-spiked model and using Proposition 27 instead
of Corollary 23 gives the following similar result.

Lemma 29 (Components under additive spiking) In the additively-spiked NEF-QVF model, for
all k ∈ NN ,

〈Ln, P̂k(·;µn)〉 = E
x∼Pn

[
N∏
i=1

τ̂ki(xi;µn,i)

]
. (39)
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A.3. Full likelihood ratio norm

First, we give an exact formula for the norm of the untruncated likelihood ratio in a kin-spiked
NEF-QVF model.

Theorem 30 In the kin-spiked NEF-QVF model, for all n ∈ N,

‖Ln‖2 = E
x1,x2∼Pn

[
N∏
i=1

f(zµn,i(x
1
i )zµn,i(x

2
i ); v2)

]
. (40)

The key technical step is to recognize that the function f(·; v) from Definition 11 is in fact the
exponential generating function of the âk(v), as follows.

Proposition 31 For all t ∈ R and v ∈ V ,

f(t; v) =

∞∑
k=0

âk(v)

k!
tk. (41)

Proof Differentiating the power series termwise and using the formula from Definition 20 gives the
differential equation

∂

∂t
f(t; v) = f(t; v) + vt

∂

∂t
f(t; v), (42)

and the result follows upon solving the equation.

Proof (of Theorem 30) We have by Lemma 28

‖Ln‖2 =
∑
k∈NN

〈Ln, P̂k(·;µn)〉2

=
∑
k∈NN

∏N
i=1 âki(v2)∏N
i=1 ki!

(
E

x∼Pn

[
N∏
i=1

zµn,i(xi)
ki

])2

= E
x1,x2∼Pn

 ∑
k∈NN

N∏
i=1

{
âki(v2)

ki!
(zµn,i(x

1
i )zµn,i(x

2
i ))

ki

}
= E
x1,x2∼Pn

[
N∏
i=1

{ ∞∑
k=0

âk(v2)

k!
(zµn,i(x

1
i )zµn,i(x

2
i ))

k

}]
, (43)

and the result follows from Proposition 31.

A.4. Low-degree likelihood ratio norm: Proof of Theorem 12

For this result, we use two more ancillary facts about the constants âk(·).

Proposition 32 (Monotonicity) For k ∈ N, âk(v) is non-negative and monotonically non-decreasing
in v over v ∈ V .
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Proof Recall from (23) that, by definition,

âk(v) =
k−1∏
j=0

(1 + vj). (44)

Thus clearly âk(v) is monotonically non-decreasing over v ≥ 0, since each factor is monotonically
non-decreasing.

If v ∈ V with v < 0, then v = − 1
m for some m ∈ Z≥1. Thus for k ≥ m+ 1, âk(v) = 0. So, in

this case we may rewrite

âk(v) = 1{k ≤ m}
min{k−1,m−1}∏

j=0

(1 + vj). (45)

Now, each factor belongs to [0, 1), and again each factor is monotonically non-decreasing with v,
so the result follows.

Proposition 33 (Multiplicativity relations) For all k ∈ NN ,

∏N
i=1 âki(v) ≤ â∑N

i=1 ki
(v) if v > 0,∏N

i=1 âki(v) = â∑N
i=1 ki

(v) if v = 0,∏N
i=1 âki(v) ≥ â∑N

i=1 ki
(v) if v < 0.

(46)

Proof When v = 0, then âk(v) = 1 for all k, so the result follows immediately. When v > 0, we
have

N∏
i=1

âki(v) =

N∏
i=1

ki−1∏
j=0

(1 + vj)

≤
N∏
i=1

∑i
a=1 ka∏

j=
∑i−1
a=1 ka

(1 + vj)

=

∑N
i=1 ki∏
j=1

(1 + vj)

= â∑N
i=1 ki

(v). (47)

When v < 0, a symmetric argument together with the observations from Proposition 32 gives the
result.
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Proof (of Theorem 12) Suppose first that v2 ≥ 0. We have by Lemma 28

‖L≤Dn ‖2 =
∑
k∈NN
|k|≤D

〈Ln, P̂k(·;µn)〉2

=
∑
k∈NN
|k|≤D

∏N
i=1 âki(v2)∏N
i=1 ki!

(
Ex∼Pn

[
N∏
i=1

zµn,i(xi)
ki

])2

= E
x1,x2∼Pn

 ∑
k∈NN
|k|≤D

∏N
i=1 âki(v2)∏N
i=1 ki!

N∏
i=1

(zµn,i(x
1
i )zµn,i(x

2
i ))

ki

 ,
and using Proposition 33,

≤ E
x1,x2∼Pn

 ∑
k∈NN
|k|≤D

â|k|(v2)∏N
i=1 ki!

N∏
i=1

(zµn,i(x
1
i )zµn,i(x

2
i ))

ki



= E
x1,x2∼Pn

 D∑
d=0

âd(v2)

d!

∑
k∈NN
|k|=d

(
d

k1 · · · kN

) N∏
i=1

(zµn,i(x
1
i )zµn,i(x

2
i ))

ki


= E
x1,x2∼Pn

 D∑
d=0

âd(v2)

d!

(
N∑
i=1

zµn,i(x
1
i )zµn,i(x

2
i )

)d , (48)

giving the upper bound from (13) for v2 > 0. When v2 = 0, then equality holds above, so we obtain
equality in (13). Also, when v2 < 0, then the above argument holds with the inequality reversed,
giving the lower bound of (14).

Finally, for the upper bound of (14), note that when v2 < 0, we may bound ‖L≤Dn ‖2 using
Proposition 32 and the result for v2 = 0 by

‖L≤Dn ‖2 =
∑
k∈NN
|k|≤D

∏N
i=1 âki(v2)∏N
i=1 ki!

(
Ex∼Pn

[
N∏
i=1

zµn,i(xi)
ki

])2

≤
∑
k∈NN
|k|≤D

∏N
i=1 âki(0)∏N
i=1 ki!

(
Ex∼Pn

[
N∏
i=1

zµn,i(xi)
ki

])2

= E
x1,x2

f≤D(rn; 0), (49)

giving the result.
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Appendix B. Applications

B.1. Example: Kesten-Stigum on the back of an envelope

Let us show how to use Theorem 12 to predict a computational threshold in the symmetric stochastic
block model with two communities (see, e.g., Abbe (2017); Moore (2017) for surveys of this model).
In this model,N(n) =

(
n
2

)
, and indexing inN is identified with pairs {i, j} ∈

(
[n]
2

)
, which represent

edges in a graph. There are two external parameters, a, b > 0. The model belongs to the Bernoulli
NEF-QVF, with v2 = −1, and the means in the null and planted models are as follows:

• Under Qn, µn,{i,j} = a+b
2n , with variances V (µn,{i,j}) = µn,{i,j}(1− µn,{i,j}) ≈ µn,{i,j}.

• Under Pn, we generate σ ∈ {±1}N either i.i.d. uniformly or conditioned to have equal
numbers of plus and minus coordinates (this does not make a significant difference), and set
x{i,j} = a

n if σi = σj and x{i,j} = b
n if σi 6= σj . We may summarize this as

x{i,j} =
a+ b

2n
+
a− b
2n

σiσj . (50)

We first compute the z-scores:

zµn,{i,j}(x{i,j}) =

(
a+b
2n + a−b

2n σiσj
)
− a+b

2n√
a+b
2n

=
1√
2n
· a− b√

a+ b
· σiσj . (51)

As a shorthand, let us write z(x) for the coordinatewise application of this function. We then
compute the inner product of the z-scores of two independent copies of x, which may be expressed
in terms of two copies of σ:

rn := 〈z(x1), z(x2)〉 =
1

2n

(a− b)2

a+ b

∑
1≤i<j≤n

σ1
i σ

2
i σ

1
jσ

2
j =

(a− b)2

4(a+ b)
· 〈σ

1,σ2〉2 − n
n

. (52)

By our heuristic based on Theorem 12, we then expect

‖L≤Dn ‖2 ≈ E
σ1,σ2

[
exp≤D

(
(a− b)2

4(a+ b)
·
(〈σ1,σ2〉2

n
− 1

))]
. (53)

(Alternatively, if we work in the Poisson NEF instead of the Bernoulli NEF, then this will be an
exact equality by Theorem 12.)

We assume heuristically that 〈σ1,σ2〉/√n is distributed approximately as N (0, 1), and that
D(n) grows slowly enough that only after this convergence does the convergence exp≤D(·) →
exp(·) occur. Thus, we expect

lim sup
n→∞

‖L≤D(n)
n ‖2 . E

g∼N (0,1)

[
exp

(
(a− b)2

4(a+ b)
(g2 − 1)

)]
, (54)

where the right-hand side evaluates the moment-generating function of a χ2 random variable, which
is finite if and only if (a−b)2

4(a+b) <
1
2 , or if and only if (a− b)2 < 2(a+ b), which is the Kesten-Stigum

threshold.
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B.2. Channel monotonicity: Proof of Theorem 13

This result is a simple consequence of the arguments we have made already to prove Theorem 12.
Proof (of Theorem 13) We have by Lemma 28

‖(L(i)
n )≤D‖2 =

∑
k∈NN
|k|≤D

〈L(i)
n , P̂k(·;µn)〉2

=
∑
k∈NN
|k|≤D

∏N
j=1 âkj (v

(i)
2 )∏N

j=1 kj !

Ex∼Pn

 N∏
j=1

zµn,j (xj)
kj

2

. (55)

In each term on the right-hand side, the only factor that depends on i is
∏N
j=1 âkj (v

(i)
2 ), so the result

follows from the monotonicity described by Proposition 32. (Indeed, this shows slightly more, that
the monotonicity holds even for the norm of the projection of L(i)

n onto the orthogonal polynomial
of any given index k.)

B.3. Hyperbolic secant spiked matrix model: Proof of Theorem 17

To prove this result, we will analyze the translation polynomials τk, from Definition 25, for the
NEF generated by ρsech. First, note that the mean and variance of ρsech are µ = 0 and V (0) = 1,
and more generally the variance function in the generated NEF is V (µ) = µ2 + 1 (per Table 1),
where in particular the quadratic coefficient is v2 = 1. Thus the associated normalizing constants
are ak(v2) = (k!)2 and âk(v2) = k!.

Recall that the translation polynomials admit a generating function expressed in terms of the
cumulant generating function of ρsech. We therefore compute

ψ(θ) := E
y∼ρsech

exp(θy) =
1

2

∫ ∞
−∞

sech
(πy

2

)
exp(θy) dy = − log(cos θ), (56)

ψ′(θ) = tan(θ), (57)

whereby the translation polynomials for µ = 0 (the mean of ρsech) have the generating function

∑
k≥0

tk

k!
τk(y; 0) =

∑
k≥0

tkτ̂k(y; 0) = exp
(
y tan−1(t)

)
. (58)

Before proceeding, we also establish some preliminary bounds on the coefficients and values of
these polynomials. We denote by [x`](p(x)) the coefficient of x` in a polynomial or formal power
series p(x).

Proposition 34 For all k ≥ 1 and ` ≥ 0,

|[x`](τ̂k(x))| ≤ 1{k ≡ ` (mod 2), ` > 0}(2 log(ek))`−1

k `!
. (59)
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Proof Expanding the generating function, we have

[x`](τ̂k(x)) = [tkx`](exp(x tan−1(t))) =
1

`!
[tk]((tan−1(t))`). (60)

If k ≥ 1 and ` = 0, then this is zero. Since the coefficients in the Taylor series of tanh−1(t) are
[tk](tanh−1(t)) = 1{k ≡ 1 (mod 2)}(−1)(k−1)/2/k, we may bound

|[x`](τ̂k(x))| ≤ 1{k ≡ ` (mod 2), ` > 0} 1

`!

∑
a1,...,a`≥1
a1+···+a`=k

1∏`
i=1 ai︸ ︷︷ ︸

c(k,`)

. (61)

We now show that c(k, `) ≤ (2 log(ek))`−1/k by induction on `. Since c(k, 1) = 1/k, the base
case holds. We note the bound on harmonic numbers

k∑
a=1

1

a
≤ log(ek) for all k ≥ 1. (62)

Supposing the result holds for c(k, `− 1), we expand c(k, `) according to the value that a` takes:

c(k, `) ≤
k−1∑
a=1

1

a
c(k − a, `− 1)

≤ (2 log(ek))`−2
k−1∑
a=1

1

a
· 1

k − a (inductive hypothesis)

≤ (2 log(ek))`−2

k

k−1∑
a=1

(
1

a
+

1

k − a

)
≤ (2 log(ek))`−2

k
· 2 log(ek), (by (62))

completing the argument.

This yields the following pointwise bound. As we will ultimately be evaluating this on quantities
of order O(n−1/2), what is most important to us is the precision for very small arguments.

Corollary 35 For all k ≥ 1 and x > 0,

|τ̂k(x)| ≤
{
x · 1

k · (ek)2x if k odd,
x2 · 2 log(ek)

k · (ek)2x if k even.
(63)

Proof Write `0 = 1 if k is odd and `0 = 2 if k is even. We bound by Proposition 34,

|τ̂k(x)| ≤ 1

k

k∑
`=`0

(2 log(ek))`−1

`!
x`

≤ x`0(2 log(ek))`0−1

k

k∑
`=`0

(2 log(ek)x)`−`0

(`− `0)!

≤ x`0(2 log(ek))`0−1

k
exp((2 log(ek)x), (64)
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and the result follows upon rearranging.

Proof (of Theorem 17) First, applying Lemma 29 to the hyperbolic secant spiked matrix model,
the coefficients of the likelihood ratio are given by, for any k ∈ N([n]2 ),

〈Ln(Y ), P̂k〉 = E
X∼Pn

 ∏
1≤i<j≤n

τ̂k{i,j}(X{i,j})


= E
x∼Unif({±1}n)

 ∏
1≤i<j≤n

τ̂k{i,j}

(
λ√
n
xixj

) . (65)

Our specific choice of x ∈ {±1}n allows an interesting further simplification: thanks to this
choice, we can decouple the dependence of the components of Ln on λ from the dependence on x.
Note that, by the generating function identity (58), for all k ≥ 0 we have that τk(x) contains only

monomials of the same parity as k. Therefore, for all k ∈ N([n]2 ), we have

〈Ln, P̂k〉 =
∏
i<j

τ̂kij

(
λ√
n

)
· E
x

∏
i<j

(xixj)
kij

 . (66)

Here and in the remainder of the proof, we write kij = k{i,j} and i < j for 1 ≤ i < j ≤ n to lighten
the notation. Let us also write |k|∞ := maxi<j kij .

We note that, since the second factor above is either 0 or 1, we may further bound

|〈Ln, P̂k〉| ≤

∣∣∣∣∣∣
∏
i<j

τ̂kij

(
λ√
n

)∣∣∣∣∣∣ · Ex
∏
i<j

(xixj)
kij


When |k|∞ ≤ D, then, by Corollary 35, we may continue

≤
∏
i<j
kij>0

(eD)
λ√
n

kij
(2 log(ekij))

1{kij even}
(
λ√
n

)1+1{kij even}

E
x

∏
i<j

(xixj)
kij

 . (67)

Squaring and rewriting this as an expectation over two independent x1,x2 ∼ Unif({±1}n), we find

|〈Ln, P̂k〉|2 ≤ E
x1,x2

∏
i<j
kij>0

(eD)
2 λ√

n

k2
ij

(2 log(ekij))
2 1{kij even}

(
λ√
n

)2(1+1{kij even})
(x1
ix

2
ix

1
jx

2
j )
kij .

(68)

Summing over |k|∞ ≤ D, we then find∑
k∈NN
|k|∞≤D

|〈Ln, P̂k〉|2

≤ E
x1,x2

∏
i<j

1 + (eD)
2 λ√

n
λ2

n

D∑
k=1
k odd

1

k2
(x1
ix

2
ix

1
jx

2
j )
k + (eD)

2 λ√
n
λ4

n2

D∑
k=1
k even

4 log(ek)2

k2
(x1
ix

2
ix

1
jx

2
j )
k


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and, using that the xai are Rademacher-valued,

= E
x1,x2

∏
1≤i<j≤n

1 + (eD)
2 λ√

n
λ2

n
x1
ix

2
ix

1
jx

2
j

D∑
k=1
k odd

1

k2
+ (eD)

2 λ√
n
λ4

n2

D∑
k=1
k even

4 log(ek)2

k2


Here, using that

∑
`≥0

1
(2`+1)2

= π2

8 = λ−2
∗ and

∑
`≥D/2

1
(2`+1)2

≥
∫∞
D/2

dx
(2x+1)2

= 1
2D+2 ≥ 1

3D ,
we may write

= E
x1,x2

∏
1≤i<j≤n

(
1 + (eD)

2 λ√
n
λ2

n
x1
ix

2
ix

1
jx

2
j

(
1

λ2
∗
− 1

3D

)
+O

(
1

n2

))

≤ E
x1,x2

exp

(eD)
2 λ√

n
λ2

n

(
1

λ2
∗
− 1

3D

) ∑
1≤i<j≤n

x1
ix

2
ix

1
jx

2
j +O(1)


= E
x1,x2

exp

(
(eD)

2 λ√
n
λ2

2

(
1

λ2
∗
− 1

3D

) 〈x1,x2〉2
n

+O(1)

)
,

where we absorb the diagonal terms from 〈x1,x2〉2/n into the O(1) term. Finally, by our assump-
tion we have λ < λ∗ + 1

20D . Therefore, λ2 < λ2
∗ + 41

400D . So, λ2(λ−2
∗ − 1

3D ) < 1− 1
6D + 41

400D <
1− 1

20D , and thus, for sufficiently large n, we will have

≤ E
x1,x2

exp

(
1

2

(
1− 1

20D

) 〈x1,x2〉2
n

+O(1)

)
. (69)

This is precisely the quantity arising in the analysis of computationally-unbounded strong detec-
tion for the Gaussian Rademacher-spiked matrix model in Perry et al. (2018) (invoking Le Cam’s
second moment method as mentioned above), where it is shown that this quantity is bounded as
n→∞, since the factor multiplying 〈x1,x2〉2/n is strictly smaller than 1

2 . (This makes formal the
heuristic argument that 〈x1,x2〉/√n converges to a standard Gaussian random variable, whereby
the above is asymptotically an evaluation of the moment generating function of a χ2 random vari-
able, which we also alluded to in Section B.1.) Thus we find

lim sup
n→∞

∑
k∈NN
|k|∞≤D

|〈Ln, P̂k〉|2 < +∞, (70)

as claimed.

Remark 36 (A general “Rademacher trick”) Step 1 in the proof above, where we take advantage
of the Rademacher prior to decouple the dependence of the likelihood ratio’s components on the
signal-to-noise ratio λ from that on the actual spike vector x, should apply in much greater gen-
erality. Indeed, we expect a similar property to hold in any additive model where (1) the spike
distribution x ∼ Pn has the property that |xi| = λ(n) for some constant λ(n) for all i ∈ [N(n)],
and (2) the noise distribution is symmetric, whereby the polynomials playing the role of τ̂k will be
even polynomials for even k and odd polynomials for odd k. Thus a similar analysis is likely pos-
sible in a wide range of models with “flat” signals x, reducing the low-degree analysis to analytic
questions about τ̂k.
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Remark 37 The argument of Perry et al. (2018) derives the critical value λ∗ for Wig(ρsech, λ)
in terms of the Fisher information in the family of translates of the distribution ρsech, while our
calculation, if we consider D = D(n) growing slowly, obtains the same value using orthogonal
polynomials. It appears that the connection between these derivations lies in the summation identity∑

`≥0
1

(2`+1)2
= π2

8 . We suspect that there are similar identities associated to these two approaches
to calculating the critical signal-to-noise ratio in Wig(ρ, λ) for other well-behaved measures ρ.
It would be interesting to understand what class of summation identities arises in this way, and
whether equating these two derivations can give novel proofs of such identities.

B.4. Mixed spiked matrix model: Proof of Theorem 19

This result follows almost immediately from Theorem 17 upon expanding the definitions.
Proof (of Theorem 19) Recall that ρheavy has density proportional to (1 + x2)−α/2, and we write
Wig(ρsech, λ∗ · λ) =: ((Q(1)

n ,P(1)
n ))∞n=1 and Wig(ρheavy, λ) =: ((Q(2)

n ,P(2)
n ))∞n=1. Note that, since

Ex∼ρheavy |x|β = +∞ for all β ≥ α− 1, all polynomials in L2(Q(2)
n ) have entrywise degree at most

α/2 in every coordinate.
Since Qn is a mixture of Q(1)

n and Q(2)
n with weight 1

2 for each, we have L2(Qn) = L2(Q(1)
n ) ∩

L2(Q(2)
n ) and EY ∼Qnfn(Y )2 = 1

2E
Y ∼Q(1)

n
fn(Y )2 + 1

2E
Y ∼Q(2)

n
fn(Y )2. Therefore,

maximize EY ∼Pnfn(Y )

subject to fn ∈ R[Y ] ∩ L2(Qn)

EY ∼Qnfn(Y )2 = 1



≤



maximize E
Y ∼P(1)

n
fn(Y )

subject to fn ∈ R[Y ] \ {0}
deg{i,j}(fn) ≤ α/2 for all {i, j} ∈

(
[n]
2

)
E
Y ∼Q(1)

n
fn(Y )2 ≤ 2



≤



maximize E
Y ∼P(1)

n
fn(Y )

subject to fn ∈ R[Y ]

deg{i,j}(fn) ≤ α/2 for all {i, j} ∈
(

[n]
2

)
E
Y ∼Q(1)

n
fn(Y )2 = 1


·
√

2, (71)

where the final expression is precisely that controlled by Theorem 17, and the result follows upon
taking D = α/2 in that result.
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