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Abstract

We study reinforcement learning (RL) with linear function approximation where the underlying
transition probability kernel of the Markov decision process (MDP) is a linear mixture model (Jia
et al., 2020; Ayoub et al., 2020; Zhou et al., 2021) and the learning agent has access to either an in-
tegration or a sampling oracle of the individual basis kernels. For the fixed-horizon episodic setting
with inhomogeneous transition kernels, we propose a new, computationally efficient algorithm that
uses the basis kernels to approximate value functions. We show that the new algorithm, which we
call UCRL-VTR™, attains an O(dH VT ) regret where d is the number of basis kernels, H is the
length of the episode and 7' is the number of interactions with the MDP. We also prove a matching
lower bound Q(dH~/T) for this setting, which shows that UCRL-VTR™ is minimax optimal up
to logarithmic factors. At the core of our results are (1) a weighted least squares estimator for the
unknown transitional probability; and (2) a new Bernstein-type concentration inequality for self-
normalized vector-valued martingales with bounded increments. Together, these new tools enable
tight control of the Bellman error and lead to a nearly minimax regret. To the best of our knowledge,
this is the first computationally efficient, nearly minimax optimal algorithm with an integration or
a sampling oracle for RL with linear function approximation.

Keywords: Reinforcement learning, stochastic linear bandits, concentration inequality

1. Introduction

Improving the sample efficiency of reinforcement learning (RL) algorithms has been a central re-
search question in the RL community. When there are finitely many states and actions and the value
function is represented using “tables”, the case known as “tabular RL’, a number of breakthroughs
during the past decade led to a thorough understanding of the limits of sample efficiency of RL. In
particular, algorithms with nearly minimax optimal sample complexity have been discovered for the
planning setting where a generative model is available (Azar et al., 2013; Sidford et al., 2018; Agar-
wal et al., 2020). Significant further work then led to nearly minimax optimal algorithms' for the
more challenging online learning setting, where the results cover a wide variety of objectives, rang-
ing from episodic Markov Decision Processes (MDPs) (Azar et al., 2017; Zanette and Brunskill,
2019; Zhang et al., 2020), through discounted MDPs (Lattimore and Hutter, 2012; Zhang et al.,

1. In this paper, we say an algorithm is nearly minimax optimal if this algorithm attains a regret/sample complexity that
matches the minimax lower bound up to logarithmic factors.
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2021b; He et al., 2020) to infinite horizon MDPs with the average reward criterion (Zhang and Ji,
2019; Tossou et al., 2019).

A classical approach to deal with such large MDPs is to assume access to a function approxima-
tion technique that allows for a compact, or compressed representation of various objects of interest,
such as policies or value functions (Sutton and Barto, 1998). Recently, there is a growing body of
work in understanding the interplay between reinforcement learning and function approximation.
When a generative model is available, Yang and Wang (2019) proposed a computationally efficient,
nearly minimax optimal RL algorithm that works with such linear function approximation for a
special case when the learner has access to a polynomially sized set of “anchor state-action pairs”.
Lattimore et al. (2020) proposed an optimal-design based RL algorithm without the anchor state-
action pairs assumption. However, for online RL where no generative model is accessible, as of
today a gap between the upper bounds (Yang and Wang, 2020; Jin et al., 2020; Wang et al., 2020c;
Modi et al., 2020; Zanette et al., 2020a,b; Jia et al., 2020; Ayoub et al., 2020) and the lower bounds
(Du et al., 2019; Zhou et al., 2021) still exist, with or without the anchor state-action assumption.
Therefore, a natural question arises:

Does there exist a computationally efficient, nearly minimax optimal RL algorithm with linear
function approximation?

In this paper, we answer this question affirmatively for the special class of linear mixture MDPs,
where the transition probability kernel is a linear mixture of a number of basis kernels (Modi et al.,
2020; Jia et al., 2020; Ayoub et al., 2020; Zhou et al., 2021). Following ideas developed for the
tabular case (e.g., Azar et al. 2013) we replace the conservative Hoeffding-type confidence bounds
used in UCRL-VTR of Ayoub et al. (2020) with a Bernstein-type confidence bound that is based on
a new, Bernstein-type variant of the standard self-normalized concentration inequality of Abbasi-
Yadkori et al. (2011). In detail, our contributions are listed as follows.

e We propose a Bernstein-type self-normalized concentration inequality for vector-valued martin-
gales, which improves the dominating term of the analog inequality of Abbasi-Yadkori et al.
(2011) from R\/ﬁ to 0\/3 + R, where R and o2 are the magnitude and the variance of the noise
respectively, and d is the dimension of the vectors involved. Our concentration inequality is a
non-trivial extension of the Bernstein inequality from the scalar case to the vector case.

e With the Bernstein-type tail inequality, we consider a linear bandit problem as a “warm-up”
example, whose noise at round ¢ is R-bounded and of o2-variance. Note that bandits can be seen
as a special instance of episodic RL where the length of the episode equals one. We propose
a new algorithm called Weighted OFUL, which adapts a new linear regression scheme called

weighted ridge regression. We prove that Weighted OFUL enjoys an O(RVdT + dy/ Zthl o?)

regret, which strictly improves the regret 6(Rd\/f) obtained for the OFUL algorithm by Abbasi-
Yadkori et al. (2011).

o We further apply the new tail inequality to the design and analysis of online RL algorithms for
the aforementioned linear mixture MDPs (Jia et al., 2020; Ayoub et al., 2020; Zhou et al., 2021).
In the episodic setting, we propose a new algorithm, UCRL-VTR™, which can be seen as an
extension of UCRL-VTR studied by Jia et al. (2020); Ayoub et al. (2020). The key idea of
UCRL-VTRT is to utilize weighted ridge regression and a new estimator for the variance of the
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value function. We show that UCRL-VTR™ attains an O(dH /T + v dH3/T + d*H? + d® H?)
regret, where T’ is the number of interactions with the MDP and H is the episode length. We also
prove a nearly matching lower bound Q(dH+/T) on the regret. Whend > H and T" > d*H? +
d3>H?®, our UCRL-VTR™ algorithm achieves an O(dH+/T) regret, which matches our proved
lower bound. Thus, our results imply that our algorithm is minimax optimal up to logarithmic
factors in the high-dimensional large-sample regime.

To the best of our knowledge, ignoring logarithmic factors, our proposed UCRL-VTR™ is the first
minimax optimal online RL algorithm with linear function approximation using the common case
of a constant-dimension feature mapping. UCRL-VTR™ is also computationally efficient with an
access to a sampling or an integration oracle. The closest to our result is that of Zanette et al. (2020b)
who proved their ELEANOR algorithm enjoys a regret of at most O (> le AWK ), where d}, is the
dimension of the feature mapping at the h-th stage and K is the number of episodes. ELEANOR can
be shown to be nearly optimal for the special case when d; = 2522 dy, but is not optimal when
di = --- = dg = d. Furthermore, as noted by the authors, ELEANOR is not computationally
efficient.

Notation We use lower case letters to denote scalars, and use lower and upper case bold face
letters to denote vectors and matrices respectively. We denote by [n] the set {1,...,n}. For a
vector x € R?% and matrix £ € R?*?, a positive semi-definite matrix, we denote by ||x||2 the
vector’s Euclidean norm and define ||x||s = vVx'3x. For x,y € R% let x ©® y be the Hadamard
(componentwise) product of x and y. For two positive sequences {a,, } and {b,} withn =1,2,...,
we write a, = O(b,,) if there exists an absolute constant C' > 0 such that a,, < Cb, holds for
all n > 1 and write a,, = §(by,) if there exists an absolute constant C' > 0 such that a,, > Cb;,
holds for all n > 1. We use O(-) to further hide the polylogarithmic factors. We use 1{-} to
denote the indicator function. For a,b € R satisfying a < b, we use [x] [a,b] to denote the function

z-1{a <z <b}+a-1{x <a}+b-1{x > b}, which truncates its argument to the [a, b] interval.

2. Related Work

The purpose of this section is to review prior works that are most relevant to our contributions.

Linear Bandits Linear bandits can be seen as the simplest version of RL with linear function ap-
proximation, where the episode length (i.e., planning horizon) H = 1. There is a huge body of
literature on linear bandit problems (Auer, 2002; Chu et al., 2011; Li et al., 2010, 2019; Dani et al.,
2008; Abbasi-Yadkori et al., 2011). Most of the linear bandit algorithms can be divided into two
categories: algorithms for k-armed linear bandits, and algorithms for infinite-armed linear bandits.
For the k-armed case, Auer (2002) proposed a SupLinRel algorithm, which makes use of the eigen-
value decomposition and enjoys an O(log3/ 2(kT)\/dT) regret® . Li et al. (2010); Chu et al. (2011)
proposed a SupLinUCB algorithm using the regularized least-squares estimator, which enjoys the
same regret guarantees. Li et al. (2019) proposed a VCL-SupLinUCB algorithm with a refined
confidence set design which enjoys an improved O(/log(T") log(k)dT) regret, which matches the
lower bound up to a logarithmic factor. For the infinite-armed case, Dani et al. (2008) proposed
an algorithm with a confidence ball, which enjoys O(d+/T log® T ) regret. Abbasi-Yadkori et al.
(2011) improved the regret to O(dv/T log? T ) with a new self-normalized concentration inequality

2. We omit the poly(log log(kT")) factors for the simplicity of comparison.
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for vector-valued martingales. Li et al. (2021) further improved the regret to O(d+/T log T'), which
matches the lower bound up to a logarithmic factor. However, previous works only focus on the
case where the reward noise is sub-Gaussian. In this paper, we show that if the reward noise is
restricted to a smaller class of distributions with bounded magnitude and variance, a better regret
bound can be obtained. The main motivation to consider this problem is that linear bandits with
bounded reward and variance can be seen as a special RL with linear function approximation when
the episode length H = 1. Thus, this result immediately sheds light on the challenges involved in
achieving minimax optimal regret for general RL with linear function approximation.

Reinforcement Learning with Linear Function Approximation Recent years have witnessed a
flurry of activity on RL with linear function approximation (e.g., Jiang et al., 2017; Yang and Wang,
2019, 2020; Jin et al., 2020; Wang et al., 2020c; Modi et al., 2020; Dann et al., 2018; Du et al., 2019;
Sun et al., 2019; Zanette et al., 2020a,b; Cai et al., 2020; Jia et al., 2020; Ayoub et al., 2020; Weisz
etal., 2021; Zhou et al., 2021; He et al., 2021). These results can be generally grouped into four cat-
egories based on their assumptions on the underlying MDP. The first category of work uses the low
Bellman-rank assumption (Jiang et al., 2017) which assumes that the Bellman error “matrix” where
“rows” are index by a test function and columns are indexed by a distribution generating function
from the set of test functions assumes a low-rank factorization. Representative work includes Jiang
etal. (2017); Dann et al. (2018); Sun et al. (2019). The second category of work considers the linear
MDP assumption (Yang and Wang, 2019; Jin et al., 2020) which assumes taht both the transition
probability function and reward function are parameterized as a linear function of a given feature
mapping over state-action pairs. Representative work includes Yang and Wang (2019); Jin et al.
(2020); Wang et al. (2020c); Du et al. (2019); Zanette et al. (2020a); Wang et al. (2020b); He et al.
(2021). The third category of work focuses on the low inherent Bellman error assumption (Zanette
et al., 2020b), which assumes the Bellman backup can be parameterized as a linear function up to
some misspecification error. Zanette et al. (2020b) proposed an ELEANOR algorithm with a regret
5( thl AV K ), where dj, is the dimension of the feature mapping at the h-th stage within the
episodes and K is the number of episodes. They also proved a lower bound Q(Zthl dpnvVK ) un-
der the sub-Gaussian norm assumption of the rewards and transitions but only for the special case
when d; = ZhHZQ dp. It can be seen that in this special case, their upper bound matches their lower
bound up to logarithmic factors, and thus their algorithm is statistically near optimal. However, in
the general case when dy = --- = dyg = d, there still exists a gap of H between their upper and
lower bounds. Furthermore, as noted by the authors, the ELEANOR algorithm is not computation-
ally efficient. The last category considers linear mixture MDPs (a.k.a., linear kernel MDPs) (Modi
etal., 2020; Jia et al., 2020; Ayoub et al., 2020; Zhou et al., 2021), which assumes that the transition
probability function is parameterized as a linear function of a given feature mapping over state-
action-next-state triples. Representative work includes Yang and Wang (2020); Modi et al. (2020);
Jia et al. (2020); Ayoub et al. (2020); Cai et al. (2020); Zhou et al. (2021); He et al. (2021) (of these,
Yang and Wang (2020) considers a special case, but their results extend to the linear mixture case
seamlessly). Our work also considers linear mixture MDPs.

Bernstein Bonuses for Tabular MDPs There is a series of work proposing algorithms with nearly
minimax optimal sample complexity or regret for the tabular MDP under different settings, includ-
ing average-reward, discounted, and episodic MDPs (Azar et al., 2013, 2017; Zanette and Brunskill,
2019; Zhang and Ji, 2019; Simchowitz and Jamieson, 2019; Zhang et al., 2020; He et al., 2020;
Zhang et al., 2021a). The key idea at the heart of these works is the usage of the law of total vari-
ance to obtain tighter bounds on the expected sum of the variances for the estimated value function.
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These works have designed tighter confidence sets or upper confidence bounds by replacing the
Hoeffding-type exploration bonuses with Bernstein-type exploration bonuses, and obtained more
accurate estimates of the optimal value function, a technique pioneered by Lattimore and Hutter
(2012). Our work shows how this idea extends to algorithms with linear function approximation.
To the best of our knowledge, our work is the first work using Bernstein bonus and law of total
variance to achieve nearly minimax optimal regret for RL with linear function approximation.

3. Preliminaries

We consider RL with linear function approximation for episodic MDPs. In the following, we will
introduce the necessary background and definitions. For further background, the reader is advised
to consult, e.g., Puterman (2014).

Inhomogeneous, episodic MDP We denote an inhomogeneous, episodic MDP by a tuple M =
(S, A, H, {rp L {Pp}L ), where S is the state space, A is the action space, H is the length
of the episode, 7, : S x A — [0,1] is the deterministic reward function, and Py, is the transition
probability function at stage h so that for s, s’ € S, a € A, Py, (s'|s, a) is the probability of arriving
at stage h + 1 at state s’ provided that the state at stage h is s and action a is chosen at this stage.
For the sake of simplicity, we restrict ourselves to countable state and finite action spaces. A policy
= {ﬂ'h}thl is a collection of H functions, where each of them maps a state s to an action a. For
(s,a) € S x A, we define the action-values Q7 (s, a) and (state) values V;™ (s) as follows:

H

QZ(Sa a) = Eﬁ,h,s,a |: Z Th(Sh/, ah’):| ) V}ZF(S) = QZ(S, TI'h(S)), Vngl(S) =0.
h'=h

In the definition of Q}, Er 1 s, means an expectation over the probability measure over state-
action pairs of length H — h + 1 that is induced by the interconnection of policy m and the MDP
M when initializing the process to start at stage h with the pair (s,a). In particular, the prob-
ability of sequence (sp, an, Spa1,Ahs1,---,SH,ar) under this sequence is 1(s, = s)1(ap =
a)Pr(Sp+1|Sh, ah)lﬂ'h+1(5h+1):ah+1 Py _1(sulsH—1,a8-1)1r, (s;)=ay - The optimal value func-
tion V;*(-) and the optimal action-value function Qj (-,-) are defined by V}"(s) = sup,. V;"(s) and
Q5 (s,a) = sup, Q7 (s, a), respectively. For any function V' : S — R, we introduce the shorthands

[PhV](S,CL) = ES’NIP’h('|s,a)V(S/)> [th](sa a) = [th2](s’a) - ([th](sv a))Q’

where V2 stands for the function whose value at s is V?(s). Using this notation, the Bellman
equations for policy 7 and the Bellman optimality equation can be written as

QZ(‘S? a) = Th(S, a) + [thhﬂ—&-l](‘s? a)? Q;kz(‘S? a) = Th(sv CL) + []P)hvi;-l](sa a)’

Note that both hold simultaneously for all (s,a) € S x Aand h € [H].

In the online learning setting, a learning agent who does not know the kernels {IP;, },, but, for
the sake of simplicity, knows the rewards {r,};, aims to learn to take good actions by interacting
with the environment. For each k£ > 1, at the beginning of the k-th episode, the environment
picks the initial state s¥ and the agent chooses a policy 7* to be followed in this episode. As
the agent follows the policy through the episode, it observes the sequence of states {sﬁ}h with
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sk IR Pp,(+|sF, 7% (sF)). The goal is to design a learning algorithm that constructs the sequence
{n*}}. based on past information so that the /K -episode regret,

K
Regret(M, K) Z [Vi( sh) (s’f)}
k=1

is kept small. In this paper, we focus on proving high probability bounds on the regret Regret( M, K),
as well as lower bounds in expectation.

Linear Mixture MDPs We consider a special class of MDPs called linear mixture MDPs (a.k.a.,
linear kernel MDPs), where the transition probability kernel is a linear mixture of a number of basis
kernels. This class has been considered by a number of previous authors (Jia et al., 2020; Ayoub
et al., 2020; Zhou et al., 2021) and is defined as follows: Firstly, let ¢(s’[s,a) : S x A X S — RY
be a feature mapping satisfying that for any bounded function V' : § — [0, 1] and any tuple (s, a) €
S x A, we have

v (s,a)]l2 < 1,where ¢y (s,a) = > ¢(s'|s,a)V(s') (1)

s'eS

We define episodic linear mixture MDPs as follows:

Definition 1 (Jia et al. 2020; Ayoub et al. 2020) M = (S, A, H, {r,}IL |, {Ph}thl) is called an
inhomogeneous, episodic B-bounded linear mixture MDP if there exist vectors 0, € R® with
0r]l2 < B and ¢(-|-, -) satisfying (1), such that P, (s'|s,a) = (d(s'|s, a), Oy) for any state-action-
next-state triplet (s,a,s') € S x A x S and stage h.

Note that in the learning problem, the vectors introduced in the above definition are initially un-
known to the learning agent. In the rest of this paper, we assume that the learning agent is given
access to ¢ and the unknown episodic linear mixture MDP is parameterized by ©* = {0}/ . We
denote this MDP by Mg-+.

4. Challenges and New Technical Tools

To motivate our approach, we start this section with a recap of previous work addressing online
learning in episodic linear mixture MDPs. This allows us to argue for how this work falls short of
achieving minimax optimal regret and motivates us to develop new theoretical tools to achieve that.

4.1. Barriers to Minimax Optimality in RL with Linear Function Approximation

To understand the key technical challenges that underly achieving minimax optimality in RL with
linear function approximation, we first look into the UCRL with “value-targeted regression” (UCRL-
VTR) method of Jia et al. (2020) (for a longer exposition, with refined results see Ayoub et al.
(2020)) for episodic linear mixture MDPs. The key idea of UCRL-VTR is using a model-based
supervised learning framework to learn the underlying unknown parameter vector 8; of linear mix-
ture MDP, and use the learned parameter vector 6y, , to build an optimistic estimator Qy, (-, -) for
the optimal action-value function Q*(+, -). In detail, for any stage h of the k-th episode, the follow-
ing equation holds: For value functions Vj, = {Vk’h}h constructed based on data received before
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episode k and the state action pair (sﬁ, a’fb) visited in stage h of episode k,

[Pth h—l—l](sfwah <Z¢ ‘Shaah)vk h+1( ) 0;;> = <¢Vk7h+1(slf€waz)70;§>v

where the first equation holds due to the definition of linear mixture MDPs (cf. Definition 1), the
second equation holds due to the definition of ¢y , ., (+,-) in (1). As it turns out, taking actions that
maximize the value shown above with appropriately constructed value functions V}, is sufficient
for minimizing regret. Therefore, learning the underlying 6; can be regarded as solving a “linear
bandit” problem (Part V, Lattimore and Szepesvari, 2020), where the context is @y, , ., (sz, aﬁ) €
R%, and the noise is Vi 41 (sﬁﬂ) [Py Vi hi1] (55, ak). Previous work (Jia et al., 2020; Ayoub et al.,
2020) proposed an estimator 6y, ;, as the minimizer to the following regularized linear regression
problem:

k—1

: P12

Ok = a];gmdm A6l + Z (DVinin 3h> ah) 0) - Vj7h+l(3gz+1)] :
€R

2

J=1

By using the standard self-normalized concentration inequality for vector-valued martingales of
Abbasi-Yadkori et al. (2011), one can show then that, with high probability, 8; lies in the ellipsoid

Cen = { =i -0 < ﬁk}
which is centered at 8}, j,, with shape parameter Xy, , = )\I—i—Z?;ll AT (sib, t:ng)(ﬁvj’h+1 (sfl, aiL)T
and where 3}, is the radius chosen to be proportional to the magnitude of the value function V}, 5,1 (),
which eventually gives 8, = O(v/dH). It follows that if we define

Qk,h(’a') = |:Th('7‘) + max <07¢Vk,h+1('7')>:| )
Beckyh [071_]]
then, with high probability, Q1 (-, -) is an overestimate of Q7 (-, -), and the summation of “subopti-
—1/2

mality gaps” can be bounded by S5, ST BkHEk 1 ®Vi i (-5 7)|l2. This leads to the O(dH??\/T)
regret by further applying the elliptical potential lemma from linear bandits (Abbasi-Yadkori et al.,
2011).

However, we note that the above reasoning has a number of shortcomings. First, it chooses the
confidence radius (), proportional to the magnitude of the value function V}, 51 (-) rather than its
variance [V Vi p11](-,-). This is known to be too conservative: Tabular RL is a special case of
linear mixture MDPs and here it is known by the law of total variance (Lattimore and Hutter, 2012;
Azar et al., 2013) that the variance of the value function is smaller than its magnitude by a factor
V/H. This inspires us to derive a Bernstein-type self-normalized concentration bound for vector-
valued martingales which is sensitive to the variance of the martingale terms. Second, even if we
were able to build such a tighter concentration bound, we still need to carefully design an algorithm
because the variances of the value functions {V;,V}, 41 (sﬁ, aﬁ)} » at different stages of the episodes
are non-uniform: We face a so-called heteroscedastic linear bandit problem. Naively choosing a
uniform upper bound for all the variances {[V},V}; p+1] (slfL, a’fL) }1, yields no improvement compared
with previous results. To address this challenge, we will need to build variance estimates and use
these in a weighted least-squares estimator to achieve a better aggregation of the heteroscedastic
data.
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4.2. A Bernstein Self-normalized Concentration Inequality for Vector-valued Martingales

One of the key results of this paper is the following Bernstein self-normalized concentration in-
equality:

Theorem 2 (Bernstein inequality for vector-valued martingales) Ler{G,}{°, be afiltration, {x¢,n: }+>1
be a stochastic process so that x; € RY is G,-measurable and Nt € R is Gyyi-measurable. Fix
R,L,o,A >0, u* € R% Fort > 1lety; = (u*,x¢) + n¢ and suppose that 1, x; also satisfy

| < R, E[n|Ge] =0, Enf|Ge] < 02, ||x¢]]2 < L.

Then, for any 0 < § < 1, with probability at least 1 — § we have

t
g XiTli
i=1

where fort > 1, pu; = Zt_lbt, Z; =)+ Zle xixiT, b, = ZEZI yiX; and

vt >0, LS B e = 1z, < Bt VAR o, 3)

Z,

Bi = 80\/dlog(1 + tL2/(d))) log(4t2/5) + 4R log(4t?/6) .
Proof The proof adapts the proof technique of Dani et al. (2008); for details see Appendix B.1. W

Theorem 2 can be viewed as a non-trivial extension of the Bernstein concentration inequality
from scalar-valued martingales to self-normalized vector-valued martingales. It is a strengthened
version of self-normalized tail inequality for vector-valued martingales when the magnitude and the
variance of the noise are bounded. Abbasi-Yadkori et al. (2011) considered the setting where 7,
is R-sub-Gaussian and showed that (3) holds when 3; = R\/dlog((1+tL2/))/d) = O(RV/d),
while our result improves this to 3; = 6(0\/3 + R). A more detailed comparison between Theorem
2 and previous results is given in Appendix A.1.

4.3. Weighted Ridge Regression and Heteroscedastic Linear Bandits

In this subsection we consider the problem of linear bandits where the learner is given at the end
of each round an upper bound on the (conditional) variance of the noise in the responses as input.
This abstract problem is studied to work out the tools needed to handle the heteroscedasticity of the
noise that arises in the linear mixture MDPs in a cleaner setting. In more details, let {D;}7°, be a
fixed sequence of decision sets. The agent selects an action a; € D, and then observes the reward
re = (u*, a;) + €, where p* € R? is a vector unknown to the agent and ¢; is a random noise
satisfying the following properties almost surely:

Vt, ler] < R, Elet]ars, e14-1] = 0, E[eZ|ary, e14-1] < 07, [|ai2 < A. 4

As noted above, the learner gets to observe o; together with r; after each choice it makes. We
assume that oy is (aj., €1.4—1)-measurable. The goal of the agent is to minimize its pseudo-regret,
defined as follows:
T T
Regret(T) = Z(aé‘, p - Z(at, p*), where a; = argmax(a, p*).
t—1 t=1 aeD;
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Our problem setup is similar to the setting studied by Kirschner and Krause (2018), where it is not
the variance, but the sub-Gaussianity parameter that the learner observes at the end of the rounds.
The learner’s goal is then to make use of this information to achieve a smaller regret as a function
of the sum of squared variances (a “second-order bound”). This is also related to the Gaussian side-
observation setting and partial monitoring with feedback graphs considered in Wu et al. (2015).

To make use of the variance information, we propose Weighted OF UL, which is an extension of
the “Optimism in the Face of Uncertainty for Linear bandits” algorithm (OFUL) of Abbasi-Yadkori
et al. (2011). The algorithm’s pseudocode is shown in Algorithm 1.

Algorithm 1 Weighted OFUL

Require: Regularization parameter A > 0, and B, an upper bound on the £3-norm of p*
1: Ag < ML, co « 0, fig < Ay 'co, Bo =0,Co + {p: || — Holla, < Bo + VAB}
2. fort=1,...,T do
3:  Observe Dy
4 Let (ag, fi)  argmaxuep, uec, (@ w)
5. Select a; and observe (r, 0¢), set 5; based on oy, set radius B\t as defined in (6)
6 Ay +— Ay 4+ atatT/&tQ, Ct < Ct—1 +7“tat/6't2, ﬁt — A;lct, Cp {[1, : ||[1, — ﬁ'tHAt <

BH-\E\B}

7: end for

In round ¢, Weighted OFUL selects the estimate fz; of the unknown p* as the minimizer to the
following weighted ridge regression problem:

t
fiv + argmin Ml + 3 (. a) — 71?07, )
pERY i=1

where 7; is a selected upper bound of ;. The closed-form solution to (5) is in Line 6 of Algorithm
1. The term “weighted” refers to the normalization constant &; used in (5). The estimator in (5) is
closely related to the best linear unbiased estimator (BLUE) (Henderson, 1975). In particular, in the
language of linear regression, with A = 0 and when 72 is the variance of r;, with a fixed design,
M is known to be the lowest variance estimator of p* in the class of linear unbiased estimators.
Note that both Lattimore et al. (2015) and Kirschner and Krause (2018) used a similar weighted
ridge-regression estimator for their respective problem settings.

By adapting the new Bernstein-type self-normalized concentration inequality in Theorem 2, we
obtain the following bound on the regret of Weighted OFUL.:

Theorem 3 Suppose that for all t > 1 and all a € Dy, (a,u*) € [-1,1],
o; = max{R/Vd,o;}, \ = 1/B? and

/,L*HQ < B. Set

Bo=0, B = 8\/dlog(1 +tA2/([5 . 12dN)) log(4t2/8) + 4R /5L, -log(4t2/8), t > 1. (6)

min
where 6,tm~n = minj<j<¢ 6;. Then, with probability at least 1 — 6, the regret of Weighted OFUL for

the first T rounds is bounded as follows:

T
Regret(T) = 6(R\/ﬁ +d Z at2>. (7
t=1
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Proof See Appendix B.2. |

Remark 4 Comparing (7) of Theorem 3 with the regret bound Regret(T) = 6(Rd\/T ) achieved
by OFUL in Abbasi-Yadkori et al. (2011), it can be seen that the regret of Weighted OFUL is strictly
better than that of OFUL since oy < R.

5. Optimal Exploration for Episodic Linear Mixture MDPs

In this section, equipped with the new technical tools discussed in Section 4, we propose a new
algorithm UCRL-VTR™ for episodic linear mixture MDPs (see Definition 1). We also prove its
near minimax optimality by providing matching upper and lower bounds.

5.1. The Proposed Algorithm

Algorithm 2 UCRL-VTR™ for Episodic Linear Mixture MDPs
Requlre Regularlzatlon parameter A, an upper bound B of the £2-norm of 6}
FOl‘hE[ ]setElh,Elhe/\I blh,blh%O Olh,01h<—0 V1H+1<)FO
2. fork=1,...,Kdo
3: forh:H,...,ldo

4: Qk,h(’v ) — |:7’h(', ) <0k hs d)Vk h+1 ) > + BkHEk h ¢Vk h+1 ) H :| Where /Bk
is defined in (14)
5: 7 (-) « argmax,e 4 Q.+, a)
6: Vien(+) < maxges Qrn(- a)
7:  end for
8  Receive s}
9: forh=1,...,Hdo
. : k k(ok o ok k ok
10: Take action ay, < (s} ), receive sy | ~ Py(-[sy, ay))
11: Set [Vk’th’]—H,l](Sz, a’,j) as in (13) and E}, ;, as in (15)
12: Th,h \/max {H2/d, [thVk’hH](sz, aZ) + Ehh} {Variance upper bound}
13: ik—l—l,h — ik,h + 5,;i¢vk7h+1 (s, af)pv, .. (sk,af)T {“Covariance”, 1st moment}
14: biyip < byn + 5-k;_,%z¢vk,h+l (sﬁ, a’fL)Vk,hH(stH) {Response, 1st moment}
15: Yht1h — Bpn + ¢V;3 (sﬁ, k)(;')v2 (sh,ah) {“Covariance”, 2nd moment}
16: gk+1 h Bk n+ ¢V2 (sh, ak V2 h+1(5h+1) {Response, 2nd moment }
17: 0k+1 B 2k+1 hbk-+1 s 9k+1 B 2k+1 hbk+1 » {1st and 2nd moment parameters }
18:  end for
19: end for

At a high level, UCRL-VTR™ is an improved version of the UCRL-VTR algorithm by Jia et al.
(2020) and refined and generalized by Ayoub et al. (2020). UCRL-VTR™, shares the basic structure
of UCRL-VTR, which constructs the optimistic estimate of the optimal action-value function at k-th

10
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episode and h-th stage as follows, following the optimism in the face of uncertainty principle:

Qualt-) = [l max (6,v;,0, () ®

0eCy,p, } [0,H] '

where the confidence set Ck r, constructed is an ellipsoid in the parameter space, centered at the
parameter vector Bk r, and shape given by the “covariance” matrix s k,» and having a radius of Bk

Chn = { H21/2 (0 — 6y, h)H2 < Bk}, )

Given the choice of CAk,h, it is not hard to see that the update in Line 4 is equivalent to (8). Given
{Qk,n}r, in each episode k, at h-th stage, UCRL-VTR™ executes actions that are greedy with
respect to ()i p, (Line 5).

Weighted Ridge Regression and Optimistic Estlmates of Value Functions The key novelty of
UCRL-VTR™ is the use of the covariance matrix Ek r (Line 13) and the parameter vector Ok h
(Line 17) based on weighted ridge regression (cf. Section 4) to learn the underlying ;. To under-
stand the mechanism behind UCRL-VTR™, recall the discussion in Section 4.1: Vj, 41 (s’fL 4+1) and
oAV (sf;, aﬁ) can be seen as the stochastic reward and context of a linear bandits problem. Then,
letting a,ih = [V, Vi nt1](sF, af) be the variance of the value function, the analysis in Section 4
suggests that one should use a weighted ridge regression estimator, such as

k—1

j 2, _
Or1 = argmm MOIE + D (D, (55 a1). 0) = Vi (shy )] /55, (10)
7j=1

where 7 ;, is an appropriate upper bound on o ;,. We propose to set

6k,h = \/max {HQ/d, [Vk’hvk,h+1](sz, aﬁ) + Ek,h},

where [V, Vi hi1] (sﬁ, a’fl) is a scalar-valued empirical estimate for the variance of the value func-
tion Vj, 41 under the transition probability Py, (-|sk, ax), and Ej, j, is an offset term that is used to
guarantee that Wk,hvk,hﬂ] (sfb, aﬁ) + E}. j, upper bounds 0,%7 », With high probability. The detailed
specifications of these are deferred later. Moreover, by construction, we have &y, > H/ Vd. Our
construction of oy, , shares a similar spirit as the variance estimator used in empirical Bernstein
inequalities (Audibert et al., 2009; Maurer and Pontil, 2009), which proved to be pivotal to achieve
nearly minimax optimal sample complexity/regret in tabular MDPs (Azar et al., 2013, 2017; Zanette
and Brunskill, 2019; He et al., 2020).

Several nontrivial questions remain to be resolved. First, we need to specify how to calculate
the empirical variance [V, Vi, 4+1](s5, a¥). Second, in order to ensure Q. 1,(+, -) is an overestimate
of Q}(-,), we need to choose an appropriate ﬁk such that Cj, ,» contains 67 with high probablhty
Third, we need to select Ej, , to guarantee that [V, , Vi p41] (s’fL, a¥) + Ej., upper bounds o2 , with
high probability. ’

11
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Variance Estimator To address the first question, we recall that by definition, we have

(ViVine] (55, ab) = PRV, 1) (sko af) — (PaVigper)(sE, ab))”
= (¢y (shﬂah’0h>_[<¢Vk,h+1(8§7ai)79;>]27 (11)

k,h+1

where the second equality holds due to the definition of linear mixture MDPs. By (11) we conclude

; 2 k k ; : ; k .k
that the expectation of V;,  ; (sy, , ;) over the next state, sj; , ;. is a linear function of ¢sz, - (sp,ap).

Therefore, we use (¢y, , +1(st, aﬁ), 0~kh> to estimate this term, where 5k7h is the solution to the
following ridge regression problem:

k-1
- _ 72
01 = argmin A[|0[|5 + D | (Dv2,., (shs 1 @),0) = Vi (0] (12)

OcRd j=1

The closed-form solution to (12) is in Line 17. In addition, we use (¢v; ., (s’,fb, az), 5kh> to esti-
mate the second term in (11). Meanwhile, since [P, V2, 1](s}, af) € [0, H?] and [P Vi y1](s), af) €
[0, H] hold, we add clipping to control the range of our variance estimator, which gives the final ex-
pression of [V , Vi ny1](s5, af):

(Vi r Vi) (sp,af) = [<¢7v,3,+ (s, Z)ﬁk,hﬂ o |:<¢Vk,h+1(8i’az>7é\k,h>i|[207H]' (13)

More discussions about the algorithm design are in Appendix C.1. Meanwhile, UCRL-VTR™ is
computationally efficient for some specific family of ¢(-|-, -) given access to an integration oracle.
Detailed discussions are in Appendix C.2.

Confidence Set To address the choice of Ek and E}, 5, we need the following key technical lemma:

Lemma 5 Let CAk,h be defined in (9) and set Bk as

Br = 8+/dlog(1 + k/A) log(4k2H/5) + 4V dlog(4k*H /8) + VAB.. (14)
Then, with probability at least 1 — 30, we have that simultaneously for all k € [K| and h € [H],
05 € Cions |[VinVinsal(shs af) = [VaVini1) (ks af)| < Epp,

where Ey, j, is defined as follows:

Ek‘,h :mm{ 2HB HZ ¢th+1(8h’ah H }+m1n{ ’5kH2kh ¢V2h+1( z,alfL)HQ},
(15)

with

= 8d+/log(1 + k/\) log(4k2H/0) + 4v/dlog(4k*H/§) + V/AB,
Br, = 8y/dH*log(1 + kH%/(d))) log(4k2H /§) + AH?log(4k>*H /) + VAB.

12
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Proof See Appendix D.1. |

Lemma 5 shows that with high probability, for all stages h and episodes k, 6; lies in the
confidence set centered at its estimate 0Ak7h, and the error between the estimated variance and
the true variance is bounded by the offset term Ej, ;. Equipped with Lemma 5, we can verify
the following facts: First, since 8] € Ck h, it can be easily verified that <0k hs DV psr (s > +
ﬁkHE_1/2¢Vk w5l = (05 v () = [PrVias1)(-, ), which shows that our con-
structed Q (-, ) in Line 4 is indeed an overestimate of Q; (-, ). Second, recalling the definition
of akh defined in Line 12, since ][Vk WV h+1](s’fL,ah) [V Vi, h+1](sﬁ,a’,§)‘ < E}n, we have
akﬁ > [thVk’hH](sh,ah) + Epp > [thk,h+1](3h7ah) which shows that &, j, is indeed an
overestimate of the true variance [V, Vi p41](sF, af).

5.2. Regret Upper Bound
Now we present the regret upper bound of UCRL-VTR™.

Theorem 6 Set A\ = 1/B2. Then, with probability at least 1 — 56, the regret of UCRL-VTR™ on
MDP Mg~ is upper bounded as follows:

Regret(Me+, K) = 5<\/d2H2 ¥ dH3VT + d*H® + dSHQ), T = KH. (16)

Proof [Sketch] The detailed proof is given in Appendix D.2. By Lemma 5, it suffices to prove the
result on the event £ when the conclusions of this lemma hold. Hence, in what follows assume
that this event holds. By using the standard regret decomposition and using the definition of the
confidence sets {@ h}kh, We can show that the total regret is bounded by the summation of the

bonus terms, Zk 1 Zh 1 BkHEk b qbvk h+1<5£v aﬁ) o
can be further bounded by ﬁ K \/ dH Z el Z he1 ak, »- Finally, by the definition of ak ., We have

Trp < H?/d+ Ek b+ [VinVenil(sE, af) < H?/d+2Eg j + [V Viens] (sf, af ). Therefore the
summation of & ak7 ;, can be bounded as

K H
z H3K/d+222Ekh+ZZWVk nl(sh, af)

=1h=1 k=1h=1 =1h=1
:0(HT+H2T/d+dH3\F), (17)

which, by the Cauchy-Schwarz inequality,

where the equality holds since by the law of total variance (Lattimore and Hutter, 2012; Azar
etal, 2013), 3230 030 (VA Vi) (sf, af) = O(HT), and 33, S5l B = O(dHVT +
d"® H>5\/T) by the elliptical potential lemma. [ |

Remark 7 Whend > H and T' > d*H? +d®H?, the regret in (16) can be simplified to 6(dH\/T)
Compared with the regret O(dH?/?>\/T) of UCRL-VIR in Jia et al. (2020); Ayoub et al. (2020)3,
the regret of UCRL-VIR™ is improved by a factor of H.

3. Jia et al. (2020); Ayoub et al. (2020) report a regret of order 6(dH \/T) However, these works considered the time-
homogeneous case where Py = --- = Pg. In particular, in the time-homogeneous setting parameters are shared
between the stages of an episode, and this reduces the regret. When UCRL-VTR is modified for the inhomogenous
case, the regret picks up an additional v/H factor. Similar observation has also been made by Jin et al. (2018).

13
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5.3. Lower Bound

In this subsection, we present a lower bound for episodic linear mixture MDPs, which shows the
optimality of UCRL-VTR™.

Theorem 8 Let B > 1 and suppose K > max{(d—1)?H/2,(d—1)/(32H(B—1))},d > 4, H >
3. Then for any algorithm there exists an episodic, B-bounded linear mixture MDP parameterized
by ©® = (04,...,0p) such that the expected regret is lower bounded as follows:

E@Regret(M@, K) > Q(dH\/T),

where T' = K H and Eg denotes the expectation over the probability distribution generated by the
interconnection of the algorithm and the MDP.

Proof [Sketch] We construct a hard-to-learn MDP instance M. The detailed construction and proof
are given in Appendix E.1 and E.2. We show that learning the optimal policy of such an MDP is no
harder than minimizing the regret on H linear bandit problems, where the payoff for the first H /2
bandits is 2(H)Z. Here Z is a Bernoulli random variable with mean equal to ©(1/H). Utilizing
existing lower bound results for linear bandits (Lattimore and Szepesvari, 2020) yields our result. H

Remark 9 Theorem 8 shows that for any algorithm running on episodic linear mixture MDPs,
its regret is lower bounded by Q(dH VT ). The lower bound together with the upper bound of
UCRL-VTR™ in Theorem 6 shows that UCRL-VTR™ is minimax optimal up to logarithmic factors.

6. Conclusion and Future Work

In this paper, we proposed a new Bernstein-type concentration inequality for self-normalized vector-
valued martingales, which was shown to tighten existing confidence sets for linear bandits when the
reward noise has low variance o7 and is almost surely uniformly bounded by a constant R > 0. This
also allowed us to derive a bandit algorithm for the stochastic linear bandit problem with changing
actions sets. The proposed algorithm uses weighted least-squares estimates and achieves a second-

order regret bound of order 9] (RVAT + d/ ZtT:1 o?), which is a significant improvement on the
dimension dependence in the low-noise regime. Based on the new tail inequality, we propose a
new, computationally efficient algorithm, UCRL-VTR™ for episodic MDPs with an 9] (dH VT +
VAH3\T + d>H?3 + d® H?) regret.

We would like to point out that our current regret bound is nearly minimax optimal only for the
“large dimension” and “large sample” cases. In particular, UCRL-VTR™ is nearly minimax optimal
only whend > H and T > d*H? + d3H3. It remains to be seen whether the range-restrictions on
the dimension and the sample size can be loosened or altogether eliminated.

Acknowledgements

We thank the anonymous reviewers for their helpful comments. Dongruo Zhou and Quanquan
Gu are partially supported by the National Science Foundation CAREER Award 1906169 and IIS-
1904183. Csaba Szepesvari gratefully acknowledges funding from the Canada CIFAR Al Chairs
Program, Amii and NSERC. The views and conclusions contained in this paper are those of the
authors and should not be interpreted as representing any funding agencies.

14



NEARLY MINIMAX OPTIMAL REINFORCEMENT LEARNING FOR LINEAR MIXTURE MDPs

References

Yasin Abbasi-Yadkori, David Pél, and Csaba Szepesvari. Improved algorithms for linear stochastic
bandits. In Advances in Neural Information Processing Systems, pages 2312-2320, 2011.

Alekh Agarwal, Sham Kakade, and Lin F Yang. Model-based reinforcement learning with a gener-
ative model is minimax optimal. In Conference on Learning Theory, pages 67-83, 2020.

J.-Y. Audibert, R. Munos, and Cs. Szepesvari. Exploration-exploitation tradeoff using variance
estimates in multi-armed bandits. Theoretical Computer Science, 410(19):1876-1902, 2009.

Peter Auer. Using confidence bounds for exploitation-exploration trade-offs. Journal of Machine
Learning Research, 3(Nov):397-422, 2002.

Alex Ayoub, Zeyu Jia, Csaba Szepesvari, Mengdi Wang, and Lin Yang. Model-based reinforcement
learning with value-targeted regression. In International Conference on Machine Learning, pages
463-474, 2020.

Mohammad Gheshlaghi Azar, Rémi Munos, and Hilbert J Kappen. Minimax PAC bounds on the
sample complexity of reinforcement learning with a generative model. Machine learning, 91(3):
325-349, 2013.

Mohammad Gheshlaghi Azar, Ian Osband, and Rémi Munos. Minimax regret bounds for reinforce-
ment learning. In Proceedings of the 34th International Conference on Machine Learning-Volume
70, pages 263-272. JMLR. org, 2017.

Kazuoki Azuma. Weighted sums of certain dependent random variables. Tohoku Mathematical
Journal, Second Series, 19(3):357-367, 1967.

Qi Cai, Zhuoran Yang, Chi Jin, and Zhaoran Wang. Provably efficient exploration in policy opti-
mization. In International Conference on Machine Learning, pages 1283—-1294, 2020.

Wei Chu, Lihong Li, Lev Reyzin, and Robert Schapire. Contextual bandits with linear payoff
functions. In Proceedings of the Fourteenth International Conference on Artificial Intelligence
and Statistics, pages 208-214, 2011.

Varsha Dani, Thomas P Hayes, and Sham M Kakade. Stochastic linear optimization under bandit
feedback. In Conference on Learning Theory, pages 2137-2143, 2008.

Christoph Dann and Emma Brunskill. Sample complexity of episodic fixed-horizon reinforcement
learning. In Advances in Neural Information Processing Systems, pages 2818-2826, 2015.

Christoph Dann, Nan Jiang, Akshay Krishnamurthy, Alekh Agarwal, John Langford, and Robert E
Schapire. On oracle-efficient pac rl with rich observations. In Advances in neural information
processing systems, pages 1422-1432, 2018.

Simon S Du, Sham M Kakade, Ruosong Wang, and Lin F Yang. Is a good representation suf-
ficient for sample efficient reinforcement learning? In International Conference on Learning
Representations, 2019.

15



ZHOU GU SZEPESVARI

Louis Faury, Marc Abeille, Clément Calauzenes, and Olivier Fercoq. Improved optimistic algo-
rithms for logistic bandits. In International Conference on Machine Learning, pages 3052-3060,
2020.

D.A. Freedman. On tail probabilities for martingales. The Annals of Probability, 3(1):100-118,
1975.

Jiafan He, Dongruo Zhou, and Quanquan Gu. Minimax optimal reinforcement learning for dis-
counted MDPs. arXiv preprint arXiv:2010.00587, 2020.

Jiafan He, Dongruo Zhou, and Quanquan Gu. Logarithmic regret for reinforcement learning with
linear function approximation. In International Conference on Machine Learning, 2021.

Charles R. Henderson. Best linear unbiased estimation and prediction under a selection model.
Biometrics, pages 423447, 1975.

Zeyu Jia, Lin Yang, Csaba Szepesvari, and Mengdi Wang. Model-based reinforcement learning
with value-targeted regression. In L4DC, 2020.

Nan Jiang and Alekh Agarwal. Open problem: The dependence of sample complexity lower bounds
on planning horizon. In Conference On Learning Theory, pages 3395-3398, 2018.

Nan Jiang, Akshay Krishnamurthy, Alekh Agarwal, John Langford, and Robert E Schapire. Con-
textual decision processes with low Bellman rank are PAC-learnable. In Proceedings of the 34th
International Conference on Machine Learning-Volume 70, pages 1704-1713. JMLR. org, 2017.

Chi Jin, Zeyuan Allen-Zhu, Sebastien Bubeck, and Michael I Jordan. Is Q-learning provably effi-
cient? In Advances in Neural Information Processing Systems, pages 4868—4878, 2018.

Chi Jin, Zhuoran Yang, Zhaoran Wang, and Michael I Jordan. Provably efficient reinforcement
learning with linear function approximation. In Conference on Learning Theory, pages 2137—
2143, 2020.

Johannes Kirschner and Andreas Krause. Information directed sampling and bandits with het-
eroscedastic noise. In Conference On Learning Theory, pages 358384, 2018.

T. Lattimore, K. Crammer, and Cs. Szepesvari. Linear multi-resource allocation with semi-bandit
feedback. In Advances in Neural Information Processing Systems, pages 964-972, September
2015.

Tor Lattimore and Marcus Hutter. PAC bounds for discounted MDPs. In International Conference
on Algorithmic Learning Theory, pages 320-334. Springer, 2012.

Tor Lattimore and Csaba Szepesvari. Bandit algorithms. Cambridge University Press, 2020.

Tor Lattimore, Csaba Szepesvéri, and Gellért Weisz. Learning with good feature representations in
bandits and in RL with a generative model. In International Conference on Machine Learning,
pages 5662-5670, 2020.

16



NEARLY MINIMAX OPTIMAL REINFORCEMENT LEARNING FOR LINEAR MIXTURE MDPs

Lihong Li, Wei Chu, John Langford, and Robert E Schapire. A contextual-bandit approach to
personalized news article recommendation. In Proceedings of the 19th international conference
on World wide web, pages 661-670, 2010.

Yingkai Li, Yining Wang, and Yuan Zhou. Nearly minimax-optimal regret for linearly parameter-
ized bandits. In Conference on Learning Theory, pages 2173-2174, 2019.

Yingkai Li, Yining Wang, Xi Chen, and Yuan Zhou. Tight regret bounds for infinite-armed linear
contextual bandits. In International Conference on Artificial Intelligence and Statistics, pages
370-378. PMLR, 2021.

Odalric-Ambrym Maillard, Timothy A Mann, and Shie Mannor. How hard is my mdp?” the
distribution-norm to the rescue”. Advances in Neural Information Processing Systems, 27:1835—
1843, 2014.

Andreas Maurer and Massimiliano Pontil. Empirical Bernstein bounds and sample variance penal-
ization. In COLT, 2009.

Aditya Modi, Nan Jiang, Ambuj Tewari, and Satinder Singh. Sample complexity of reinforcement
learning using linearly combined model ensembles. In International Conference on Artificial
Intelligence and Statistics, pages 2010-2020, 2020.

Martin L Puterman. Markov decision processes: discrete stochastic dynamic programming. John
Wiley & Sons, 2014.

Paat Rusmevichientong and John N Tsitsiklis. Linearly parameterized bandits. Mathematics of
Operations Research, 35(2):395-411, 2010.

Aaron Sidford, Mengdi Wang, Xian Wu, Lin Yang, and Yinyu Ye. Near-optimal time and sample
complexities for solving markov decision processes with a generative model. In Advances in
Neural Information Processing Systems 31, pages 5192-5202, 2018.

Max Simchowitz and Kevin G Jamieson. Non-asymptotic gap-dependent regret bounds for tabular
MDPs. In Advances in Neural Information Processing Systems, pages 1153-1162, 2019.

Wen Sun, Nan Jiang, Akshay Krishnamurthy, Alekh Agarwal, and John Langford. Model-based RL
in contextual decision processes: PAC bounds and exponential improvements over model-free
approaches. In Conference on Learning Theory, pages 2898-2933, 2019.

Richard S. Sutton and Andrew G. Barto. Introduction to reinforcement learning, volume 135. MIT
Press, Cambridge, 1998.

Aristide Tossou, Debabrota Basu, and Christos Dimitrakakis. Near-optimal optimistic reinforce-
ment learning using empirical Bernstein inequalities. arXiv preprint arXiv:1905.12425, 2019.

Ruosong Wang, Simon S Du, Lin Yang, and Sham Kakade. Is long horizon rl more difficult than
short horizon r1? Advances in Neural Information Processing Systems, 33, 2020a.

Ruosong Wang, Russ R Salakhutdinov, and Lin Yang. Reinforcement learning with general value
function approximation: Provably efficient approach via bounded eluder dimension. Advances in
Neural Information Processing Systems, 33, 2020b.

17



ZHOU GU SZEPESVARI

Yining Wang, Ruosong Wang, Simon Shaolei Du, and Akshay Krishnamurthy. Optimism in rein-
forcement learning with generalized linear function approximation. In International Conference
on Learning Representations, 2020c.

Gellért Weisz, Philip Amortila, and Csaba Szepesvéri. Exponential lower bounds for planning in
mdps with linearly-realizable optimal action-value functions. In Algorithmic Learning Theory,
pages 1237-1264. PMLR, 2021.

Y. Wu, A. Gyorgy, and Cs. Szepesvari. Online learning with Gaussian payoffs and side observations.
In Advances in Neural Information Processing Systems, pages 1360-1368, September 2015.

Lin Yang and Mengdi Wang. Sample-optimal parametric Q-learning using linearly additive features.
In International Conference on Machine Learning, pages 6995-7004, 2019.

Lin Yang and Mengdi Wang. Reinforcement learning in feature space: Matrix bandit, kernels, and
regret bound. In International Conference on Machine Learning, pages 10746-10756. PMLR,
2020.

Andrea Zanette and Emma Brunskill. Tighter problem-dependent regret bounds in reinforcement
learning without domain knowledge using value function bounds. In International Conference
on Machine Learning, pages 7304-7312, 2019.

Andrea Zanette, David Brandfonbrener, Emma Brunskill, Matteo Pirotta, and Alessandro Lazaric.
Frequentist regret bounds for randomized least-squares value iteration. In International Confer-
ence on Artificial Intelligence and Statistics, pages 1954-1964, 2020a.

Andrea Zanette, Alessandro Lazaric, Mykel J. Kochenderfer, and Emma Brunskill. Learning near
optimal policies with low inherent Bellman error. In International Conference on Machine Learn-
ing, pages 10978-10989, 2020b.

Zihan Zhang and Xiangyang Ji. Regret minimization for reinforcement learning by evaluating the
optimal bias function. In Advances in Neural Information Processing Systems, pages 28272836,
2019.

Zihan Zhang, Yuan Zhou, and Xiangyang Ji. Almost optimal model-free reinforcement learning via
reference-advantage decomposition. In Advances in Neural Information Processing Systems 33,
2020.

Zihan Zhang, Xiangyang Ji, and Simon S Du. Is reinforcement learning more difficult than bandits?
A near-optimal algorithm escaping the curse of horizon. In Conference on Learning Theory,
2021a.

Zihan Zhang, Yuan Zhou, and Xiangyang Ji. Model-free reinforcement learning: from clipped
pseudo-regret to sample complexity. In International Conference on Machine Learning, 2021b.

Dongruo Zhou, Jiafan He, and Quanquan Gu. Provably efficient reinforcement learning for dis-
counted MDPs with feature mapping. In International Conference on Machine Learning, 2021.

18



NEARLY MINIMAX OPTIMAL REINFORCEMENT LEARNING FOR LINEAR MIXTURE MDPs

Appendix A. Additional Discussions in Section 4
A.1. Comparison between Theorem 2 and previous results

It is worth to compare Theorem 2 with a few Hoeffding-Azuma-type results proved in prior work
(Dani et al., 2008; Rusmevichientong and Tsitsiklis, 2010; Abbasi-Yadkori et al., 2011). In par-
ticular, Dani et al. (2008) considered the setting where 7, is R-bounded and showed that for large
enough ¢, the following holds with probability at least 1 — §:

e — 1|z, < Rmax{+/128dlog(tL?)log(t?/6),8/3 - log(t/5)}.

Rusmevichientong and Tsitsiklis (2010) considered a more general setting than Dani et al. (2008)
where 7; is R-sub-Gaussian and showed that (3) holds when 3; = 2k2Ry/logt+/dlogt + log(t2/4),
where £ = /3 + 2log(L%/) + d). Abbasi-Yadkori et al. (2011) considered the same setting as
Rusmevichientong and Tsitsiklis (2010) where 7, is R-sub-Gaussian and showed that (3) holds
when B = R\/dlog((1 + tL2/))/J), which improves the bound of Rusmevichientong and Tsit-
siklis (2010) in terms of logarithmic factors. By selecting proper A, all these results yield an
e — ¥z, = O(RVd) bound. As a comparison, with the choice A = o2d/||p*||2, our result
gives

e — p*l|z, = O(aVd + R). (18)

Note that for any random variable, its standard deviation is always upper bounded by its magnitude
or sub-Gaussian norm, therefore our result strictly improves the mentioned previous results. This
improvement is due to the fact that here we consider a subclass of sub-Gaussian noise variables
which allows us to derive a tighter upper bound. Indeed, Exercise 20.1 in the book of Lattimore
and Szepesvari (2020) shows that the previous inequalities are tight in the worst-case for R-sub-
Gaussian noise.

Even more closely related are results by Lattimore et al. (2015); Kirschner and Krause (2018)
and Faury et al. (2020). In all these papers the strategy is to use a weighted ridge regression estima-
tor, which we will also make use of in the next section. In particular, Lattimore et al. (2015) study
the special case of Bernoulli payoffs. For this special case, with our notation, they show a result
implying that with high probability ||p; — p*||z, = O(cv/d). The lack of the scale term R is due
to that Bernoulli’s are single-parameter: The variance and the mean control each other, which the
proof exploits. As such, this result does not lead in a straightforward way to ours, where the scale
and variance are independently controlled. A similar comment applies to the result of Kirschner
and Krause (2018) who considered the case when the noise in the responses are sub-Gaussian.

For the case of R = 1, L = 1 and E[n?|G] < o2, the recent work of Faury et al. (2020) also
proposed a Bernstein-type concentration inequality (cf. Theorem 1 in their paper) and showed that
this gives rise to better results in the context of logistic bandits. Their result can be extended to
arbitrary R and L (see Appendix A.2), which gives that with high probability,

e = 17|z, = O(oVd + V/d||u*[2RL), (19

where the second term in (19) has a polynomial dependence on d, || +*||2, R, L, whereas in (18) the
second term is only a function of R. This is a significant difference. In particular, in the linear
mixture MDP setting, we have 0 = O(VH), ||u*|l2 = O(B), R = O(H) and L = O(H).
Plugging these into both bounds, we see that our new result gives O(\/ﬁ + H), while (19) gives
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the worse bound 6(\/ dH + v dBH). As it will be clear from the further details of our derivations
given in Section 5, as a result of the above difference, their bound would not result in a minimax
optimal bound on the regret in our setting.

A.2. Derivation of the Bound in (19)

In this subsection, we derive the bound in (19) by the concentration inequality proved in Faury et al.
(2020). The following proposition is a restatement of Theorem 1 in Faury et al. (2020).

Proposition 10 (Theorem 1, Faury et al. 2020) Let {G;}{°, be a filtration, where x; € R% is G-
measurable and 1, € R is Gy11-measurable. Suppose n,,x, satisfy that

!m! <1, E[nt’gt] =0, E[W?’gt] < 01527 th”2 <1,

Let H; = M1 + Zle o2x;x; . Then for any 0 < § < 1, > 0, with probability at least 1 — § we
have

1/2y—d/2
VA2 <det(Ht) A ) 2dlog 2 20)

1 (0]
w2 WA 5 N5

In the following, we first extend the above bound to the general case, where |n:| < R, E[n?|G:] <
o2, ||x¢|l2 < L. In specific, we have

e/ R| < 1, Elne/RIG) = 0, Bl /R*|Gl] < 0®/R?, ||x¢/L]l2 <1,
Therefore, by Proposition 10, let

¢
H; =\ + Z o*xix; /(RAL?),
i=1

the following holds with probability at least 1 — ¢,

q- VA2 . 2dlog 2 + 21og(1/5)
vt >0, [H; Y23 xmi/(RL)|| < %5+ —=1o (detH 1/2A‘d/2>+
‘ t g 77/( )2— 9 \/X g ( t) \/X
VA | d 9 2dlog2 + 2log(1/9)
< Y24 log(1+to?/A) + , (@1
2 A el ™ VA @D

where the second inequality holds since det(H;) < |[H||4 < (A +to?)? Set A + \o?/(R%L?),
then (21) becomes

Z X

i=1

4 " log(1 + tR2L?/\
2RL+0'\/X0g(+ /) +

§J<aﬁ dRL 2dlog2+210g(1/5)RL>7
Z71

VA
(22)

Now we are going to bound ||p; — p*||z, by (22). By the definition of g, we have

t t
we=2Z;'b; = Z;! in(xz—-ru* +mp) = pt = Nt 4+ 2t mei,
i=1 i=1
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then ||py — p* ||z, can be bounded as

¢
e — 1"z, = Hzt_l/2 mei + )\Zt_l/Qu* ot VAtl2,  (23)

i=1

<
2

t
E XiTh
i=1

where the first equality holds due to triangle inequality and Z; > AI. Next, substituting (22) into
(23) yields

Z;

o?vV\X dRL
— g < — 2 4+ T og(1 + tR2L2
e — p*|z, < 5rl Y og(1+tR°L7/N\) +

2dlog 2 + 21og(1/96)
VA

Finally, set A = ©(dR2L?/(02 + RL||x*||2)) to minimize the above upper bound, we have || 4y —

'z, < O(ovd + /dRL|[p*]2).

RL + V|| " 2.

Appendix B. Proofs of Theorems in Section 4
B.1. Proof of Theorem 2

We follow the proof in Dani et al. (2008) with a refined analysis. Let us start with recalling two well
known results that we will need:

Lemma 11 (Freedman 1975) Let M,v > 0 be fixed constants. Let {x;}' | be a stochastic

process,{G; }; be a filtration so that so that for all i € [n] xz; is G;-measurable, while almost surely
E[l‘ﬂngl] == 0, |£CZ‘ S M and

n
> E(2f|Gi) < v.
i=1
Then, for any § > 0, with probability at least 1 — 6,

En:xi < v/2vlog(1/6) +2/3 - Mlog(1/6).
i=1

Lemma 12 (Lemma 11, Abbasi-Yadkori et al. 2011) For any A > 0 and sequence {x;}}_; C
R? fort € {0,1,...,T}, define Zy = NI+ >_'_ x;x,. Then, provided that ||x;||2 < L holds for
all t € [T], we have

d\+ TL?

T
. 2_ <
Zmln{l, || %] t—ll} < 2dlog )

t=1

Recall that fort > 0, Z; = A\I+ Zle xixiT. Since Zy = Z;_1 + xltx;r , by the matrix inversion
lemma

-1 Trp—1
Z, xixy Ly

-1 -1
Zt = Zt—l - 1+ w2
t

(24
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We need the following definitions:

¢
do=0, Zg=0,d; =Y xim;, Zy = Idellz-1, we = lIxtll g1, & = 1{0 < s <1, Zs < s},
(25)

where ¢ > 1 and we define 3y = 0. Recalling that x; is G;-measurable and 7 is G;; 1-measurable,
we find that d;, Z; and &; are G;1q-measurable while w; is G; measurable. We now prove the
following result:

Lemma 13 Let d;, w;, E; be as defined in (25). Then, with probability at least 1 — ¢ /2, simultane-
ously for all t > 1 it holds that

2n;x TZ 1d; 9
Z —Si_l < 357 /4.
— 1 +wi

Proof We have

2x; Z;7 1 d;

2/%ill 1 [ldi-1llz1 Ei-1 < 2wifia
1+ w?

14 w? T 14w}

i—1] < < min{l,2w;}Bi—1, (26)

where the first inequality holds due to Cauchy-Schwarz inequality, the second inequality holds due
to the definition of &;_1, the last inequality holds by algebra. For simplicity, let /; denote

2nix; Z7 1 d;

l; =
! 1—¥-wi2

Eit. @7

We are preparing to apply Freedman’s inequality from Lemma 11 to {¢;}; and {G; };. First note that
E[¢;]G;] = 0. Meanwhile, by (26), the inequalities

W S Rﬁi_l min{l, 2wi} S Rﬁi_l S R,Bt (28)

almost surely hold (the last inequality follows since {; }; is increasing). We also have

T 2
Z [£31G:] < 22<2X 2i- 1dz 15@1>

< UQZ[min{l,Zwi}ﬂi_1]2

i=1
t
< 40?32 Z min{1, w?}
i=1

< 80?f2dlog(1 4+ tL?/(dN)), (29)

where the first inequality holds since E[n?|G;] < o2, the second inequality holds due to (26), the
third inequality holds again since {[;}; is increasing, the last inequality holds due to Lemma 12.
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Therefore, by (28) and (29), using Lemma 11, we know that for any ¢, with probability at least
1 — &/(4t?), we have

t
S 6 < (/1602 82d log(1 + tL2/(dN)) log(412/6) +2/3 - RB; log(41/)
=1
5t

@s

+ 1602dlog(1 + tL*/(d))) log(4t% /) + =& + 4R?log?(4t%/6)

< /jt /24 = (80\/d log(1 +tL2/(d\)) log(4t2 /5) + 4R log(4t/5))”
= 3532/4, (30)

where the first inequality holds due to Lemma 11, the second inequality holds due to 24/|ab] <
|a| + |b], the last equality holds due to the definition of 3;. Taking union bound for (30) from ¢ = 1
to oo and using the fact that ) ,°, t=2 < 2 finishes the proof. |

We also need the following lemma.

Lemma 14 Let w; be as defined in (25). Then, with probability at least 1 — /2, simultaneously
forallt > 1 it holds that

l\.')

t 2,2
; W;
< 4.
;1”“" Bt/

(2

Proof We are preparing to apply Freedman’s inequality (Lemma 11) to {¢;}; and {G; }; where now

et _gf st

i e 31
1+ w? 1+w§g] G

Clearly, for any i, we have E[¢;|G;] = 0 almost surely (a.s.). We further have that a.s.

]

4

t ni
Z [62(G:] S; [1+w

t 2 w?
=f Z [ 1+ w? gl}
t
<R Z
< 2R%¢ 2d10g(1~|—tL2/(d)\)) (32)

where the first inequality holds due to the fact E(X — EX)? < EX 2, the second inequality holds
since |n¢| < R a.s., the third inequality holds since IE['nZ |Gi] < 02 a.s. and w; is G;-measurable, the
fourth inequality holds due to the fact w?/(1 + w?) < min{1,w?} and Lemma 12. Furthermore,
by the fact that |1;| < R a.s., we have

|

2,,,2
|€l’ < ‘ i Wy

< 2R? as. (33)

2,2
Ny w
+ +’]E|: ? ’L2

1+ w;
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Therefore, by (32) and (33), using Lemma 11, we know that for any ¢, with probability at least
1 — 6/(4t?), we have that a.s.,

] + V4R202dlog(1 + tL2/(d\)) log(4t2/8) + 4/3 - R?log(4t?/5)

22 .y +2R0\/dlog (1+ tL2/(d))) log(4t2/8) + 2R? log(4t2/5)

< 202d10g( + tL2 /(d)\)) + 2Ro+/dlog(1 + tL2/(d\)) log(4t2/5) + 2R? log(4t2 /)
< 1/4- (80Vdy/log(1 + tL?/(dN)) log(4t2/5) + 4R log(41%/5))
= Bt /4, (34)

where the first inequality holds due to Lemma 11, the second inequality holds due to E[nf 1Gi] < o2,
the third inequality holds due to the fact w?/(1 + w?) < min{1,w?} and Lemma 12, the last
inequality holds due to the definition of 3;. Taking union bound for (34) from ¢ = 1 to co and using
the fact that ) 2, t=2 < 2 finishes the proof. |

With this, we are ready to prove Theorem 2.
Proof [Proof of Theorem 2] We first give a crude upper bound on Z;. We have

Z} = (dy—1 + xeme) " Z;7H (dym1 + xem)
=d/ 1 Z; e+ 2mex) 2Ny + nix] 2 x
< Zt2,1 + 27]tX;th_1dt_1 —i—nfxtTZt_lxt,

Il 12

where the inequality holds since Z; = Z;_;. For term I;, from the matrix inversion lemma (cf.
(24)), we have

XtTZ llxtxt 1dt 1
1+ w?
wix] Z; 1 d; 4
1+ w?

I =2 (x?z;_lldt_l —

=2, <XtTZt11dt1 -

B 2nx) Z;7 1 dy o
1+ w?

For term I, again from the matrix inversion lemma (cf. (24)), we have

Tg—1 .  Tr—1
L=n2(x 27 % — Xy Ly oy XeXy gy Xy — 2 w? - wy _ i wi

Therefore, we have

(35

S 2nix) Zdin | pw?
D e A 5
— 1+ w? — 1 4 w;
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Consider now the event £ where the conclusions of Lemma 13 and Lemma 14 hold. We claim that
on this event for any ¢ > 0, Z; < (3;. We prove this by induction on ¢. Let the said event hold. The
base case of ¢ = 0 holds since 5y = 0 = Zj, by definition. Now fix some ¢ > 1 and assume that for
all 0 < i < t, we have Z; < ;. This implies that & = & = --- = &_1 = 1. Then by (35), we
have

t Ty—1 ¢ [z t
Z2<Z2niXi Ziydioy |~ npw] :ZM‘S' +Zﬁ (36)
DR S Zltw! T & 1wl T T

Since on the event £ the conclusions of Lemma 13 and Lemma 14 hold, we have

2nix; Z;Hdi—q

t 2,2
; W; 2
§ g1 < 367 /4 § Ll < BZ/4. (37
2 i t/5 2 t
P 14 wj = 1+ w;

Therefore, substituting (37) into (36), we have Z; < (¢, which ends the induction. Taking the union
bound, the events in Lemma 13 and Lemma 14 hold with probability at least 1 — §, which implies
that with probability at least 1 — 6, for any ¢, Z; < f;.

Finally, we bound ||zt — p*||z, as follows. First,

t
pi =Z; b, = 7, in(xju* +m) =pt = AL + 2,
i=1

Then, on £ we have
e = 1" l1z, = [[de = A"l < Ze+ V|2 < B+ VA2, (38)

where the first inequality holds due to triangle inequality and Z; > AI, while the last one holds
since we have shown that on &, Z; < B, for all ¢t > 0, thus finishing the proof.
|

B.2. Proof of Theorem 3
Proof [Proof of Theorem 3] By the assumption on ¢;, we know that
let/5i| < R/GLin, Eledars, eri—1] = 0, E[(er/70)?|ars, e14-1] < 1, ||a/Gella < A/Gh 4,

Then, taking G; = o(ai.,€1.4-1), using that o, is G;-measurable, we can apply Theorem 2 to
(¢, m) = (a¢/oy, €/04) to get that with probability at least 1 — 6,

Ve > 1, || — ]|y, < B+ VAIRll2 < B+ VAB, (39)

where §; = 8/dlog(1 + tA%/ (5L, 2d\)) log(4t2/8) + 4R/a . - log(4t2/5). Thus, in the re-
mainder of the proof, we will assume that the event £ when (39) is true holds and proceed to bound
the regret on this event.

Note that on £, pu* € C;. Recall that g1, is the optimistic parameter choice of the algorithm (cf.
Line 4 in Algorithm 1). Then, using the standard argument for linear bandits, the pseudo-regret for

round ¢ is bounded by

<a;fk7u*> - <at7l‘l‘*> S <at7ﬁt> - <at7u*> = <at7ﬂt - ﬁt—1> + <at7ﬁt—1 - lJ'*>7 (40)
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where the inequality holds due to the choice fi;. To further bound (40), we have
(e, e — pe—1) + (@, i1 — p*)
< lagll a1 (e = mella, o + 107 = Bealla, )
< 2(Bi1 + VAB)|[arl 51 4 (41
where the first inequality holds due to Cauchy-Schwarz inequality, the second one holds since

e, € Ci—1. Meanwhile, we have 0 < (aj, u*) — (a;, u*) < 2. Thus, substituting (41) into
(40) and summing up (40) fort =1,...,7T, we have

T T
Regret(T) = 3 [{af. 1) — {av. )] <2 min {1, 54(Br_1 + \AB)Hat/@HA:I}. (42)
t=1 t=1

To further bound the right-hand side above, we decompose the set [7'] into a union of two disjoint
subsets [T'] = Z; U Zy, where

T = {te (1) lla/aills, =1} T = [T]\ T, 3)

Then the following upper bound of |Z;| holds:

T

1) < 3 min {1, lag/or3 1} <> min {1, llar/ail3 1 } < 2d10g(1 + TA%/ (@A),
tely t=1

(44)

where the first inequality holds since ||a;/d|| AL > 1 for t € 74, the third inequality holds due to

Lemma 12 together with the fact ||a;/d||2 < A / o, . Therefore, by (42),

Regret(7)/2 =
>~ min {1,6:(Bi1 + VAB) /61l y 2, |+ D min {1,6:(Bes + VAB) /6] 2, |

tely tels

SRS SCRE LA

tely teZs

= [T+ Y (Bror + VAB)g min {1, la/5] 1 |

tely

T
< 2d10g(1 + TA%/ (AN o) + 3 (Bt + VAB)zimin {1, lar/61] 5, . 45)
t=1

where the first inequality holds since for any x real, min{1,z} < 1 and also min{1,z} < z, the
second inequality holds since ||a;/d|| a7, < Lfort € 7y and the last one holds due to (44).
t—

Finally, to further bound (45), notice that
T
Z Bi1+ VAB) Utmln{l (B v }
t=1
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T T
<\ B+ VABYaE | > min {1, la/aull; s }
t=1 t=1 it
T
<\ Y (Bi1 + VAB)2G \/2dlog (1+TA2/(dNaT. ]2)), (46)
t=1

where the first inequality holds due to Cauchy- Schwarz inequality, the second one holds due to
Lemma 12 and the the fact that ||a; /o4||o < A/&L. . Substituting (46) into (45), we have

min*

T
Regret(T) < 2\/2dlog 1+ TA%/(d\aL. 12)) Z(Bt—l +V\B)252
t=1

+ 4dlog (1 + TA?/(dA\[5i]?)), 47)

Next, since &; = max{R/v/d,o;}, then we have &'. > R/\/d. Therefore, with \ = 1/B?, we
have

log(1 + T'A/(dA[oma)*)) < log(1 + TB?A%/R?) = O(1), (48)

and

B+ VAB = 8\/dlog(1 +tA2/([at,. |2d)N)) log(4t2/8) + 4R /5Ly, - log(4t/8) + VAB

< 8+/dlog(1 + TB2A2/R?)log(472/6) + 4v/dlog(4T?/8) + 1
= O0(Vd). (49)

Substituting (48) and (49) into (47), we have our second result.

T

~ T ~ £l
Zaf) :O(d Z(RQ/d+af)> :()(R\/ﬁﬂz ;of)

Regret(T) = 6<d
t=1 t=1

where the second equality holds since 67 = max{R?/d,0?} < R%/d+ o7, the third equality holds

since v/|z| + |y| < /x| + . [ |

Appendix C. Additional Discussions on UCRL-VTR™
C.1. UCRL-VTR™ with single estimation sequence

Currently UCRL-VTR™ uses two estimate sequences ék,h and gk n, to estimate the first-order mo-
ment (¢y, , ., (sf,af), 6;) and second-order moment <¢sz’ (sh, ay), 85 separately. We would
like to point out that it is possible to use only one sequence to estimate both. Such an estimator
can be constructed as a weighted ridge regression estimator based on both ¢y, , ., (sﬁ, aZ)’s and

bv2
k,h+1
second-order moments generally have larger variance than the first-order moments, we need to use

. 2 .
(sF,a¥), and the corresponding responses Vk7h+1(s£+1) and Vk7h+1(s£+1). However, since
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different Weights for the square loss evaluated at {$v;, ., (s}, ay), Vins1(sf11) } ., and

{¢Vk2 h+1
we would expect to win at best a (small) constant factor on the regret since the effect of not merging
the data can be seen as not worse than throwing away “half of the data”. As a result, for the sake of

simplicity, we chose to use two estimate sequences instead of one in our algorithm.

(sh,a), Vidna (shi) ) .- Also, by merging the data, even with using perfect weighting,

C.2. Computational Efficiency of UCRL-VTR™

Similar to UCRL-VTR (Ayoub et al., 2020), the computational complexity of UCRL-VTR™ de-
pends on the specific family of feature mapping ¢(-|-,-). As an example, let us consider a special
class of linear mixture MDPs studied by Yang and Wang (2020); Zhou et al. (2021). In this setting,
d(s'|s,a) = P(s') © u(s,a), Y(-) : S — Rand pu(-,-) : S x A — R? are two features maps and
® denotes componentwise product. Recall that, by assumption, the action space A is finite.

We now argue that UCRL-VTR™ is computationally efficient for this class of MDPs as long as
we have access to an integration oracle O underlying the basis kernels. In particular, the assump-
tion is that ), ¢ (s")V(s") can be evaluated at the cost of evaluating V" at p(d) states with some
polynomial p. Now, for 1 < h < H,0 € R? and & € R4 Jet

Qnox() = [ra( ) + (0, 1(,)) + 120l )ll2] g -

It is easy to verify that for any &, h, Qk h = Qne,,.x,, where 0y ) = ék,h@ Doy () Vit (s))]
and the (7, j)-th entry of 3y, 5, is Br(= 1/2) ii>oe Wi (8" ) Vi nt1(s")]. Now notice that 8y, ;r = 0,
Ypg =0.Thus, forl <h < H -1, assuming that 6y, 1 and X, ;1 have been calculated, eval-
uating V}, 41 at any state s € S costs O(d?|A|) arithmetic operatlons Now, calculating 6}, ;, and
3.1 costs O(d?) arithmetic operations given access Hk pand 3 k h/ , in addition to p(d) evaluations
of Vi p+1. Since each evaluation of Vj, ;11 takes O(d?|.A|) operations, as established, calculating
Oy, and Xy, j, cost a total of O(p(d)d?|.A|) operations. From this, it is clear that calculating the H
actions to be taken in episode k takes a total of O(p(d)d?|.A| H) operations (Line 10). It also follows
that calculating either ¢y, ., or (f’v,j ., Atany state-action pair costs O(p(d)d?|.A|) operations.

To calculate the quantities appearing in Lines 11-17, first ¢, , ., (sF,aF) and G2 - (sF,af)

(h € [H)) are evaluated at the cost of O(p(d)d?|.A|H). It is then clear that the rest of the calculation
costs at most O(d®H): the most expensive step is to obtain E;Z/ ? (the cost could be reduced to

O(d?H) by using the matrix inversion lemma and organizing the calculation of Q k,n slightly differ-
ently). It follows that the total computational complexity of UCRL-VTR™ is O(poly(d)|A|HK) =
O(poly(d)|.A|T). For many other MDP models, UCRL-VTR™ can still be computationally effi-
cient. Please refer to Ayoub et al. (2020) for a detailed discussion.

Appendix D. Proof of Upper Bound Results in Section 5

Let IP be the distribution over (S x.4)Y induced by the interconnection of UCRL-VTR™ (treated as a
nonstationary, history dependent policy) and the episodic MDP M. Further, let E be the correspond-
ing expectation operator. Note that the only source of randomness are the stochastic transitions in
the MDP, hence, all random variables can be defined over the sample space 2 = (S x A)N. Thus,
we work with the probability space given by the triplet (2, F,P), where F is the product o-algebra
generated by the discrete o-algebras underlying S and A, respectively.
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For1 <k < K,1 < h < H, let Fi be the o-algebra generated by the random variables
representing the state-action pairs up to and including those that appear stage h of episode k. That
is, ., is generated by

1 1 1 1 1 1
$1,A1y -5 SpApy -, S A7
2 2 2 2 2 2
Sl,al,...,Sh,ah,...,sH,aH,
k _k k k
817a17--.7sh’ah.

Note that, by construction,
kb Vi,h+1\Shy Qp )y Lk hs Ok by 24k+1,hs 24k+1,hs

are J}, p-measurable, by 1, bry1.n, Opt1,0s Okv1,5 are Fi, 4 1-measurable, and Q. p,, Vi p» 772, OVinin
are Fj_1, i measurable. Note also that Q. 4, Vi p, ﬂ,’f, Vi yr are not Fi_q p measurable: The get
their values only after episode k& — 1 is over, due to their “backwards” construction.

D.1. Proof of Lemma 5

The main idea of the proof is to use a (crude) two-step, “peeling” device. Let th h C~k,h denote the
following confidence sets:

Crop = {9 : Hi}jﬁ(a - ék,h)H2 < 5k},
Con = { H21/2 (60— gk,h)HQ < Ek}

Note that Ck n C Ck ' The “leading term” in the definition of ﬁk is larger than that in ,Bk by a factor

of v/d. The idea of our proof is to show that 0; is included in Cr a N Ck .» with high probability
(for this, a standard self-normalized tail 1nequahty suffices) and then use that when this holds, the
weights used in constructing 8y, ;, are sufficiently precise to “balance” the noise term, which allows
to reduce S, by the extra v/d factor without significantly increasing the probability of the bad event
when 6; ¢ @;,h-

We start with the following lemma.

Lemma 15 Let Vi, 41, ak,h, ik,h, gk,ha f]k,h be defined in Algorithm 2, then we have

\ViVieni1 (s ar) = Vin Vi (s, ap)|
§min{H2, 1/2¢V2 (sF,ar H HE 0kh70h H }

k,h+1
Vi pia (S5, A1) H Hzl/z akh_eh)

+ min {HQ, QHHE 1/2

Proof We have

Vi Vi1l (sE, af) — [VaVienaa](sh, af)|
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(shyah) O)] o o) — (v, (shoah), 6))

+ (<¢Vk h+1(31}€wall§) 0;;>)2 - [<¢Vk h+1(s£,aﬁ ’é\k h> [207H]’

= H<¢Vk2 +1($haa’h) ek’ h>] (0,H?2] <¢V2 (Sh,ah 9h>‘
I
| (B (55 08), 010)° = [(Bvic s (5h: ah), B
I

where the inequality holds due to the triangle inequality. We bound I; first. We have I; < H? since
both terms in I; belong to the interval [0, H?]. Furthermore,

}<¢V2 Shvah) 9kh> <¢V2 (Sh’

k,h+1
= ’<¢vk2 (shaf), Okn — O5)

HE k,h ‘1’\/2 (Shvah)HQHEkﬁ(gkvh_02)‘2’

k,h+1

where the first inequality holds since <¢sz (sh, ak),0%) € [0, H?] and the second inequality
holds due to the Cauchy-Schwarz inequality’. Thus we have

1/2¢V2

k,h+1

I, < min {H2

] |20 -0

) (50)

For the term I3, since both terms in I5 belong to the interval [0, H?], we have I < H?. Meanwhile,

I = ‘<¢Vk,h+1 (S ’CLZ) 0h> [<¢Vk,h+1 (Si, az)v é\kvh‘>:| [O,H]‘

: <¢Vk,h+l (S’fgu ai 9h> [<¢Vk h+1 (327 ag)? ak h>] [0,H] ’
< 2H <¢Vk,h+1 (827 az 0h> <¢Vk h41 (Shv ah) ek h>‘
=2H <¢Vk h+1(5;§m aﬁ) ek h>

< QH‘Ekh ¢th+1(5h7ah H szh ekh_ah)‘

(D)

where the first inequality holds since both terms in this line are less than H and the fact
<¢Vk, bt (sF,ak), 6;) € [0, H], the second inequality holds due to the Cauchy-Schwarz inequality.
Thus, we have

I, < min {H2,2HH2 V2 (sh k) H Hz” (61 — 67)

}. (52)
2
Combining (50) and (52) gives the desired result. |

Proof [Proof of Lemma 5] Fix h € [H]. We first show that with probability at least 1 — 6/ H,
for all k, 87 € Cjp. To show this, we apply Theorem 2. Let x; = 6;,1(1)‘/1.’“1(52,@2) and

N = 5;;}%,h+1(82+1) — 5,-_7hl<¢v,i,h+1(8i,h,az‘,h),92>, Gi = Fip, p* = 67,y = (", x;) + ni,
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Z; = N\ + Z i—1 xllx g, by = Zi, 1 Xy and p; = Z_lb,». Then it can be verified that y; =
UZ h W h+1(8h Jrl) and pu; = 02+1 n- Moreover, almost surely,

Ixill2 < 670 H < Vd, |mi| <o, H <Vd, Eml|G] =0, E[f|G] <d,

where we used that V; 11 takes values in [0, H] and that [|@v; ., (s,a)|l2 < H by (1). Since we
also have that x; is G; measurable and 7; is G; 1 measurable, by Theorem 2, we obtain that with
probability at least 1 — 6 /H, for all k < K,

167, -

s, < 8dv/log(1+k/A)log(4k2H/5) + 4v/dlog(4k*H/6) + VAB = By, (53)

implying that with probability 1 — §/H, for any k < K, 0} € Cy p,.

An argument, which is analogous to the one just used (except that now the range of the “noise”
matches the range of “squared values” and is thus bounded by H?, rather than being bounded by
V/d) gives that with probability at least 1 — & /H, for any k < K we have

165, — 6105, , < 8VdH log(1+ kH"/(d\))log(4k>H/3) + 4H? log(4k>H/5) + VAB = B,
(54)

which implies that with the said probability, 8, € @ﬁ.
We now show that 8; € Cjj, with high probability. We again apply Theorem 2. Let x; =
01 DVie (), ) and

i = __1 ]l{eh € Cz h Cz h}[ i h+1(3h+1) <¢Vi,h+1 (3;17 a%)v 0;>]7

Gi = Fin, w* = ;. Clearly E[n;|G;] = 0, |mi| < 0, H < Vd since |[Vipy1(-)] < H and

Gin > H/VA, |x]]2 < ;' H < V/d. Furthermore, owning to that 1{6} € C;;, N C~Zh} is G;-
measurable, it holds that

E[n;|Gi] = 5_2 1{6}; € Cin N Cip} Vi Vipia)(sh, ap)
2 2 146 € CinN C; h} [[ in Vi) (8h, ah)

+ min {H2 H2_1/2¢V2 (sh,a) 1/2 - 0;)

)

1/2 1/2 alh_eh)

+ min {H2, 2HH2 v, h+1(sh, al)

]
L)

—1/2

= 52_,}? [[Vz Vi h+1}(5h,ah) + min {HQ,& ¢V2 (s%,aﬁl)

+ min {H2 21 5| S

1/2¢‘G h+1(shvah H }:|
1,

where the first inequality holds due to Lemma 15, the second inequality holds due to the indicator
function, the last equality holds due to the definition of &; ;. Now, let y; = (u*,x;) + 1m0, Z; =
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A+ 22,21 XZ'/XZT,, b, = Zﬁ/zl Xy and py = Zi_lbi. Then, by Theorem 2, with probability at
least1 — 6/H,Vk < K,

ik — 7|z, < 8y/dlog(1+ k/A) log(4k2H/0) + 4v/d1og(4k* H/6) + VAB = By, (55)

where the equality uses the definition of Bk Let £ be the event when 6} € Nj< KCVML N 5“ and
(55) hold. By the union bound, P(£") > 1 —35/H. R
We now show that 6; € Cj, , holds on £’. For this note that on £, for all k < K, pty, = 0411
for any k£ < K. Indeed, on this event, for any ¢ < K,
Yi = 5;?1 (<97w ¢Vi,h+1 (S;w a%)) +1{0}, € éi,h n 51'7}1} [V;,h-&-l (S;H-l) - <¢Vi,h+1 (S%’ a%), 0*>])
= 5,-_,;}‘/},%1(32“)7
which does imply the claim. Therefore, by the definition of 519 » and since on &’ (55) holds, we get

that on &', the relation 8 € CAk,h also holds. Finally, taking union bound over A and substituting
(53) and (54) into Lemma 15 shows that with probability at least 1 — 34,

0; € ﬁk,hé\k,h N C~k,h (56)

To finish our proof, it is thus sufficient to show that on the event when (56) holds, it also holds
that

’[Vk,hvk,thl](Sﬁ,aZ) — [ViVinaa](sF, alfb)‘ < Egp.

However, this is immediate from Lemma 15 and the definition of £}, j,. |

D.2. Proof of Theorem 6

In this subsection we prove Theorem 6. The proof is broken down into a number of lemmas.
However, first we need the Azuma-Hoeffding inequality:

Lemma 16 (Azuma-Hoeffding inequality, Azuma 1967) Let M > 0 be a constant. Let {x;}!
be a martingale difference sequence with respect to a filtration {G;}; (E[x;|G;] = 0 a.s. and z; is
Giy1-measurable) such that for all i € [n], |x;| < M holds almost surely. Then, for any 0 < 6 < 1,
with probability at least 1 — §, we have

Zzi < M+/2nlog(1/9).

i=1

For the remainder of this subsection, let £ denote the event when the conclusion of Lemma 5 holds.
Then Lemma 5 suggests P(£) > 1 — 36. We introduce another two events £; and E:

K H

&= {Vh/ € [H], E [[Ph(Vk,hH — Vi )I(sk, af) = [Vighs1 — Vh+1](3]fL+1)]
k=1 h—h/

< 4H+\/2T log(H/5)},
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K H

&2 = { 30 S i l(ohoah) < 3T + 10 og1/9) .
k=1h=1

Then we have P(£;) > 1 — ¢ and P(&) > 1 — 6. The first one holds since [Py (Vi py1 —

Vh”jl)] (sF,af) = Vi i1 — Vhf:l] (3h+1) forms a martingale difference sequence and |[Pp, (Vi p4+1 —

Vh”jl)] (¥, af) = [Vint1—ViF +1](sh +1)| < 4H. Applying the Azuma-Hoeffding inequality (Lemma

16), we find that with probability at least 1 — ¢, simultaneously for all b’ € [H], we have

H

K
> [[]P’h(Vk,hH —VI)I(sE, af) = Vit — Viml(sh ) } <4H+/2Tlog(H/d), (57)

k=1 h=h
which implies P(£1) > 1 — 4. That P(€3) > 1 — ¢ holds is due to the following lemma:

Lemma 17 (Total variance lemma, Lemma C.5, Jin et al. 2018) With probability at least 1 — 6,
we have

K H
S S IV sk, af) < 3(HT + H? log(1/6)).
k=1 h=1

Remark 18 Maillard et al. (2014); Zanette and Brunskill (2019) considered a setting where the
variance of the optimal value function V* is bounded by some quantity Q*. Under this setting, to

bound the summation of variances of value functions, we can also obtain a tighter bound based on
Q* instead of H and T, as shown in Lemma 17.

We now prove the following three lemmas based on &, &1, &s.

Lemma 19 Let Qi p,, Vi be defined in Algorithm 2. Then, on the event £, for any s,a, k, h we
have that Q5 (s, a) < Qp.n(s,a), Vi (s) < Vin(s).

Proof Since £ holds, we have for any k € [K] and h € [H], 0} € C}W We prove the statement by
induction. The statement holds for h = H + 1 since Qg r+1(+,-) = 0 = QF;, (-, -). Assume the
statement holds for h + 1. Thatis, Qpny1(-,+) > Qf (-5 °)s Vinr1(-) = Vi1 (+). Given s, a, if
Qr.n(s,a) > H, then Qp 1(s,a) > H > Q} (s, a). Otherwise, we have

Qk,h(sa CL) - QZ(sv CL)

A 3 1/2
= (V11 (8,0),0p) + BkHZ / BV (55 a)H2 — (DVi 4 (5, 0), o)
+ PrVint1(s,a) = PaViy(s,a)

> Bk”z 1/2¢Vk (850 H Hzm (Or,n — 07) _1/2

¢Vk 1 (S a) H2
+PrVini1(s,a) = PRV 4 (s, a)

> Pth,h—Fl(S’ CL) - thf:(—&-l(sa (1)
>0,

where the first inequality holds due to Cauchy-Schwarz, the second inequality holds by the assump-
tion that 6, € Cy p,, the third inequality holds by the induction assumption and because P, is a
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monotone operator with respect to the partial ordering of functions. Therefore, for all s, a, we have
Qr.n(s,a) > Qj(s,a), which implies Vj, ,(s) > V;*(s), finishing the inductive step and thus the

proof. |
Lemma 20 Let V), }, 0y p, be defined in Algorithm 2. Then, on the event £ N &1, we have
K . R K H
3 {Vm(s’f) v (s’f)] <28k, | SN 62,\/2Hdlog(1 + K/) + 4H /2T log(H/3),
k=1 k=1 h=1
K H . R K H
SO BulVinsr — Vimal(skiaf) < 28y | Y 0% ,v/2dH3 log(1+ K/) + 4H?\/2T log(H/5).
k=1h=1 k=1 h=1
Proof Assume that £ N & holds. We have
Vi k 1/2 kK
en(sh) = Vir' (s5) < Brns dvi, (5h, ah>> PAViEe1](shs o) + B[S v (sho )|
szh gkh_eh kh ¢th+1(sivalii)H
+ [P k P E 1/2 k k
+ [PrVi,nt1](sh ah) [ th+1](Shv @h + ﬁk v, h+1(3h7 ar,)
< [PV )5k af) — PaViiy)(sh af) +25kszh¢Vk v (shab)]|
(58)

where the first inequality holds due to the definition of V}, ;, and the Bellman equation for Vh’rk,
second inequality holds due to Cauchy-Schwarz inequality and because we are in a hnear MDP, the
third inequality holds by the fact thaton &, 6} € Cr - Meanwhile, since Vi, p,(sF) — V™ ( ¥)<H,
we also have

Vi h(sh) Vir ( 9
< mln{H QBkHZI/2¢Vk il (sk, af H + [Pn Vi, nt1] I(sf,af) — [PthH](Slfuaﬁ)}

} + [P Vinia) (sf, af) — [PthH](S]fma’fL)

2

<m1n{H 2/8kHEkh¢Vk h+1 Sh7ah H2

1 2
/ Vi nia (S5, aF) /5, hH } P Vi) (shy ab) — PaVi (s, af),
(59)

< 2Bk, min {

where the second inequality holds since the optimal value function dominates the value function
of any policy, and thus on &, by Lemma 19, Vj, p41(-) > VI :1(-), the third inequality holds since

2Bk > Vd - H/Vd > H. By (59) we have
7Tk ’7Tk

Vien(sh) = Vi (sh) — Vi, hH(sZH) — Vil (sh41)] (60)

< QBka'k,h min { 1/2 }

P Vit — Vil (s, af) — Vionsr — Vi) (5 40)- (61)

¢Vk ht1 (S}w ah)/ak h
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Summing up these inequalities for k € [K]and h =1',... | H

M) =

Vi () — Vi (8.0)
|

b
Il

1

K H
<2 Z Z kOk,h mln{
k=1 h=h
K il k k
S [PuViner = Vi )I(sh ab) = Vien = Vi) (s
h=h'

k:h ¢th+l Sh’ah /Uth }

I
-

IA
[\

M=+

M=

Bkam min {1,

o BV (s ah) o} +4H V2T I0g(H]D),  (62)

I

b
Il
—
>
Il

1

where the first inequality holds by a telescoping argument and since Vj, gr41(-) = V" Jfl (-) =0, the
second inequality holds due to &;. To further bound I;, we have

I _1/2

IN

M =
s

K 2
Z Vi (85501 /T, hH }
k=1

h ii% m{

1 h=1

>
Il

1

=

K H
1/2 2
7h Z min PVini (sh’ ah)/ak h
k=1 h=1

I
N)
_—
Avgks
T
Q.

] =
Mm

o7,/ 2Hdlog(1 4+ K/X), (63)

i

1

i
I

where the first inequality holds due to Cauchy-Schwarz inequality, the second 1nequahty holds since
Bi, < B, the third inequality holds due to Lemma 12 with the fact that ||@v; ,,,, (sF,af)/ornll2 <

||¢Vk,h+1(8ha a¥)|l2 - Vd/H < +/d. Substituting (63) into (62) gives

K H
> ) 67 ,V/2Hdlog(1+ K/X) + 4H /2T log(H/5) .

k=1 h=1

K

. N
E [sz w(sen) — Vi (Sk,h’)} <208k
=1

(64)

Choosing i/ = 1 here we get the first inequality that was to be proven. To get the second inequality,
note that

k
Ph[Vieht1 — Vita] (sk, af)

] =
M=

=
Il
—
>
Il

1
H

Vien — Vi l(sh)

I
)=

=

=1h=2
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H
ﬂ'k 7Tk
S [Pu (Vs = Vit )l(shs ab) = Vinor = Vi l(shyn)]

™)~
[;?:

2 V/2dH3 log(1+ K H/(dX)) + 4H?\/2T log(H/6),

k=1h=1
where to get the last inequality we sum up (64) for h’ = 2, ..., H, and use the inequality that defines
&1, which is followed by loosening the resulting bound. |

The next lemma is concerned with bounding Zle Zthl 5,3 pon& N &y

Lemma 21 Let V}, j,, 0., be defined in Algorithm 2. Then, on the event £ N £z, we have

K H K H
YN i <HT/d+3(HT + Hlog(1/6)) + 2H Y > Py[Vipg1 — Vi (sh, af)
k=1 h=1 k=1 h=1

+ 28 VT\/2dH log(1 + K HY/(dX)) + 70k H>V'T/2dH log(1 + K/X).

Proof Assume that £ N & holds. Since we are on &£, by Lemma 19, for all k, h, Vi, 4(-) > V() >
Vh’“k (). Now, we calculate

K H
ZZ[ 2/d+ [VinVine)(sh, af) +Ekh]

K H

K H
= HQT/d + Z Z [ Vi Vi ht1] Sh, ah) [Vthﬂjﬂ(SZa aﬁ)} +2 Z Z Epn

k=1h=1 k=1h=1

I 1P
H

K H K
+ Z Z VthH shyah) + Z [Wk,th,hH](Sfm ay) — [ViVin i) (sf, af) — Ek,h}a
—1h=1 k=1h=1

I3 Iy
(65)

where the first inequality holds due to the definition of &y, ;. To bound /7, we have

Y

k=1

Pth h+1 (Sﬁﬂlh) [Ph(vh+1) ](Si,aﬁ)

IN

M 1=

H
k
2H Z Py (Vie,ht1 — VerJrl)}(S’fcu af,),

1 h=1

e
Il
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where the first inequality holds since Vh’fl(-) < Vi () < Virga (), the second inequality holds
since Vh’rjl(-), Vi,h+1(-) < H. To bound I, we have

k=1 h=1
K H
+4HZZBkakhmln{1 ‘”2¢mﬂ<sh,ah>/okhu}
k=1h=1
K H _
< 28, VTy | D0 min {1, || 26vz,( H}
k=1h=1

1/2

¢Vk ht1 (Sh’ah /Uk hH }

< 2B VT+/2dH log(1 + KH*/(dX)) + T3 H*VT\/2dH log(1 + K/X),

where the first inequality holds since Bk > H? and Bkak n > Vd-H/Vd = H, the second
inequality holds due to Cauchy-Schwarz inequality, ﬁk < ﬁ i B < Br, and the following bound
on Gy, ;, due to the definitions of 7y 5, [V;@th’hH](sh, ah) and Ej,

o, = max {H?/d, Vi, Vin1](sk, af) + Erp } < max {H?/d, H® + 2H*} = 3H>.

Finally, the third inequality holds due to Lemma 12 together with the facts that H(l)vkz - (sk,ak) H2 <
H? and ||y, ., (st af) Gk, < ||@vine. (skaf)|l, - Vd/H < V/d. To bound I, since &
holds, we have

I3 < 3(HT + H?log(1/9)).

Finally, due to Lemma 5, we have I, < 0. Substituting I, I, I3, I, into (65) ends our proof. |

With all above lemmas, we are ready to prove Theorem 6.
Proof [Proof of Theorem 6] By construction, taking a union bound, we have with probability 1 — 59
that £ N &1 N & holds. In the remainder of the proof, assume that we are on this event. Thus, we
can also use the conclusions of Lemmas 19, 20 and 21. We bound the regret as

K
k
Regret(Mg+, K) < [Vk,l(slf) -V (Slf)}
k

K H
> 67 ,V/2Hdlog(1+ KH/(dX)) + 4H /2T log(H/J)

k=1 h=1

(66)
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where the first inequality holds due to Lemma 19, the second inequality holds due to Lemma 20,
the equality holds since when A = 1/B2,

B = 8v/dlog(1 + K/N) log(AK2H/5) + 4Vdlog(4K*H/5) + VAB = 6(Vd).

It remains to bound Y4, S°/° | 52, . For this we have

K H K H

_ k

Gy < HT/d+3(HT + H?log(1/6)) +2H Y > " Pu[Vin1 — Vil (sh, aj)
k=1h=1 k=1h=1

+ 28, VT\/2dH log(1 + KH*/(d)\)) + 78 H*V'T+/2dH log(1 + K/\)
< H*T/d+ 3(HT + H?log(1/0)) + 2H

K H

D) 67 ,V/2dH3log(1 + K/X\) + 4H?\/2T log(H/6)>

k=1 h=1

K H
>N 63, VdHS + HT/d+TH + VTd H*® + ﬁH?’) . (67)

k=1h=1

where the first inequality holds due to Lemma 21, the second inequality holds due to Lemma 20,
the last equality holds due to the fact that S = O(v/d), A = 1/B2,

Br = 8dr\/log(1 + K /) log(4k2H/8) + 4V dlog(4k*H/6) + VAB = O(d),
Bk = 8/dH*log(1 + KH*/(dX))log(4k>H/§) + 4H? log(4k>*H/5) + VAB = ©(VdH?).
Therefore, by the fact that 2 < a+/x + b implies x < c(a? + b) with some ¢ > 0, (67) yields that
K H

o2, < O(d*H® + H?T/d + TH + VTd"H*® + VTH?)
k=1 h=1
= O(d*H® + d*H® + TH + H?T/d), (68)

where the equality holds since v/T'd'°H?® < (TH?/d + d*H?)/2 and VTH? < (H?T/d +
H*d) /2. Substituting (68) into (66), we have

Regret(Me-, K) = 5<\/d2H2 Y dH3T + d2H? + d3H2),

finishing the proof. |

Remark 22 To derive our upper bound of regret, we actually only need a weaker assumption
on reward functions ry, such that for any policy w, we have 0 < Zthl rh(sh,ap) < H, where
ap = mh(sn), Sh+1 ~ P(:|sn,an). Therefore, under the assumption 0 < ZhH:1 rh(sn,ap) <1
studied in Dann and Brunskill (2015); Jiang and Agarwal (2018); Wang et al. (2020a); Zhang
et al. (2021a), by simply rescaling all parameters in Algorithm 2 by a factor of 1/H, UCRL-VIR™
achieves the regret 5(\/ d? + dHT + d>H? + d*H). Zhang et al. (2021a) has shown that in the
tabular, homogeneous case with this normalization the regret is O(+/|S[|A[K +|S|2|A|), regardless
of the value of H. It remains an interesting open question whether this can be also achieved in
homogeneous linear mixture MDPs.
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Appendix E. Proof of Lower Bound Results in Section 5

E.1. Overview of the Lower Bound Construction

1_5_<I~“haa1> 1757<”'h7a1>

<:uh7a1> ‘Ev_

T

THt2

Figure 1: The transition kernel P, of the class of hard-to-learn linear mixture MDPs. The kernel
PP;, is parameterized by py € {—A, A}?~! for some small A, § = 1/H and the actions
are from a € {+1,—1}971. The learner knows this structure, but does not know g =

(Hlv"')“H)-

To prove the lower bound, we construct a hard instance M (S, A, H, {ry,}, {P,}) based on the
hard-to-learn MDPs introduced in Zhou et al. (2021). The transitions for stage h of the MDP are
shown in Figure 1. The state space S consists of states x1, ... Xgt2, Where 41 and 4o are
absorbing states. There are 24! actions and A = {—1,1}9". Regardless of the stage h € [H],
no transition incurs a reward except transitions originating at x g2, which, as a result, can be
regarded as the goal state. Under Py, the transition structure is as follows: As noted before, 41
and x o are absorbing regardless of the action taken. If the state is x; with ¢ < H, under action
a € {—1,1}971, the next state is either 277 o or z; 1, with respective probabilities & + (g, a) and
1 — (6 + {un,a)), where § = 1/H and py, € {—A, A}~! with A = /6/K /(4V/2) so that the
probabilities are well-defined.

This is an inhomogeneous, linear mixture MDP. In particular, P (s|s,a) = (¢(s'|s,a), 0},),
with

(0‘(1_5)7_/63T)T, s=uxp,8 =xpe1,h € [H];
¢(Sl|s,a)— (a(syﬁaT)T, s=uxp,8 =xgio,h € [H]; ’

(a,0")T, se€{ryi1,ra2}, 8 =s;

0, otherwise .

eh = (1/047“’;/6)1—7 h e [H]7

where a = /1/(1 + A(d—1)), B = \/A/(1+ A(d —1)). It can be verified that ¢(|-,-) and
{0},} satisfy the requirements of a B-bounded linear mixture MDPs. In particular, (1) holds. Indeed,
ifwelet V : & — [0, 1] be any bounded function then for s = xg11 or s = xg19, Py (s,a) =
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S d(s']s,a)V(s') = (aV(s),07) T and hence ||y (s, a)||2 < 1, while for s = 2, with h € [H],
we have

lov(s,a)ll3 = ®(V(zm12)0 + V(zpg)(1 = 8))* + B2 (V(zm12) — V(zn))?lall3
<a?+(d—1)p2
=1. (69)

Meanwhile, since K > (d — 1)/(32H(B — 1)), we have

2
1615 = % + ”g;”? =(1+A(d-1)*=(1++/6/K/42 (d—1))* < B

The initial state in each episode k is s, ; = x1. Note that if the agent transitions to x f7 12 it remains
there until the end of the episode. Due to the special structure of the MDP, at any stage h € [H],
either the state is x g9 or it is xy,. Further, state x5 can only be reached one way, through states
1, 2, ..., Thp—1. As such, knowing the current state is equivalent to knowing the history from
the beginning of the episode and hence policies that simply decide at the beginning of the episode
what actions to take upon reaching a state are as powerful as those that can use the “within episode”
history.

Now, clearly, since the only rewarding transitions are those from 2, the optimal strategy in
stage h when in state zj, is to take action argmax,¢c 4(ttp, @). Intuitively, the learning problem is
not harder than minimizing the regret on H linear bandit problems with a shared action set A =
{—1,+1}4! and where the payoff on bandit 4 < H/2 of taking action a € Ais Q(H)Z, where Z
is drawn from a Bernoulli with parameter 6 + (p, @). Some calculation shows that the reverse is
also true: Thanks to the choice of §, (1 — &) /2 ~ const, hence there is sufficiently high probability
of reaching all stages including stage H /2, even under the optimal policy. Hence, the MDP learning
problem is not easier than solving the first {2(H/2) bandit problems. Choosing A = ©(4/J/K),
for K large enough, (d — 1)A < § so the probabilities are well defined. Furthermore, on each of
the bandit, the regret is at least Q(dH+/K6). Since there are Q(H/2) bandit problems, plugging in
the choice of §, we find that the total regret is Q(dH+/ K H) and the result follows by noting that
T=KH.

Remark 23 Our lower bound analysis can be adapted to prove a lower bound for linear MDPs pro-

posed in (Yang and Wang, 2019; Jin et al., 2020). In specific, based on our constructed linear mix-

ture MDP M in the proof sketch of Theorem 8, we can construct a linear MDP M (S, A, H, {7y}, {P,})

as follows. For each stage h € [H), the transition probability kernel Pj, and the reward function 7y,

are defined as Py, (s'|s,a) = (¢(s,a), un(s')) and 71, (s,a) = (p(s,a), €p), where ¢(s,a), u(s') €

R are two feature mappings, and &, € R is a parameter vector. Here, we choose ¢(s,a), up,(s"), &, €
R as follows:

@(s,a) = {(a,BaT,O)T’ s=uaxp, he[H+1];

0,07, )7,  s=zp.0. ’

((1_5)/01’_H;/570)T7 s = Th+1;
l"’h(sl) - (5/0(7 l’l’;/ﬁ7 1)T7 8/ = TH+2;

0, otherwise,
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and &, = (07, 1) 7. It can be verified that max{||&p||2, || n(S)||2} < Vd + 1, and ||p(s,a)||]2 < 1
for any (s,a) € S x A. In addition, for any h € [H|, we have Py (s'|s,a) = Py(s'|s,a) and
rp(s,a) = 7r(s,a) when s = xp or xgio. Since at stage h, s can be either xp, or X2, we
can show that the constructed linear MDP M has the same transition probability as the the linear
mixture MDP M, which suggests the same lower bound Q(dH VT ) in Theorem 8 also holds for
linear MDP.

E.2. Proof of Theorem 8

We select 6 = 1/H as suggested in Appendix E.1. For brevity, with a slight abuse of notation,
we will use M, to denote the MDP described in Appendix E.1 corresponding to the parameters
r = (p1,...,pmr). We will use E,, denote the expectation underlying the distribution generated
from the interconnection of a policy and MDP M,,; since the policy is not denoted, we tacitly
assume that the identity of the policy will always be clear from the context. We will similarly use
[P, to denote the corresponding probability measure.

We start with a lemma that will be the basis of our argument that shows that the regret in our
MDP can be lower bounded by the regret of H /2 bandit instances:

Lemma 24 Suppose H > 3 and 3(d — 1)A < 6. Fix u € ({—A, A} Fix a possibly history
dependent policy m and define aj, = E,[ay | s, = xp, 51 = x1]: the expected action taken by the
policy when it visits state xy, in stage h provided that the initial state is x1. Then, letting V* (V™)
be the optimal value function (the value function of policy T, respectively), we have

7 A2
Vi (o) = V) 2 33 (‘ma(pan a) = (s aF)) )-

Proof Fix p. Since p is fixed, we drop the subindex from P and E. Since A = {41, —1}%"! and

pr € {—A, A} we have (d — 1)A = maxac4{n,a). Recall the definition of the value of

policy 7 in state z;:

H

Vi (1) = E[Zrh(sh, an)

h=1

s1=x1,ap ~ Th(:|s1,01,. .., Sh—1, An—1, Sh)] . (70)

Note that by the definition of our MDPs, only z 719 satisfies that r, (z g2, a) = 1, all other rewards
are zero. Also, once entered, the process does not leave x 5. Therefore,

H-1

ViT(z1) = Y (H — B)P(Np|s1 = 21). (71)
=1

>

where NV}, is the event of visiting state zj, in stage h and then entering x f72:

Np, = {Sh41 = TH+42,5h = Th}. (72)

By the law of total probability, the Markov property and the definition of M,,,
P(sp+1 = THt2|[sh = zp, 51 = 21)
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= Z P(spt1 = zH42|sh = zh, an = @)P(ay, = alsp = xp, 51 = x1)
acA

= Z(‘S + (pn, a))P(ap = alsp, = xp, 51 = 1)
acA

=0+ (pn, ap)

where the last equality used that by definition, aj = >, 4 P(an = als, = xp, 51 = z1)a. It also
follows that P(sp41 = 2p41|sn = xh, 51 = x1) = 1 — (0 + (un, af)). Hence,

h—1
P(Nw) = (6 + (mn.af)) [T(1 =6 = (uj.af)) . (73)
j=1
Defining aj, = (u4, af,), we get that
H h—1
Vit(z1) =Y (H—h)(an+0) [J(1—a; - 0).
h=1 j=1

Working backwards, it is not hard to see that the optimal policy must take at stage the action
that maximizes (g, @). Since max,ec 4 (pp, a) = (d — 1)A, we get

H
Vit(e) =Y (H—h)(1—(d—1)A=8)"1((d-1)A+9).
h=1
For i € [H], introduce
H h—1 H
Si=> (H—-h ][ -a;—0)(an+6), Ti=> (H—-h)(1~-(d-1)A=5)""((d-1)A+3).
h=i J=t h=i

Then V*(z1) — V{"(z1) = T1 — Si1. To lower bound 77 — Sy, first note that
Si=(H —i)(a; + )+ Six1(1 —a; —6), Ty = (H —3)((d — DA+ 8) + Ti11(1 — (d — 1)A = 9),
which gives that

T,—Si=H—-i—Tix1)((d—1)A —a;) + (1 —a; — 6)(Ti+1 — Si+1)- (74)

Therefore by induction, we get that

H-1

— 81 =Y ((d=1)A—ap)(H —h—Th1) Hl—a]—é (75)
h=1 Jj=1

To further bound (75), first we note that 7}, can be written as the following closed-form expression:

(1—(d—1)A -8 -1

T, —
h (d—1)A+6

+H—-h+1-(1-(d—1)A—-68"
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Hence, for any h < H/2,

1—(1—(d—1)A—g)H-h

H—h—Thy = @ DA 3 +(1—(d-1)A 5"
1—(1—(d—1)A—§)H/?
> d-1A10 > H/3, (76)

where the last inequality holds since 3(d — 1)A < § = 1/H and H > 3. Furthermore we have

h—1
[ —a;—6)>(1—45/3)" > 1/3, (77)

J=1

where the first inequality holds since a; < (d — 1)A,3(d — 1)A < 6, the second one holds since
d = 1/H and H > 3. Therefore, substituting (76) and (77) into (75), we have

H/2
V(o) = V(o) =T — $1 > - 3 (d = 1A —ap),

— 10 —

which finishes the proof. |

We also need a lower bound on the regret on linear bandits with the hypercube action set A =
{—1,1}4=1, Bernoulli bandits with linear mean payoff. While the proof technique used is standard
(cf. Lattimore and Szepesvéri 2020), we give the full proof as the “scaling” of the reward parameters
is nonstandard:

Lemma 25 Fix a positive real 0 < § < 1/3, and positive integers K, d and assume that K >
d?/(26). Let A = \/§/K /(4\/2) and consider the linear bandit problems L,, parameterized with
a parameter vector p € {—A, A} and action set A = {—1,1}¢ so that the reward distribution
for taking action a € A is a Bernoulli distribution B(0 + (u*,a)). Then for any bandit algorithm
B, there exists a p* € {—A, A} such that the expected pseudo-regret of B over first K steps on
bandit L,,~ is lower bounded as follows:

dVKS
8V2

Note that the expectation is with respect to a distribution that depends both on B and w*, but since
B is fixed, this dependence is hidden.

Proof Leta;, € A = {—1,1}? denote the action chosen in round k. Then for any pu € {—A, A}9,
the expected pseudo regret E, Regret(K') corresponding to p satisfies

E,Regret(K) >

K
E,Regret(K) = ZEM(?EE%(M, a) — (u,ax))
kle d
=AY > E,1{sgn([u];) # sgn([ar];)}

k=1 j=1
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d K
=AY Eui{sgn((ul;) # sgn(far];)} (78)

71=1 k=1

Nj(w)

where for a vector x, we use [z]; to denote its jth entry. Let p? € {—A, A} denote the vector
which differs from p at its jth coordinate only. Then, we have

QZE“Regret AZZ E.N;( E,.i Nj(p )
"

nog=1

d
=AY "> (K +EuN;j(p) — By Nj(w)

noj=1
d

> AN D (K = 12K\ /KL(Py, Pyi)), (79)
noj=1

where the inequality holds due to N;(u) € [0, K] and Pinsker’s inequality (Exercise 14.4 and Eq.
14.12, Lattimore and Szepesvari 2020), P;, denotes the joint distribution over the all possible reward
sequences (71, . ..,7x) € {0,1}% of length K, induced by the interconnection of the algorithm and
the bandit parameterized by p. By the chain rule of relative entropy, KL(7P,,, P,,;) can be further
decomposed as (cf. Exercise 14.11 of Lattimore and Szepesvari 2020),

KL(Pp, Ppi) ZE [KL(Pu(relrie—1), Pui(relrie—1))]
k=1
Eu[KL(B(8 + (ak, 1), (B(0 + (a, u’)))]

(80)

where the second equality holds since the round & reward’s distribution is the Bernoulli distribution
B(6 + (aj, ) in the environment parameterized by p, the first inequality holds since for any
two Bernoulli distribution B(a) and B(b), we have KL(B(a), B(b)) < 2(a — b)?/a when a <
1/2,a+b < 1, the second inequality holds since g only differs from g at j-th coordinate, (u, ay) >
—dA > —0/2. It can be verified that these requirements hold when 6 < 1/3, dA < §/2. Therefore,
substituting (80) into (79), we have

QZ]E“Regret(K) > ZAd(K—\/iKg’/?A/\/S) _ Zd;/?’
% " .

where the equality holds since A = \/§/K /(4v/2). Selecting p* which maximizes E,,Regret(K)
finishes the proof. |
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With this, we are ready to prove Theorem 8.
Proof [Proof of Theorem 8] We can verify that the selection of K, d, H, § satisfy the requirement
of Lemma 24 and Lemma 25. Let 7% denote the possibly nonstationary policy that is executed in
episode k given the history up to the beginning of the episode. Then, by Lemma 24, we have

E”Regret(Mu,K) =E, [ZK:[Vf(xl) - Vfrk(l‘l)]]
k=1

Sl
IIME

K
> [Z (max(pn, a <uh,a2k>)} 81)
Ih(u'vﬂ-)
Let u‘h = (M1, -y Wh—1, Bht1s-- -, ). Now, every MDP policy 7 gives rise to a bandit al-
gorithm B, ;, - for the linear bandit £,,, of Lemma 25. This bandit algorithm is such that the

distribution of action it plays in round k matches the distribution of action played by 7 in stage
h of episode k conditioned on the event that sf = zp, i.e., P, r(af = -|sF = ;) with the tacit
assumption that the first state in every episode is x;.

As the notation suggests, the bandit algorithm depends on g ~". In particular, to play in round
k, the bandit algorithm feeds 7 with data from the MDP kernels up until the beginning of episode
k: For ¢ # h, this can be done by just following IP; since the parameters of these kernels is known
to By j, ,—n- When ¢ = h, since Pp, is not available to the bandit algorithm, every time it is on stage
h, if the state is xy, it feeds the action obtained from 7 to £, and if the reward is 1, it feeds 7 with
the next state z r7y 2, otherwise it feeds it with next state x5,1. When ¢ = h and the state is not zy, it
can only be z 72, in which case the next state fed to 7 is x 42 regardless of the action it takes. At
the beginning of episode k, to ensure that state xy, is “reached”, 7 is fed with the states x1, x3, .. .,
xp. Then, 7 is queried for its action, which is the action that the bandit plays in round k. Clearly,
by this construction, the distribution of action played in round k by B j, ,,—» matches the target.

Denoting by BanditRegret(Bm hop—h ) the regret of this bandit algorithm on £, by our con-
struction, Iy (s, 7) = BanditRegret(B,. j, ,,-n, pp,) for all h € [H /2]. Hence,

H/2
stl‘p E,Regret (M/u K) > sip 0 z:: BanditRegret(Bmh,“_h, wh)

H/2

> sx;p 10 Z ,lﬁﬁ BanditRegret(B,; j, -, ptn)

H/2
0 Z S:ng) ilZI}f’; BanditRegret(B,; ;, z-n, i)

- H? (d-1)VKo
where the last inequality follows by Lemma 25. The result follows by plugging in 6 = 1/H and
T=KH. |
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