Unbalanced minibatch Optimal Transport; applications to
Domain Adaptation

Supplementary material
Outline. The supplementary material of this paper is organized as follows:

* In section A, we first review the formalism with definitions and basic property proofs.
* In section B, we demonstrate our statistical and optimization results.

* In section C, we give extra experiments and details for domain adaptation experiments.

A. Minibatch UOT formalism and basic properties

We start with the rigorous formalism of the minibatch UOT transport plan.

A.1. Minibatch UOT plan formalism

Definition 1. We denote by Opt,, the set of all optimal transport plans for h = OT;’E, cost matrix C' and a marginal

u. Let u,,,u,, € (R™)? be discrete positive uniform vectors. For each pair of index m-tuples I = (iy,... i) and
J = (j1,-. ., Jm) from [1,n]™, consider C' := Cy j the m x m matrix with entries C},, = C;, j, and denote by II7"; an
arbitrary element of Opt,,. It can be lifted to an n x n matrix where all entries are zero except those indexed in I x J:

I, =Q/},Q, (1)

where Qp and Q) y are m X n matrices defined entrywise as

2

(Qnki =064y,i,1 <k <m,
m 3)

(Q1)ej = 05,5, 1 <L <
Each row of these matrices is a Dirac vector, hence they satisfy Qr1, = 1,, and Q ;1,, = 1,,.

We also define the averaged minibatch transport matrix which takes into account all possible minibatch couples.

Definition 2 (Averaged minibatch transport matrix). Consider h = OT;"E. Given data n-tuples X,Y, consider for each
pair of m-tuples I, J, the uniform vector of size m, w,, and let 111 _; be defined as in Definition 1.

The averaged minibatch transport matrix and its incomplete variant are :

=m - !2
" (X,Y):= ("nigl) >N ., )

Iepm jepm

IP(X,Y):=k"" Y T, (5)
(I,J)eDy,

where Dy, is a set of cardinality k whose elements are drawn at random from the uniform distribution on ' := P, X Pp,.

The average in the above definition is always finite so we do not need to concern ourselves with the measurability of selection
of optimal transport plans. The same will be true whenever an average of optimal transport plans will be taken in the rest of
this paper, since all results concerning such averages will be nonasymptotic. We will therefore avoid further mentioning
this issue, for the sake of brevity. Unfortunately, on contrary to the balanced case, the minibatch UOT transport plan do
not define OT transport plan as they do not respect the marginals, so in general the averaged minibatch UOT is not an OT
transport plan. Note that the Sinkhorn divergence involves three terms, which explains why we can not define an associated
averaged minibatch transport matrix.



A.2. Basic properties

Proposition 1 (Positivity, symmetry and bias). The minibatch UOT are positive and symmetric losses. However, they are
not definites, i.e., h"™ (X, X) > 0 for non trivial X and 1 < m < n.

Proof. The first two properties are inherited from the classical UOT cost. Consider a uniform probability vector and
random 3-data tuple X = (x1, z2, x3) with distinct vectors (x;)1<i<3. As h™ is an average of positive terms, it is equal
to 0 if and only if each of its term is 0. But consider the minibatch term I; = (i1,42) and Is = (i1, i3), then obviously
h(u,u,C(X (1), X (I2))) # 0 as x2 # x3, where X (1) denotes the data minibatch corresponding to indices in I;. [

We now give the proof for our claim ”A simple combinatorial argument assures that the sum of w,,, over all m-tuples I
gives u,.”

Proposition 2 (Averaged distributions). Let w.,, be a uniform vector of size m. The average over m-tuples I € P™ for a
given index of up, is equal to ==, i.e., Vi € [1,n], ) cpm(Um)i = (un) LT

T oot

Proof. We recall that P™ denotes the set of all m-tuples without repeated elements. Let us check we recover the initial
weights (u,,); = “=. Observe that >oi , a; =mg and that foreach1 < i <n

H{IePm:icl}=¢4{IeP":nel}
=t#{I = (i1, yim) EP" iy =n}+ ... +#{I = (i1, im) EP™ iy =n}

=m-4{I = (i1,...,0m) € P™ iy = n}. (6)
Since #{I = (i1,...,im) € P™ : iy, = n} is the number of (m — 1)-tuples without repeated indices of [1,n — 1],
(n —1)!/(n —m)!, it follows that
(n —m)! Mg, . (n—m) me  (n—m)!mg m
Iepm 1eP™ iel
:(n—m)!%m.(n—l)!:% ®)
n! m (n —m)! n
O

B. Proof main results

In this section we prove the UOT properties and the minibatch statistical and optimization theorems. We start with UOT
properties as they are necessary to derive the minibatch results.

B.1. Unbalanced Optimal Transport properties

We recall the definition of Csiszar divergences. Consider a convex, positive, lower-semicontinuous function such that
¢(1) = 0. Define its recession constant as ¢/ = lim,_, - ¢(x)/x. The Csiszar divergence between positively weighted
vectors (z,y) € RY reads

Dy(w.y) = 3 wio( ) + 0k D e
'yi;éO v y,;=0

It allows to generalize OT programs. We retrieve common penalties such as Total Variation and Kullback-Leibler divergence
by respectively taking ¢(x) = |x — 1| and ¢(x) = (zlogx — x + 1). We provide a generalized definition of all OT
programs as

OT;"(a,b,C) = min F(ILC)= min (C,11)+7Dy(Il1,|a) + 7Dy(I171,,|b) + eKL(Il|a ® b).
ER} MERY

Where F denotes the UOT energy.



B.1.1. ROBUSTNESS

We start by showing the robustness properties lemma 1 that we split in two different lemmas. Lemma 1.1 shows that the
UOT cost is robust to an outlier while lemma 1.2 shows that OT is not robust to an outlier.

Lemma 1.1. Tuke (u,v) two probability measures with compact support, and z outside of v’s support. Recall the
Gaussian-Hellinger distance (Liero et al., 2017) between two positive measures as

GH,(u,v) = iI;fO/C(a?,y)dﬂ(m,y) + T7KL(m|pn) + TRL(m2|v).

For ¢ € [0, 1], write i = (pu + (1 — )8, a measure perturbed by a Dirac outlier. Write m(z) = [ C(z,y)dv(y) One has

GH, (fi,v) < ¢ GH,(p,v) +27(1 — ¢)(1 — e"™()/27) ©)

In particular, with the notation OT;’L0 it reads

OTE (i, v, C) < COTE (11, v, C) + 27(1 — ) (1 — e~ ™(=)/27)

Proof. Recall that the OT program reads
Write 7 the optimal plan for OT;’O(M7 v). We consider a suboptimal plan for OT;’O(/], v) of the form
T=C(r+(1—-{)Kkd, R,

where « is mass parameter which will be optimized after. Note that the marginals of the plan 7 are 773 = (71 + (1 — {)Kd.
and 72 = (g + (1 — {)xv. Note that KL is jointly convex, thus one has

KL(71]j1) < CKL(m |u) + (1 — OKL(x6,15.),
KL (7ol 1) < CKL(malv) + (1 — QKL (k).

Thus a convex inequality yields

OT;’O(/], v) < C{/ llz — y||dm(z,y) + TKL(m1|p) + TKL(7T2|V):|
+(1-9) [Hm(z) + TKL(Kd,|9,) + TKL(,%V|V)]

We optimize now the upper bound w.r.t. k. Both KL terms are equal to ¢ (k) = xlog x — k + 1, thus differentiating w.r.t. K
yields

m(z) +27logk = 0 = k = e ™3)/27,
Reusing this expression of  in the upper bound yields Equation (9). [

Lemma 1.2. Tuke (u,v) two probability measures with compact support, and z outside of v’s support. Define the
Wasserstein distance between two probabilities as

W)= sup / F(@)dp() + / o()dv(y). (10)

f(x)+9(y)<C(z,y)

For ¢ € [0, 1], write i = Cu + (1 — €)d, a measure perturbed by a Dirac outlier. Write (f, g) the optimal dual potentials of
W(u,v), and y* a point in v’s support. One has

W) 2 CWinw) + (1= Ol = o7l = 906 + [ gav) an
In particular, with the notation OT;%O it reads

OTF (1) = COTF (uv) + (1= O (Clavy’) ~ 9(w) + [ 9a9)



Proof. We consider a suboptimal pair (f, §) of potentials for OT;O’O([L, v). On the support of (1, ) we take the optimal
potentials pair (f, g) for (u,v), i.e. f = fand § = g. We need to extend f at 2. To do so we take the c-transform of g, i.e.

fz)= inf |lz—yl —g) =llz—y*II> - 9(y").
yEspt(v)

where the infimum is attained at some y* since v has compact support. the pair ( f ,§) is suboptimal, thus
013 (1) = [ F)data) + [ dtwavty)
> ¢ [ fa)duta) + 1= OF) + [ o)
> COTF ) + (L= )1z = w1 = 9t7) + [ al)av(y)]
Hence the resulted given by Equation (11). O

B.1.2. UOT PROPERTIES

Now let us present results which will be useful for concentration bounds. A key element is to have a bounded plan and a
finite UOT cost in order to derive a hoeffding type bound. We start this section by proving lemma 2. We split it in two,
lemma 2.1 proves that the UOT cost is finite and provides an upper bound while lemma 2.2 proves that the UOT plan exists
and belongs to a compact set.

Lemma 2.1 (Upper bounds). Let (a, b) be two positive vectors and assume that (ab' ,C) < +oc, then the UOT cost is
finite. Furthermore, we have the following bound for h = OT’;, one has |h(a,b,C)| < Mib, where

M}y = Mmamp + Tmad(me) + Tmpd(ma). (12)

Regarding h = S3°, one has |h(a, b, C)| < M2, where

a,b’
€
Mtib = 2Mmamp + TMad(Mp) + TMpd(Ma) + TMad(Ma) + TMed(Mmsp) + Q(ma - mb)z' (13)
Proof. As (abT7 C) < +oo is finite, one can bound the ground cost C' as 0 < C;; < M. Consider the OT kernel

h € {OT;’E} for any & > 0. Let us consider the transport plan IT = ab' = (a;b;) (with respect to the cost matrix C).
Because all terms are positive, we have:

|| < (ab",C) +ekL(ab  |ab") + 7D, ((abT)1n|a) + 7Dy ((ba")1,|b)

< MZ a;bj + Tmed(mep) + TMmpd(ma)

2%
< Mmeagmp + Tmad(me) + Tmpd(mg) (14)
Defining M , as the last upper bound finishes the proof. The case h = S3°, is the sum of three terms of the form OT7*
Thus the sum M/, + 3 M} , + 5 M}, is an upper bound of S.. O
We now bound the UOT plan.

Lemma 2.2 (locally compact optimal transport plan). Assume that (abT, C) < +o0. Consider regularized or unregularized
UOT with entropy ¢ and penalty Dy such that one has ¢, > 0. Then there exists an open neigbhourhood U around C, and
a compact set K, such that the set of optimal transport plan for any CeUisink, ie., Opth(é) C K. Furthermore, if all
costs are uniformly bounded such that 0 < C < M < oo, then the compact K can be taken global, i.e. independent of C.

Proof. We identify the mass of a positive measure with its L1 norm, i.e. mg = Y _ a; = ||a||;. We first consider the case
where 0 < C < M < oco. The OT cost is finite because the plan 7 = ab' is suboptimal and yields OT;’E(a, b,C) <
Mmegmp + Tmad(mp) + Tmpd(me) < +o00.



Take a sequence II; approaching the infimum. Note that thanks to the Jensen inequality, one has Dy (x, y) > my@(ma/my)
(see (Liero et al., 2017)). Write mp = ) II; ;;. One has for any ¢

(I, C) + 7Dy (T; 11, |a) + 7Dy (11,1, b) + eKL(ILab")

> mp | min Cj; +T&¢(@) +T@¢(@) +5mamb¢KL( mn )
mm  Mea mit mp mir MaMp

Z mHL(mH).

If ||TL;|[y = mm — +o0, then L(m) — +ooif € > 0 and L(my) — min C;; + 2¢., > 0 otherwise. In both cases, as
t — oo and ||II;||; = mp — 400, we are supposed to approach the infimum but its lower bound goes to +oo, which
contradicts the fact that the optimal OT cost is finite.

More precisely, there exists a large enough value M such that for my > M, the lower bound is superior to the upper bound
Mmgmp + Tmaed(mp) + Tmpo(m,) and thus necessarily not optimal. Furthermore, M depends on (mg, mp, M) since
0 < C < M. Thus, there exists M > 0 and some %, such that for ¢ > tg any plan approaching the optimum statisfies
||TL;||; < M. The sequence (IT;); is in a finite dimensional, bounded, and closed set, i.e. a compact set. One can extract a
converging subsequence whose limit is a plan attaining the minimum. Thus any optimal plan is necessarily in a compact set.

To generalize to local compactness, we consider § > 0 and a neighbourhood U of C' such that for any C' € U one has
0<C <maxC+39. Reusing the above proof yields the existence of M such that for any CeU, any plan approaching
the optimum satisfies ||TI;||; < M, but this time M depends on (1, mp, max C + §), which is independent of C' in its
neighbourhood. O

We recall we denote the set of all optimal transport plan Opt,(X,Y) C M (X). While the UOT energy takes positive
vectors and a ground cost as inputs, we make a slight abuse of notation with Opt;, (X ,Y"). Indeed, the ground cost can
be deduced from X, Y and we associate uniform vectors as a and b. As each element IT of Opt,; (X,Y") is bounded
by a constant M, Opt;,(X,Y") is a compact space of M (X). We denote the maximal constant M which bounds all
elements of Opt,;, (X,Y") as M;. We now prove that the set of optimal transport plan is convex , which will be useful for
the optimization section.

Lemma 3 (optimal transport plan convexity). Consider regularized or unregularized UOT with entropy ¢ and penalty Dg.
The set of all optimal transport plan Opt,(X,Y) is a convex set.

Proof. Tt is a general property of convex analysis. Take a convex function f and two points (x,y) that both attain the
minimum over a convex set E. Write z = tx + (1 — t)y for t € [0, 1]. By convexity and suboptimality of z one has
ming f < f(z) < tf(x)+ (1 —t)f(y) = ming f. Thus z is also optimal, hence the set of minimizers is convex. The
losses OT ;' fall under this setting. O

Finally, we provide a final result about UOT cost which is also useful for the optimization properties.

Lemma 4 (UOT is Lipschitz in the cost C). The map C — h(u,u,C) is locally Lipshitz. Furthermore, if the costs are
uniformly bounded (0 < C' < M) then the loss is globally Lipschitz.

Proof. We recall that h(u,u,C) = min F(II,C). Let Cy and C; be two ground costs. Let II; and II; be the optimal
eR}*™

solutions of h(w,u,C) and h(u,u, Cs), i.e., h(u,u,Cy) = F(II,C1). Then we have:

]-'(Hl,Cl) — .F(Hl,CQ) S h(u,u,Cl) — h(u,u,CQ) S .F(HQ, Cl) — ]:(HQ,CQ) (15)

Thus we have

h(u,u,C’l) — h(u,u,C’g) S f(HQ,Cl) — ]:(HQ,CQ)
= (I, C1 — Cy) (16)
< [[Hafl[[C1 = Co| (17)



Where the last inequality uses the Cauchy-Schwarz inequality. Following the same logic we get a bound for minus the left
hand term

h(u, u,Ca) — h(u,u,C1) < F(Ily, Ca) — F(ILy, Cy) < [[IL[[[[Cy — Co| (18)

It remains to bound ||TT;||. When we study the local Lipschitz property, without loss of generality, we fix C and take C5 in a
local neighbourhood of C. Thus Lemma 2.2, gives that ||IT;|| < M, where M only depends on (¢, 7, €, a, b, max C), with
a = b = u, i.e. it is locally independant of C' in its neighbourhood, hence the local Lipschitz property. When 0 < C' < M,
then M is independent of the cost, hence the bound is global and the map is globally Lipschitz. O

B.2. Statistical and optimization proofs

We consider a positive, symmetric, definite and C' ground cost and without loss of generality, we consider our ground cost
to be squared euclidean. We recall our definitions and hypothesis. As the distributions « and 3 are compactly supported,
there exists a constant M > 0 such that for any 1 < 4,j < n, ¢(x;,y;) < M with M := diam(Supp(a) U Supp(3))>.
We also furthermore suppose that the input masses m, and mp of positive vectors are strictly positive and finite, i.e.,
0 < mq < oco. These hypothesis assures us that the UOT cost is finite and that the UOT plan is bounded.

B.2.1. PROOF OF THEOREM 1

We now give the details of the proof of theorem 1. We separate theorem 1 in two sub theorem 1.1 and theorem 1.2. In
the theorem 1.1, we show the deviation bound between h}* and E}, and in theorem 1.2, we show the deviation bound

between ﬁjj and I For theorem 1.1, we rely on two lemmas. The first lemma bounds the deviation between the complete
estimator 2™ and its expectation Ej,. We denote the floor function as |« | which returns the biggest integer smaller than x.

Lemma 5 (U-statistics concentration bound). Let § € (0, 1), three integers k > 1 and m < n be fixed, and two compactly
supported distributions o, 3. Consider two n-tuples X ~ a®™ and Y ~ %™ and a kernel h € {OT}*, S;E}. We have a
concentration bound between h™ (X ,Y') and the expectation over minibatches E}, depending on the number of empirical
datan

Tm no [log(2/6)
W™ X,Y) — Ep| < M, ,, 2n/m]| 19)

with probability at least 1 — 6 and where M,’j’u is an upper bound defined in lemma 2.1.

Proof. h™(X,Y) is a two-sample U-statistic of order 2m and E}, is its expectation as X and Y are iid random variables.
h™(X,Y) is a sum of dependant variables and it is possible to rewrite A™ (X, Y") as a sum of independent random variables.
As «, 8 are compactly supported by hypothesis, the UOT loss is bounded thanks to lemma 2.1. Thus, we can apply the
famous Hoeffding lemma to our U-statistic and get the desired bound. The proof can be found in (Hoeffding, 1963) (the two
sample U-statistic case is discussed in section 5.b) . O

The second lemma bounds the deviation between the incomplete estimator E};’ and the complete estimator /™.

Lemma 6 (Deviation bound). Let § € (0,1), three integers k > 1 and m < n be fixed, and two compactly supported
distributions o, 8. Consider two n-tuples X ~ a®" andY ~ B°" and a kernel h € {OT;’E, S;’E}. We have a deviation
bound between TL? (X,Y) and h"™(X,Y) depending on the number of batches k

21og(2/9)

[RE(X.Y) = A (X Y)| < Mo\ =

(20)

with probability at least 1 — 6 and where M,’j’u is an upper bound defined in lemma 2.1.

Proof. First note that EZL(X ,Y') is an subsample quantity of h™(X,Y). Let us consider the sequence of random variables
((bu(1,J)(1,7yePm ) 1<i<k such that by(1, J) is equal to 1 if (I, .J) has been selected at the [—th draw and 0 otherwise. By

construction of A}, the aforementioned sequence is an i.i.d sequence of random vectors and the b;(I, J) are Bernoulli



random variables of parameter 1/|T'|. We then have
~ 1
RM(X,Y) - h™"(X,Y) =2 E_ (1)

where w; = 327 jyepm (bi(1,J) — \F\) (I,J). Conditioned upon X = (@1, - ,xy) and Y = (yy,---,y,), the
variables w; are independent, centered and bounded by QMLL,“ thanks to lemma 2.1. Using Hoeffding’s inequality yields

P([hi(X,Y) = h"(X,Y)| > ) = E[P(|h{ (X, Y) = h"™(X,Y)| > ¢|X,Y)] (22)
k
1
P(l Z )| > e X, Y)] (23)
—ke? —ke?
< E[2e7E | = 2670000 24)
which concludes the proof. O

We are now ready to prove Theorem 1.1.

Theorem 1.1 (Maximal deviation bound). Let 6 € (0, 1), three integers k > 1 and m < n be fixed and two compactly
supported distributions c, . Consider two n-tuples X ~ o®™ and'¥Y ~ B®" and a kernel h € {OT*, S}, We have

a maximal deviation bound between E?(X ,Y) and the expectation over minibatches Ej, depending on the number of
empirical data n and the number of batches k

~ 1 2 21 2
XY = Bl < My R0 8 /‘5 2l 20820 25)

with probability at least 1 - § and where Mfiu is an upper bound defined in lemma 2.1.

Proof. Thanks to lemma 6 and 5 we get

h(X,Y) — By < [h(X,Y) — R™(X,Y)| + [A™(X,Y) — Ej| (26)
1og 2/5 210g (2/9)
<M} o\ — 27
= u,u n/m 27
with probability at least 1 — (3 + £) =1— 6. O

We now give the details of the proof of theorem 1.2. In what follows, we denote by I1;) the i-th row of matrix II. Let us
denote by 1 € R" the vector whose entries are all equal to 1.

Theorem 1.2 (Distance to marginals). Let § € (0, 1), two integers m < n be fixed. Consider two n-tuples X ~ a®™ and
Y ~ B%®" and the kernel h = OT;’E. For all integer k > 1, all 1 < i < n, with probability at least 1 — § on the draw of
X,Y and Dy we have

21og(2/0)

(X, YY)l -0 (X,Y)5l <M P

(28)
where MY denotes an upper bound of all minibatch UOT plan.
Proof. Let us consider the sequence of random variables ((b,,(1, J) 7, 5yer)1<p<k such that by, (1, J) is equal to 1 if (1, .J)

has been selected at the p—th draw and 0 otherwise. By construction of ﬁ}C"(X ,Y'), the aforementioned sequence is an i.i.d
sequence of random vectors and the b, (I, J) are bernoulli random variables of parameter 1/|I'|. We then have

k
Z (29)

?r\»—t

KXY )il =



where w, =371 jer > (Ir,5)i jby (I, J). Conditioned upon X = (@1, ,@,)and Y = (y,,- - ,y,,), the random
vectors w), are independent, and thanks to lemma 2.2, they are bounded by a constant 9ty which is the maximum mass of
all optimal minibatch unbalanced plan in Opt, (X (1), Y (J)). We denote the maximum upper bound iy of all minibatch
UOT plan as M. Moreover, one can observe that E[ﬁ}f(X Y)iy1] = o (x, Y')(;)1. Using Hoeffding’s inequality
yields

k k
~ —m 1 1
P (X, Y) o)1 =TT (X, Y) 1) > &) = E[P(|7 > wp —E[ Y _wp])| > [ X, V)] (30)
p=1 p=1
2 l«sz
< 2e T OE? 31)
which concludes the proof. O

Note that the unbalanced Sinkhorn divergence S;’s involves three terms of the form OT;’E, hence three transport plans,
which explains why we do not attempt to define an associated averaged minibatch transport matrix.

B.2.2. PROOF OF THEOREM 2

To prove the exchange of gradients and expectations over minibatches we rely on Clarke differential. We need to use this non
smooth analysis tool as unregularized UOT is not differentiable. It is not differentiable because the set of optimal solutions
might not be a singleton. Clarke differential are generalized gradients for locally Lipschitz function and non necessarily
convex. A similar strategy was developped in (Fatras et al., 2021). The key element of this section is to rewrite the original
UOT problem OT* as:

OT}*(a,b,C) = min (C,T) 4 ekL(Illa ® b) + 7Dy (111, |a) + 7Dy (11" 1,,|b) (32)
HeR}*™
= min (C,T) +eKL(Illa ® b) + 7Dy(I1,]a) + 7Dy (117 1,|b), (33)

IIeOptypr.e
¢

Where OptOT;,s (X,Y) is a compact set of the set of measures M (X). The compact set is a key element for using
Danskin like theorem (Proposition B.25 (Bertsekas, 1997)).
We start by recalling a basic proposition for Clarke regular function:

Proposition 3. A C! or convex map is Clarke regular.
Proof. see Proposition 2.3.6 (Clarke, 1990) O

We first give a lemma which gives the Clarke regularity of the UOT cost with respect to a parametrized random vector.

Lemma 7. Let u be a uniform probability vector. Let X be a RY™-valued random variable, and {Y ¢} a family of

R _valued random variables defined on the same probability space, indexed by 6 € ©, where © C RY is open. Assume
that § — Y g is C'. Consider a C' cost C and let h € {OT}, S7°}. Then the function 6 — —h(u,u,C(X,Yy)) is
Clarke regular. Furthermore, for h = OT;"E and for all 1 < i < q we have:

Do, h(w, u, C(X,Yy)) = co{—(I- D) - (V4,Y) I € Opt, (X, Y), (34)
D e Rm,m, Djyk- = Vij7k(X,Y9)}

where Oy, is the Clarke subdifferential with respect to 0;, Vy C} . is the differential of the cell C; i, of the cost matrix with
respect 10 Y, Opt, (X ,Y ) is the set of optimal transport plan and o denotes the closed convex hull. Note that when
€ > 0 the set Opt;, (X ,Y ) is reduced to a singleton, and the notation €o is superfluous.

Proof. We start with the regularity of § — — OT;’E(u7 u,C(X,Yy)). To prove the Clarke regularity of this map, we

rely on a chain rule argument. Consider the function Y +— C;x(X,Y), it is Clarke regular because it is C*. Since
§ + Y, is C1, it follows by the chain rule that § Cir(X,Y,)is C! and thus Clarke regular. The Unbalanced OT
cost OT;’8 is a minimization of an energy which is linear in C, and it is thus concave in C, hence — OT;’E is Clarke



regular by convexity. Therefore from Theorem 2.3.9(i) and Proposition 2.3.1 (for s = 1) in (Clarke, 1990) it follows that
0 — — 0T} (u,u,C(X,Yy)) is Clarke regular.

We now furnish the gradients associated to 6 — — OT;’S(u,u,C(X,Yg)). By chain rule, the gradient of § —
C;k(X,Y ) reads
Vo, Cik(X,Yg) = VyCjp(X,Y9) - Vo, Yp.

We now deal with the gradient of the map C' +— OT;’E(u7 u, C') by verifying the assumptions of Danskin’s theorem (Clarke,
1975, Theorem 2.1). We use in particular the remark below (Clarke, 1975, Theorem 2.1) which states that the hypothesis on
the map are verified if the map is u.s.c in both variables (II, C') and convex in C. We recall that Opt,, (X ,Y") is a compact
and a convex set, thanks to lemma 3 and lemma 4. Furthermore, the energy associated to h = OT;’E is concave in the cost
C and Ls.c in (T, C) (Liero et al., 2017, Lemma 3.9). From (Clarke, 1975, Theorem 2.1) it follows that the subderivatives
of the convex function C' — —h(u,u, C) are equal to Opt, (X ,Y), due to the energy’s linearity in C. Thus combining the
formulas of the Danskin theorem with the Chain rule yields Equation (34). When e > 0 the set Opt,, (X, Y ) is reduced to
a singleton, and the notation co is superfluous.

We now give the proof for the regularity of the map 6 — S;’E(w u,C(X,Yy)) with e > 0 as when ¢ = 0, we get the
unregularized UOT treated in the above paragraph. We recall that S, is the summation of three terms of the form OT;’E.
For ¢ > 0 and each term of the sum, the set of optimal plans OptOT;,s (X,Y) is reduced to a unique element and the
differential (34) is also a singleton, thus OT;’E is differentiable. Then S;’s is differentiable as a difference of differentiable
functions. Furthermore S;’E is also Clarke regular as a difference of differentiable functions. O

We finally prove theorem 2.

Theorem 2. Let w be uniform probability vectors and let X, Y ,C be as in lemma 7, h € {OT}*, S;’E}, and assume
in addition that the random variables X ,{Yy}oco are compactly supported. If for all 0 € © there exists an open
neighbourhood U, 0 € U C ©, and a random variable Ky : () — R with finite expected value, such that

[C(X(w), Yo, (w)) — C(X(w), Y, (w))| < Ku(w)[|6r — 62 (35)
then we have
O E[h(u,u,C(X,Y9))] = E[0gh(u,u,C(X,Yy))]. (36)

with both expectation being finite. Furthermore the function 6 — —E [h(u,w, C(X,Yy))] is also Clarke regular.

Proof. Suppose that U C © is open and K is a function for which (35) is satisfied. As data lie in compacts the ground cost
C, which is C!, is in a compact K¢ and as the map C + h(u,u, C) is locally Lipshitz by lemma 4, there exists a uniform
constant which makes the map C — h(u,u, C) globally Lipshitz on the compact K. Thus, a similar bound to (35) is
also satisfied for the function h(u, u, C(X (w), Y ¢(w))). Thanks to lemma 7, —h(u,u,C(X,Yy)) is Clarke regular, the
interchange (36) and regularity of 6 — — E[h(u,u,C(X,Yy))] will follow from Theorem 2.7.2 and Remark 2.3.5 (Clarke,
1990), once we establish that the expectation on the left hand side is finite. This is direct as we suppose we have compactly
supported distributions and C' is a C! cost. Indeed consider the function which is equal to Mg_’u on the distributions’s
support and which is set to 0 everywhere else. Taking the expectation on this function is finite as Mﬁyu is finite. [

C. Domain adaptation and partial domain adaptation experiments

In this section we provide architecture and training procedure details for the domain adaptation experiments. We also discuss
the reported scores procedure. Finally we discuss the training behaviour for both JUMBOT and DEEPJDOT.

C.1. Domain adaptation

In this subsection, we detail the setup of our domain adaptation experiments.

Setup. First note that for all datasets, JUMBOT uses a stratified sampling on source minibatches as done in DEEPJDOT
(Damodaran et al., 2018). Stratified sampling means that each class has the same number of samples in the minibatches.
This is a realistic setting as labels are available in the source dataset.



Method A-C AP AR CA CP CR P-A PC PR RA RC R-P avg
RESNET-50 349 50.0 58.0 374 419 462 385 312 604 539 412 599 46.1

DANN 462 652 730 540 61.0 652 520 43.6 720 647 523 792 60.7
CDAN-E 528 714 76.1 597 70.6 715 598 508 777 714 58.1 835 67.0
ALDA 537 701 764 602 726 715 568 519 77.1 702 563 821 66.6
ROT 472 708 776 613 699 720 554 414 776 699 504 815 64.6

DEEPJIDOT 534 71.7 772 628 702 714 602 502 77.1 67.7 565 80.7 66.6
JUMBOT 553 755 808 655 744 749 654 527 793 742 599 834 70.1

Table 1. Office-Home experiments with maximum classification (ResNet50)

For Digits datasets, we used the 9 CNN layers architecture and the 1 dense layer classification proposed in (Damodaran
et al., 2018). We trained our neural network on the source domain during 10 epochs before applying JTUMBOT. We used
Adam optimier with a learning rate of 2e~* with a minibatch size of 500. Regarding competitors, we use the official
implementations with the considered architecture and training procedure.

For office-home and VisDA, we employed ResNet-50 as generator. ResNet-50 is pretrained on ImageNet and our discrimi-
nator consists of two fully connected layers with dropout, which is the same as previous works (Ganin et al., 2016; Long
et al., 2018; Chen et al., 2020). As we train the classifier and discriminator from scratch, we set their learning rates to be 10
times that of the generator. We train the model with Stochastic Gradient Descent optimizer with a momentum of 0.9. We
schedule the learning rate with the strategy in (Ganin et al., 2016), it is adjusted by x, = where ¢ is the training

X0
(A+pg)v>
progress linearly changing from O to 1, xo = 0.01, x = 10, v = 0.75.

We compare JUMBOT against recent domain adaptation papers, namely DANN(Ganin et al., 2016), CDAN-E (Long et al.,
2018), ALDA (Chen et al., 2020), DEEPJIDOT (Damodaran et al., 2018) and ROT (Balaji et al., 2020) on all considered
datasets. We reproduced their scores and on contrary of these papers we do not report the best classification on the test
along the iterations but at the end of training, which explains why there might be a difference between reported results
and reproduced results. We sincerely believe that the evaluation shall only be done at the end of training as labels are not
available in the target domain. But we also report the maximum accuracy along epochs for the Office-Home DA task in
table 1 and it shows that our method is above all of the competitors by a safe margin of 3%.

For Office-Home, we made 10000 iterations with a batch size of 65 and for VisDA, we made 10000 iterations with a
batch size of 72. For fair comparison we used our minibatch size and number of iterations to evaluate competitors. The
hyperparameters used in our experiments are as follows 7; = 0.1, = 0.1, 3 = 1,7 = 1, = 0.1 for the digits and for
office-home datasets 771 = 0.01,72 = 0.5, n3 = 1,7 = 0.5, = 0.01. For VisDA, 171 = 0.005,172 = 1, n3 = 1, = 0.01
and 7 was set to 0.3.

C.2. Partial DA

For Partial Domain Adaptation, we considered a neural network architecture and a training procedure similar as in the
domain adapation experiments which also corresponds to the setting in (Jian et al., 2020). Our hyperparameters are set
as follows : 7 = 0.06,7n; = 0.003, 72 = 0.75 and finally 13 was set to 10. Regarding training procedure, we made 5000
iterations with a batch size of 65 and for optimization procedure, we used the same as in (Jian et al., 2020). We do not
use the ten crop technic to evaluate our model on the test set as we were not able to reproduce the results from ENT and
PADA. Furthermore, we do not know if the reported results ENT and PADA were evulated at the end of optimization or during
training, but our reported scores are above their scores by at least 5% on average.

C.3. Overfitting

In this subsection, we discuss the training behaviour of DEEPIDOT and our method JUMBOT on the DA task MNIST —
M-MNIST. In figure 1, one can see that DEEPIDOT starts overfitting from epoch 30 on each class. There are some classes
which are more affected by overfitting than others. The accuracy on each class is reduced of several points. This behaviour
is not shared with our method JUMBOT. Indeed it is more stable, it does not show any sign of overfitting and it has a higher
accuracy. This shows the relevance of using our method JUMBOT.
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Figure 1. (Best viewed in colors) DEEPJIDOT and JUMBOT class accuracies along training. We report the class accuracies along training of

DEEPJDOT and JUMBOT on the DA task MNIST — M-MNIST for optimal hyper-parameters. Each color represents a different class.
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