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Abstract

We propose an iterative algorithm for low-rank
matrix completion that can be interpreted as an
iteratively reweighted least squares (IRLS) al-
gorithm, a saddle-escaping smoothing Newton
method or a variable metric proximal gradient
method applied to a non-convex rank surrogate.
It combines the favorable data-efficiency of previ-
ous IRLS approaches with an improved scalability
by several orders of magnitude. We establish the
first local convergence guarantee from a minimal
number of samples for that class of algorithms,
showing that the method attains a local quadratic
convergence rate. Furthermore, we show that the
linear systems to be solved are well-conditioned
even for very ill-conditioned ground truth matri-
ces. We provide extensive experiments, indicating
that unlike many state-of-the-art approaches, our
method is able to complete very ill-conditioned
matrices with a condition number of up to 1010

from few samples, while being competitive in its
scalability.

1. Introduction
In different areas of machine learning and signal processing,
low-rank models have turned out to be a powerful tool for
the acquisition, storage and computation of information. In
many of these applications, an important sub-problem is to
infer the low-rank model from partial or incomplete data
(Davenport & Romberg, 2016; Chi et al., 2019).

This problem is called low-rank matrix completion: Given
a matrix X0 ∈ Rd1×d2 of rank-r and an index set Ω ⊂
[d1]× [d2], the task is to reconstruct X0 just from the knowl-
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edge of Ω and PΩ(X0), where PΩ : Rd1×d2 → Rm is the
subsampling operator that maps a matrix to the set of entries
indexed by Ω. It is well-known that this can be reformu-
lated (Recht et al., 2010) as the NP-hard rank minimization
problem

min
X∈Rd1×d2

rank(X) subject to PΩ(X) = PΩ(X0). (1)

From an optimization point of view, (1) is particularly diffi-
cult to handle due to two properties: its non-convexity and
its non-smoothness. A widely studied approach in the liter-
ature replaces the rank(X) by the (convex) nuclear norm
‖X‖∗ =

∑d
i=1 σi(X) (Fazel et al., 2003), which is the tight-

est convex envelope of the rank, as an objective. For this
approach, a mature theory has been developed that includes
performance guarantees for a near-optimal sample complex-
ity (Candès & Tao, 2010; Chen, 2015) and robustness to
noise (Candès & Plan, 2010; Chen et al., 2020b).

However, from a practical point of view, using such a con-
vex relaxation to find a low-rank completion is computa-
tionally very demanding, as even first-order solvers have
an per-iteration arithmetic complexity that is at least cubic
in the dimensions of X0 (Chi et al., 2019). Thus, convex
relaxations are of little use in large-scale applications of
the model such as in recommender systems (Koren et al.,
2009), where even storing the dense matrix X0 ∈ Rd1×d2 is
prohibitive. Another important, but less well-known issue is
that a convex relaxation is typically not as data efficient as
certain other algorithms (Tanner & Wei, 2013; Bauch et al.,
2021), i.e., nuclear norm minimization typically necessitates
a larger amount of samplesm than other methods, measured
by the quotient ρ := m/(d1 + d2 − r) (oversampling ratio)
between m and the number of degrees of freedom of X0, to
identify X0 correctly (Amelunxen et al., 2014).

To overcome these drawbacks, a variety of alternative ap-
proaches have been proposed and studied. Among the most
popular ones are “non-convex” algorithms based on matrix
factorization (Burer & Monteiro, 2003) with objective

J(U,V):=
∥∥PΩ(UV∗)−PΩ(X0)

∥∥2

F
+
λ

2

(
‖U‖2F +‖V‖2F

)
(2)

for λ ≥ 0, which use (projected) gradient descent on the
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two factor matrices (Sun & Luo, 2016; Zheng & Lafferty,
2016; Ma et al., 2020), or related methods. These methods
are much more scalable than those optimizing a convex rank
surrogate, while also allowing for a theoretical analysis, see
(Chi et al., 2019) for a recent survey. Furthermore, among
the most data-efficient methods for low-rank completion are
those that minimize a smooth objective over the Riemannian
manifold of fixed rank matrices (Vandereycken, 2013; Wei
et al., 2020; Boumal & Absil, 2015; Bauch et al., 2021).
These approaches are likewise scalable and often able to
reconstruct the low-rank matrix from fewer samples m than
a convex formulation, but strong performance guarantees
have remained elusive so far.

In many instances of our problem, such as in the discretiza-
tion of PDE-based inverse problems with Fredholm equa-
tions (Cloninger et al., 2015) or in spectral estimation prob-
lems modeled by structured low-rank matrices, it is an ad-
ditional difficulty that the matrix of interest X0 is severely
ill-conditioned, i.e., κ = σ1(X0)/σr(X

0) might be very
large (up to κ = 1015 in spectral estimation (Fannjiang &
Liao, 2012)).

Our contribution. In this paper, we propose and analyze
the algorithm Matrix Iteratively Reweighted Least Squares
(MatrixIRLS) that is designed to find low-rank comple-
tions that are potentially very ill-conditioned, allowing for
a scalable implementation. It is based on the minimization
of quadratic models of a sequence of continuously differ-
entiable, non-convex “relaxations” of the rank function
rank(X). We note that, while being severely non-convex,
our method is fundamentally different from a typical non-
convex approach with an objective such as eq. (2).

Let D = max(d1, d2) and d = min(d1, d2). From a
theoretical angle, we establish that if the m sampled en-
tries are distributed uniformly at random and if m =
Ω(µ0rD log(D)), with high probability, MatrixIRLS ex-
hibits local convergence to X0 with a local quadratic con-
vergence rate, where µ0 is an incoherence factor. This
sample complexity does not depend on the condition num-
ber κ, is optimal under the sampling model and improves,
to the best of our knowledge, on the state-of-the-art of any
algorithmic sample complexity result for low-rank matrix
completion—albeit, with the caveat that unlike many other
results, our guarantee is inherently local.

Furthermore, we show that the algorithm can be imple-
mented in a per-iteration cost that is sub-quadratic in D,
without the need of storing dense (d1 × d2) matrices.
We show that under the random sampling model, the lin-
ear systems to be solved in the main computational step
of MatrixIRLS are well-conditioned even close to the
ground truth, unlike the systems of comparable IRLS algo-
rithms in the literature (Daubechies et al., 2010; Fornasier

et al., 2011; Mohan & Fazel, 2012; Kümmerle & Sigl, 2018).

The data-efficiency and scalability of our method compared
to several state-of-the-art methods is finally explored in
numerical experiments involving simulated data.

2. MatrixIRLS for log-det rank surrogate
The starting point of the derivation of our method is the
observation that minimizing a non-convex surrogate ob-
jective F with more regularity than rank(X) can lead to
effective methods for solving (1) that may combine some of
the aforementioned properties, e.g., if F is chosen as a log-
determinant (Fazel, 2002; Candès et al., 2013), Schatten-p
quasi-norm (with 0 < p < 1) (Giampouras et al., 2020)
or a smoothed clipped absolute deviation (SCAD) of the
singular values (Mazumder et al., 2020). In particular, it
has been observed in several works (Fazel, 2002; Candès
et al., 2013) that optimizing the smoothed log-det objec-
tive

∑d
i=1 log(σi(X + εI)) for some ε > 0 can lead to

less biased solutions than a nuclear norm minimizer—very
generally, it can be shown that a minimizer of non-convex
spectral functions such as the smoothed log-det objective
coincides as least as often with the rank minimizer as the
convex nuclear norm minimizer (Foucart, 2018). Relevant
algorithmic approaches to minimize non-convex rank sur-
rogates include iterative thresholding methods (Mazumder
et al., 2020), iteratively reweighted least squares (Fornasier
et al., 2011; Mohan & Fazel, 2012; Kümmerle & Sigl, 2018)
and iteratively reweighted nuclear norm (Lu et al., 2015)
algorithms.

However, finding the global minimizer of a non-convex
and non-smooth rank surrogate can be very challenging,
as the existence of sub-optimal local minima and saddle
points might deter the success of many local optimization
approaches. Furthermore, applications such as in recom-
mender systems (Koren et al., 2009) require solving very
high-dimensional problem instances so that it is impossible
to store full matrices, let alone to calculate many singu-
lar values of these matrices, ruling out the applicability of
many of the existing methods for non-convex surrogates. A
major shortcoming is, finally, also that the available conver-
gence theory for such algorithms is still very immature—a
convergence theory quantifying the sample complexity or
convergence rates is, to the best of our knowledge, not avail-
able for any method of this class.

To derive our method, let now ε > 0 and Fε : Rd1×d2 → R
be the smoothed log-det objective defined as Fε(X) :=∑d
i=1 fε(σi(X)) with d = min(d1, d2) and

fε(σ) =

{
log |σ|, if σ ≥ ε,
log(ε) + 1

2

(
σ2

ε2 − 1
)
, if σ < ε.

(3)

It can be shown that that Fε is continuously differentiable
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with ε−2-Lipschitz gradient

∇Fεk(X) = U dg

(
σi(X)

max(σi(X), εk)2

)d
i=1

V∗,

where X has a singular value decomposition X =
U dg

(
σ(X)

)
V∗ = U dg

(
σ
)
V∗. It is clear that the op-

timization landscape of Fε crucially depends on the smooth-
ing parameter ε. Instead of minimizing Fεk directly, our
method minimizes, for k ∈ N, εk > 0 and X(k) a quadratic
model

Qεk(X|X(k)) = Fεk(X(k)) + 〈∇Fεk(X(k)),X−X(k)〉

+
1

2
〈X−X(k),W (k)(X−X(k))〉

under the data constraint PΩ(X) = PΩ(X0), where W (k)

is the following operator, describing the precise shape of the
quadratic model.
Definition 2.1 (Optimal weight operator). Let εk > 0 and
X(k) ∈ Rd1×d2 be a matrix with singular value decom-
position X(k) = Uk dg(σ(k))V∗k, i.e., Uk ∈ Rd1×d1 and
Vk ∈ Rd2×d2 are orthonormal matrices. Then we call
the linear operator W (k) : Rd1×d2 → Rd1×d2 the optimal
weight operator of the εk-smoothed log-det objective Fεk of
(3) at X(k) if for Z ∈ Rd1×d2 ,

W (k)(Z) = Uk [Hk ◦ (U∗kZVk)] V∗k, (4)

where Hk ∈ Rd1×d2 is a matrix with positive entries

such that (Hk)ij :=
(

max(σ
(k)
i , εk) max(σ

(k)
j , εk)

)−1

and Hk ◦ (U∗kZVk) denotes the entrywise product of Hk

and U∗kZVk.

The weight operator W (k) is a positive, self-adjoint opera-
tor with strictly positive eigenvalues that coincide with the
entries of the matrix Hk ∈ Rd1×d2 , and it is easy to verify
that W (k)(X(k)) = ∇Fεk(X(k)). Based on this, it follows
that the minimization of the quadratic model Qεk(X|X(k))
boils down to a minimization of a quadratic form weighted
by W (k). This enables us to design the iterative method
Matrix Iteratively Reweighted Least Squares (MatrixIRLS),
which we describe in Algorithm 1.

Apart from the weighted least squares step (5), which min-
imizes the quadratic model Qεk−1

(·|X(k−1)) of Fεk−1
for

fixed εk−1, an indispensable ingredient of our scheme is the
update of the smoothing parameter εk, which is performed
in the spirit of smoothing methods for non-smooth objec-
tives (Chen, 2012). In particular, the update rule eq. (6),
which is similar to the update rule of (Kümmerle & Sigl,
2018), makes sure that if the rank estimate r̃ is chosen such
that r̃ ≥ r, the smoothing parameter εk converges to 0 as
the iterates approach a rank-r solution.

We note that Iteratively Reweighted Least Squares (IRLS)
methods with certain similarities to Algorithm 1 had been

Algorithm 1 MatrixIRLS for low-rank matrix comple-
tion

Input: Set Ω, observations y ∈ Rm, rank estimate r̃.
Initialize k = 0, ε(0) =∞ and W (0) = Id.
for k = 1 to K do

Solve weighted least squares: Use a conjugate gradi-
ent method to solve

X(k) = arg min
X:PΩ(X)=y

〈X,W (k−1)(X)〉. (5)

Update smoothing: Compute r̃+ 1-th singular value
of X(k) to update

εk = min
(
εk−1, σr̃+1(X(k))

)
. (6)

Update weight operator: For rk := |{i ∈ [d] :
σi(X

(k)) > εk}|, compute the first rk singular val-
ues σ(k)

i := σi(X
(k)) and matrices U(k) ∈ Rd1×rk

and V(k) ∈ Rd2×rk with leading rk left/ right singular
vectors of X(k) to updateW (k) defined in Equation (4).

end for
Output: X(K).

proposed (Fornasier et al., 2011; Mohan & Fazel, 2012;
Kümmerle & Sigl, 2018) for the minimization of Schatten-p
quasi-norms for 0 < p ≤ 1. Comparing the gradients of
smoothed Schatten-p quasi-norms and of eq. (3), minimiz-
ing a smoothed log-det objective can be considered as a
limit case for p → 0. Most importantly, however, our al-
gorithm has two distinct, conceptual differences compared
to these methods: Firstly, the weight operator of Defini-
tion 2.1 is able capture the second-order information of
Fεk , allowing for an interpretation of MatrixIRLS as a
saddle-escaping smoothing Newton method, cf. Section 4.2,
unlike the methods of (Fornasier et al., 2011; Mohan &
Fazel, 2012; Kümmerle & Sigl, 2018) due to the different
structure of their weight operators. Secondly, the interplay
of Fεk and the weight operator W (k) in Algorithm 1 is de-
signed to allow for efficient numerical implementations, cf.
Section 3.

Finally, we note that it is non-trivial to show that the
quadratic model Qεk(·|X(k)) induced by W (k) from Defini-
tion 2.1 is actually a majorant of Fεk(·) such that Fεk(X) ≤
Qεk(X|X(k)) for all X ∈ Rd1×d2 . We defer a proof of this
and a proof of the “optimality” of the majorant to an upcom-
ing paper.

3. Computational Complexity
A crucial property of Algorithm 1 is that due to the struc-
ture of the weight operator (4) and the smoothing update
rule (6), in fact, the weighted least squares step eq. (5)
can be computed by solving a positive definite linear sys-
tem of size (rk(d1 + d2 − rk)) × (rk(d1 + d2 − rk)),
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where rk is the number of singular values of X(k) that
are larger than εk, which is typically equal or very close
to r̃ (cf. Appendix A). Conceptually, this corresponds to a
linear system in the tangent space Tk of the rank-rk matrix
manifold at the best rank-rk approximation of X(k), Tk ={[

U(k)U
(k)
⊥

][ Rrk×rk Rrk(d2−rk)

R(d1−rk)rk 0

][
V(k)V

(k)
⊥

]∗}
.

We note that in our implementation, it is never necessary
to compute more than rk singular vector pairs and singu-
lar values of X(k), and X(k) can be represented as a sum
of a sparse matrix and a matrix in Tk, cf. Theorem 3.1.
Thus, when using an iterative solver such as conjugate gra-
dients to solve the linear system, we obtain an implementa-
tion of MatrixIRLS with a time and space complexity of
the same order as for state-of-the-art first-order algorithms
based on matrix factorization (i.e., of Burer-Monteiro type)
(Chen & Chi, 2018). We refer to the supplementary materi-
als (Appendix A) for details and a proof.
Theorem 3.1. Let X(k) ∈ Rd1×d2 be the k-th iterate of
MatrixIRLS for an observation vector y ∈ Rm and r̃ =

r. Assume that σ(k)
i ≤ εk for all i > r and σ(k)

r > εk.
Then an implicit representation of the new iterate X(k+1) ∈
Rd1×d2 can be calculated in a time complexity of

O
(
(mr + r2D) ·NCG inner

)
,

where NCG inner is the number of inner iterations used in the
conjugate gradient method and D = max(d1, d2). More
precisely, X(k+1) can be represented as

X(k+1) = P ∗Ω(rk+1) + U(k)M
(k+1)∗
1 + M

(k+1)
2 V(k)∗,

where rk+1 ∈ Rm, M
(k+1)
1 ∈ Rd2×r and M

(k+1)
2 ∈

Rd1×r, i.e., with a space complexity of O(m+ rD).

Theorem 3.1 illustrates the computational advantage of
MatrixIRLS compared to previous iteratively reweighted
least squares algorithms for low-rank matrix recovery
problems (Fornasier et al., 2011; Mohan & Fazel, 2012;
Kümmerle & Sigl, 2018), which all require the storage and
updates of full (d1 × d2)-matrices and the calculation of
singular value decompositions of these.

According to Theorem 3.1, since P ∗Ω(rk+1) ∈ Rd1×d2 is
m-sparse, X(k+1) can be seen a sum of a sparse and two
rank-r matrices. Intuitively, this representation is possi-
ble as the weight operator W (k) of Definition 2.1 can be
written as “identity + diagonal on Tk”, and due to the
Sherman-Morrison-Woodbury formula applied to the in-
verse in X(k+1) = (W (k))−1P ∗Ω

(
PΩ(W (k))−1P ∗Ω

)−1
(y),

which is an explicit representation of the solution of eq. (5).

As a result, fast matrix-vector multiplications can be used in
methods such as Lanczos bidiagonalization or randomized
Block Krylov (Musco & Musco, 2015) to compute rk+1 sin-
gular values and vectors of X(k+1) in step 3 of Algorithm 1.

4. Theoretical Analysis
This section sheds light on several theoretical aspects of
Algorithm 1.

4.1. Local Convergence with Superlinear Rate &
Conditioning of System Matrix

In order to obtain a theoretical understanding of the generic
behavior of MatrixIRLS, we consider the canonical uni-
form random sampling model (Candès & Recht, 2009;
Recht, 2011; Chen, 2015) where the sampling set Ω =
(i`, j`)

m
`=1 ⊂ [d1] × [d2] consists of m double indices that

are drawn uniformly at random without replacement. Not
each rank-r matrix X0 ∈ Rd1×d2 is expected to be identifi-
able from a small number of samples m under this sampling
model. We quantify the alignment of a matrix with the
standard basis of Rd1×d2 by the following notion of inco-
herence, which is slightly weaker than related conditions of
(Recht, 2011; Chen, 2015).

Definition 4.1. We say that a rank-r matrix X ∈ Rd1×d2

with singular value decomposition X = U dg(σ)V∗, U ∈
Rd1×r, V ∈ Rd2×r, is µ0-incoherent if there exists a con-
stant µ0 ≥ 1 such that

max
1≤i≤d1,1≤j≤d2

‖PT (eie
∗
j )‖F ≤

√
µ0r

d1 + d2

d1d2
, (7)

where T = TX = {UM∗ + M̃V∗ : M ∈ Rd2×r, M̃ ∈
Rd1×r} is the tangent space onto the rank-r matrix manifold
at X and PT is the projection operator onto T .

With the notation that ‖X‖S∞ = σ1(X) denotes the spec-
tral norm or Schatten-∞ norm of a matrix X, we obtain the
following local convergence result.

Theorem 4.1 (Local convergence of MatrixIRLS with
Quadratic Rate). Let X0 ∈ Rd1×d2 be a matrix of rank
r that is µ0-incoherent, and let PΩ : Rd1×d2 → Rm be
the subsampling operator corresponding to an index set
Ω = (i`, j`)

m
`=1 ⊂ [d1] × [d2] that is drawn uniformly

without replacement. If the sample complexity fulfills m &
µ0r(d1 + d2) log(d1 + d2), then with high probability, the
following holds: If the output matrix X(k) ∈ Rd1×d2 of
the k-th iteration of MatrixIRLS with inputs PΩ, y =
PΩ(X0) and r̃ = r updates the smoothing parameter in (6)
such that εk = σr+1(X(k)) and fulfills

‖X(k) −X0‖S∞ . min

(√
µ0r

d
,

µ0

d log(D)κ

)
σr(X

0),

(8)
where κ = σ1(X0)/σr(X

0), then the local
convergence rate is quadratic in the sense that
‖X(k+1) − X0‖S∞ ≤ min(µ‖X(k) − X0‖2S∞ , ‖X

(k) −
X0‖S∞) with µ ≤ d log(D)

µ0σr(X0)κ, and furthermore
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X(k+`) `→∞−−−→ X0 if additionally ‖X(k) − X0‖S∞ .

min

(√
µ0r
d ,

µ
3/2
0 r1/2

d2 log(D)3/2κ

)
σr(X

0).

While a comparable local convergence result had been ob-
tained for an IRLS algorithm for (non-convex) Schatten-p
minimization (Kümmerle & Sigl, 2018), that result is not
applicable for matrix completion, as the proof relied on a
null space property (Recht et al., 2011) of the measurement
operator, which is not fulfilled by PΩ since there are al-
ways rank-ones matrices in the null space of the entry-wise
operator PΩ.

Unlike the theory of other algorithms, the sample complex-
ity assumption of Theorem 4.1 is optimal as it matches a
well-known lower bound for this sampling model (Candès
& Tao, 2010) that is necessary for unique identifiability.
Among the weakest sufficient conditions for existing al-
gorithms are m & µ0r(d1 + d2) log2(d1 + d2) for nu-
clear norm minimization (Chen, 2015), m & µ0κ

14r2(d1 +
d2) log2(d1 + d2) for gradient descent (Chen et al., 2020a)
on a variant of (2) and m & κ6(d1 + d2)r2 log(d1 + d2)
required random samples for the Riemannian gradient de-
scent algorithm of (Wei et al., 2020). On the other hand, in
contrast to other results, Theorem 4.1 only quantifies local
convergence.

The following theorem implies that iterative solvers are
indeed able to efficiently solve the linear system underly-
ing (5) up to high accuracy in few iterations. It suggests
that NCG inner of Theorem 3.1 can be chosen as an absolute
constant.

Theorem 4.2 (Well-conditioning of system matrices of
MatrixIRLS). In the setup and sampling model of
Theorem 3.1, if m & µ0r(d1 + d2) log(d1 + d2),
the following holds with high probability: If εk =
σr+1(X(k)) < σr(X

(k)) and if ‖X(k) − X0‖S∞ .
min

(√
µ0r
d , 1

4

)
σr(X

0), the spectrum λ(Ak) of the lin-
ear system matrix Ak ∈ Rr(d1+d2−r)×r(d1+d2−r) of the
weighted least squares step (5) of MatrixIRLS satisfies
λ(Ak) ⊂ m

d1d2

[
6
10 ; 24

10

]
, and thus, the condition number of

Ak fulfills κ(Ak) ≤ 4.

Theorem 4.2 shows that MatrixIRLS is able to overcome
a common problem of many IRLS algorithms for related
problems: Unlike the methods of (Daubechies et al., 2010;
Fornasier et al., 2016; Mohan & Fazel, 2012; Fornasier et al.,
2011; Kümmerle & Sigl, 2018), does not suffer from ill-
conditioned linear systems close to a low-rank (or sparse)
solution.

4.2. MatrixIRLS as saddle-escaping smoothing Newton
method

From a theoretical point of view, the local quadratic con-
vergence rate is an inherently local property that does not

explain the numerically observed global convergence be-
havior (see Section 5), which is remarkable due to the non-
convexity of the objective function.

A possible avenue to explain this is to interpret
MatrixIRLS as a saddle-escaping smoothing Newton
method. Smoothing Newton methods minimize a non-
smooth and possibly non-convex function F by using
derivatives of certain smoothings of F (Chen et al.,
1998; Chen, 2012). Interpreting the optimization problem
minX:PΩ(X)=y Fεk(X) as an unconstrained optimization
problem over the null space of PΩ, we can write

X(k+1) = X(k) − P ∗Ωc
(
PΩcW

(k)P ∗Ωc
)−1

PΩcW
(k)(X(k))

= X(k)−P ∗Ωc
(
PΩc∇2Fεk(X(k))P ∗Ωc

)−1

PΩc∇Fε(X(k)),

if Ωc = [d1]×[d2]\Ω corresponds to the unobserved indices,
where ∇2Fεk(X(k)) : Rd1×d2 → Rd1×d2 is a modified
Hessian of Fεk at X(k) that replaces negative eigenvalues
of the Hessian ∇2Fεk(X(k)) by positive ones and slightly
increases small eigenvalues. We refer to the supplementary
material for more details. In (Paternain et al., 2019), it has
been proved that for a fixed smooth function Fεk , similar
modified Newton-type steps are able to escape the first-order
saddle points at a rate that is independent of the problem’s
condition number.

4.3. MatrixIRLS as variable metric forward-backward
method

Another instructive angle to understand our method comes
from the framework of variable metric forward-backward
methods (Bonnans et al., 1995; Chouzenoux et al., 2014;
Frankel et al., 2015).

A forward-backward method can be seen as a combination
of a gradient descent method and a proximal point algo-
rithm (Combettes & Pesquet, 2011) that can be used to
minimize the sum of a non-smooth function and a func-
tion with Lipschitz continuous gradients. In particular, if
F is a proper, lower semi-continuous function, G is dif-
ferentiable with Lipschitz gradient ∇G and (αk)k a se-
quence of step sizes, the iterations of the forward-backward
algorithm (Attouch et al., 2013) are such that X(k+1) ∈
proxαkF

(
X(k) − αk∇G(X(k))

)
, where proxαkF (·) is the

proximity operator of αkF . Typically, in such an algorithm,
F would be chosen as the structure-promoting objective
(such as the smoothed log-det objective Fε above) and G
as a data-fit term such as G(X) = ‖PΩ(X)− y‖22/λ, lead-
ing to thresholding-type algorithms. Algorithm 1, however,
fits into this framework if we choose, for εk > 0, the non-
smooth part F as the indicator function F := χP−1

Ω (y) :

Rd1×d2 → R of the constraint set P−1
Ω (y) := {X ∈

Rd1×d2 : PΩ(X) = y} and the smooth part G such that
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G := Fεk : Rd1×d2 → R as in (3), while offsetting the
distortion induced by the non-Euclidean nature of the level
sets of Fεk via an appropriate choice of a variable metric
dAk(X,Z) =

√
〈X− Z, Ak(X− Z)〉F for a positive defi-

nite linear operator Ak : Rd1×d2 → Rd1×d2 , such that

X(k+1) ∈ proxAkαkF

(
X(k) − αkA−1

k (∇G(X(k)))
)
,

where proxAkF (X) := arg minZ∈Rd1×d2 F (Z) +
1
2dAk(X,Z)2 is the proximity operator of F scaled
in the metric dAk at X (Chouzenoux et al., 2014). Specif-
ically, if we choose the metric induced by the weight
operator of (4) such that Ak := W (k) and unit step sizes
αk = 1, we obtain

proxAkαkF

(
X(k) − αkA−1

k (∇G(X(k)))
)

= proxW
(k)

χ
P
−1
Ω

(
X(k) −W−1

k (∇Fεk(X(k)))
)

= proxW
(k)

χ
P
−1
Ω

(
X(k) −W−1

k Wk(X(k)))
)

= proxW
(k)

χ
P
−1
Ω

(0)

= arg min
X:PΩ(X)=y

1

2
dAk(X,0)2 = arg min

X:PΩ(X)=y

〈X,W (k)(X)〉,

where we used that Wk(X(k)) = ∇Fεk(X(k)) in the third
line. This shows that this update rule for X(k+1) coincides
with (5).

Thus, MatrixIRLS can be considered as a forward-
backward method with a variable metric induced by the
weight operator W (k), using a unit step size αk = 1 for
each k. One advantage of our method is therefore also that
unlike many methods in this family, there is no step size
to be tuned. A crucial difference, which makes existing
theory (as, e.g., (Frankel et al., 2015)) for splitting meth-
ods not directly applicable for a convergence analysis of
MatrixIRLS, is that the smooth function G = Fεk is
changing at each iteration due to the smoothing parameter
update (6). On the other hand, the results of (Frankel et al.,
2015) already imply the finite sequence length of (X(k))k
in the case that the smoothing parameter εk stagnates for
k ≥ k0, using a Kurdyka-Łojasiewicz property (Bolte et al.,
2007) of Fεk + χP−1

Ω (y). We leave a detailed discussion of
this for future work.

Finally, we note that previous IRLS methods (Fornasier
et al., 2011; Mohan & Fazel, 2012; Kümmerle & Sigl, 2018)
would also fit in the presented splitting framework, however,
without fully capturing the underlying geometry as their
weight operator has no strong connection to the Hessian
∇2Fεk(X(k)) of Fεk , as explained in the supplementary
material.

5. Numerical Experiments
We explore the performance of MatrixIRLS for the com-
pletion of synthetic low-rank matrices in terms of statistical

and computational efficiency in comparison to state-of-the-
art algorithms in the literature. We base our choice on the
desire to obtain a representative picture of state-of-the-art
algorithms for matrix completion, including in particular
those that are scalable to problems with dimensionality in
the thousands or more, those that come with the best theoret-
ical guarantees, and those that claim to perform particularly
well to complete ill-conditioned matrices. All the methods
are provided with the true rank r of X0 as an input pa-
rameter. If possible, we use the MATLAB implementation
provided by the authors of the respective papers.

The algorithms being tested against MatrixIRLS can be
grouped into three main categories: the non-convex ma-
trix factorization ones which includes LMaFit (Wen et al.,
2012), ScaledASD (Tanner & Wei, 2016) and ScaledGD
(Tong et al., 2020), the Riemannian optimization on the man-
ifold of fixed rank matrices ones which includes LRGeomCG
(Vandereycken, 2013), RTRMC (Boumal & Absil, 2015) and
R3MC (Mishra & Sepulchre, 2014), one alternating projec-
tion method on the manifold of fixed rank matrices, NIHT
(Tanner & Wei, 2013) (see (Wei et al., 2020) for a con-
nection between NIHT and Riemannian methods), and the
recent R2RILS (Bauch et al., 2021) which can be seen as
a factorization based method but also contains ideas from
the Riemannian optimization family of algorithms. In the
supplementary material we provide a description of each
algorithm as well as the parameters used in the numerical
section.

As for the numerical experiments, it is important to note
that we are interested to find low-rank completions from a
sampling set Ω of sample size |Ω| =: m = bρr(d1 + d2 −
r)c, where ρ is an oversampling ratio since r(d1 + d2 − r)
is just the number of degrees of freedom of an (d1 × d2)-
dimensional rank-r matrix. For a given Ω, the solution of
(1) might not coincide with X0, or the solution might not
be unique, even if the sample set Ω is chosen uniformly
at random. In particular, this will be the case if Ω is such
that there is a row or a column with fewer than r revealed
entries, which a necessary condition for uniqueness of the
(1) (Pimentel-Alarcón et al., 2016). To mitigate this problem
that is rather related to the structure of the sampling set
than to the performance of a certain algorithm, we, in fact,
adapt the sampling model of uniform sampling without
replacement. For a given factor ρ ≥ 1, we sample a set
Ω ⊂ [d1] × [d2] of size m = bρr(d1 + d2 − r)c indices
randomly without replacement. Then we check whether the
condition such that each row and each column in Ω has at
least r observed entries, and resample Ω if this condition is
not fulfilled. This procedure is repeated up to a maximum
of 1000 resamplings.

We consider the following setup: we sample a pair of ran-
dom matrices U ∈ Rd1×r and V ∈ Rd2×r with r orthonor-
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mal columns, and define the diagonal matrix Σ ∈ Rr×r
such that Σii = κ exp(− log(κ) i−1

r−1 ) for i ∈ [r]. With this
definition, we define a ground truth matrix X0 = UΣV∗

of rank r that has exponentially decaying singular values
between κ and 1.

5.1. Data-efficient recovery of ill-conditioned matrices

First, we run MatrixIRLS and the algorithms R2RILS ,
RTRMC, LRGeomCG, LMaFit, ScaledASD, ScaledGD,
NIHT and R3MC to complete X0 from PΩ(X0) where Ω
corresponds to different oversampling factors ρ between
1 and 4, and where the condition number of X0 is κ =
σ1(X0)/σr(X

0) = 10. In Figure 1, we report the median
Frobenius errors ‖X(K) −X0‖F /‖X0‖F of the respective
algorithmic outputs X(K) across 100 independent realiza-
tions.
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Figure 1. Performance of matrix completion algorithms for 1000×
1000 matrices of rank r = 5 with condition number κ = 10, given
m = bρr(d1 + d2 − r)c random samples. Median of Frobenius
errors ‖X(K) −X0‖F /‖X0‖F of 100 independent realizations.

We see that MatrixIRLS and R2RILS are the only algo-
rithms that are able to complete X0 already for ρ = 1.5. In
our experiment, R3MC completes X0 in a majority of in-
stances starting from ρ = 2.0, whereas the other algorithms,
except from NIHT, are able to reconstruct the matrix most
of the times if ρ is at least between 2.4 and 3.0. This con-
firms the findings of (Bauch et al., 2021) which show that
even for quite well-conditioned matrices, fewer samples
are required if second-order methods such as R2RILS or
MatrixIRLS are used.

We repeat this experiment for ill-conditioned matrices X0

with κ = 105. In Figure 2, we see that current state-of-
the-art methods are not able to achieve exact recovery of
X0. This is in particular true as given the exponential de-
cay of the singular values, in order to recover the subspace
corresponding to the smallest singular value of X0, a rel-
ative Frobenius error of 10−5 or even several orders of
magnitude smaller needs to be achieved. We observe that
MatrixIRLS is the only method that is able to complete
X0 for any of the considered oversampling factors.
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Figure 2. Performance of matrix completion algorithms as in Fig-
ure 1, but with κ = 105. Median of 50 realizations.

5.2. Running time for ill-conditioned problems

In Figure 3, for an oversampling ratio of ρ = 4, we illus-
trate the completion of one single extremely ill-conditioned
1000× 1000 matrix with rank = 10 and κ = 1010 and ex-
ponentially interpolated singular values as described above.
We again can see that only second-order methods such as
R2RILS or MatrixIRLS are able to achieve a relative
Frobenius error ≈ 10−5 or smaller. MatrixIRLS goes be-
yond that and attains a relative Frobenius error of the order
of the machine precision and, remarkably, exactly recover
all the singular values up to 15 digits. This also shows that
the conjugated gradient and the randomized block Krylov
method used at the inner core of our implementation can be
extremely precise when properly adjusted. R2RILS is also
able to obtain relatively low Frobenius error but unlike our
method, it is not able to retrieve all the singular values with
high accuracy. Other methods were observed to lead to a
meaningful error decrease for the ill-conditioned matrix of
interest.
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Figure 3. Completion task for a highly ill-conditioned 1000×1000
matrix of rank r = 10 with κ = 1010 (ρ = 4).

In Figure 4, we compare the execution time of R2RILS and
MatrixIRLS for a range of ground truth matrices with
increasing dimension, for an oversampling ratio of ρ = 2.5,
whose singular values are linearly interpolated between κ
and 1. We observe that the larger the dimensions are, the
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larger is the discrepancy in the running time of the two
algorithms. Other algorithms are not considered in this
experiment because they typically do not reach a relative
error below 10−4 for κ� 102.
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Figure 4. Execution time of R2RILS and MatrixIRLS for com-
pletion of rank r ∈ {5, 10} matrices of size m × (m + 100)
and condition number κ = 102, averaged across 50 independent
realizations.

5.3. MatrixIRLS vs. rank-adaptive strategies

In Section 5.1, all methods were provided with the correct
rank r of the ground truth, which was used to determine the
size of the matrix factors or the rank of the fixed rank mani-
fold. Even in this case, we illustrated numerically that most
of the methods are not able to recover highly ill-conditioned
matrices. To handle such ill-conditioned completion prob-
lems, (Mishra & Sepulchre, 2014; Uschmajew & Vanderey-
cken, 2015; Tan et al., 2014) proposed rank-adaptive vari-
ants of the methods R3MC and LRGeomCG. These variants,
which we call LRGeomCG Pursuit1 (Uschmajew & Van-
dereycken, 2015; Tan et al., 2014) and R3MC w/ Rank
Update (Mishra & Sepulchre, 2014), respectively, com-
bine fixed-rank optimization with outer iterations that in-
crease r̃ from 1 to a target rank r, while warm starting each
outer iteration with the output of the previous iteration. To
compare the data efficiency of MatrixIRLS with the one
of these three algorithms, we repeat the experiments of Sec-
tion 5.1 for these methods and report the median Frobenius
errors for the completion of 1000× 1000 matrices of rank
r = 5 with condition numbers κ = 10 and κ = 105, re-
spectively, with those of MatrixIRLS in Figures 5 and
6.

In Figure 5, we observe that in the presence of a relatively
small condition number of κ = 10, MatrixIRLS is more
data efficient than the two rank-adaptaive methods as their
phase transition occurs for a larger oversampling factor
(ρ = 1.8 vs. ρ = 1.5).

On the other hand, it can be seen in Figure 6 that the rank-
adaptive strategies LRGeomCG Pursuit and R3MC w/

1The MATLAB code containing the rank update was provided
by B. Vandereycken in a private communication.
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Figure 5. Completion of 1000× 1000 matrices of rank r = 5 with
condition number κ = 10, experiment as in Figure 1.

Rank Update shine when completing matrices with large
condition number such as κ = 105, as their phase transition
occurs at around ρ = 1.8 and ρ = 1.7, where it occurs at
ρ = 1.9 for MatrixIRLS. This shows that for large con-
dition number, rank adaptive strategies can outperform the
data efficiency of MatrixIRLS, and in both experiments,
the phase transitions are considerably better than for their
fixed rank versions LRGeomCG and R3MC, cf. Figures 1
and Figure 2.
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Figure 6. Completion of 1000× 1000 matrices of rank r = 5 with
condition number κ = 105, experiment as in Figure 2.

In all experiments so far, we have considered low-rank ma-
trices with r singular values that exponentially decrease
from κ to 1, as described in the beginning of this section.
This might be a setting that is particularly suitable for rank-
adaptive strategies that increase the rank parameter r̃ one-
by-one, as the singular subspaces are all one-dimensional
and well-separated. For this reason, in a last experiment, we
change this setup and consider ground truth matrices X0

that have a plateau in the set of singular values, potentially
presenting a larger challenge for completion methods due to
a higher dimensional subspace spanned by a set of multiple
singular vectors. In particular, we consider the completion
of a 1000×1000 matrix X0 with 10 singular values equal to
1010 ·exp(−10 · log(10) 14

29 ), and with 10 singular values lin-
early interpolated on a logarithmic scale between this value
and 1010 and, and another 10 between this value and 1 (see
also Appendix E.2 for an illustration). For a random instance
of such a matrix, we report the relative Frobenius error
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vs. execution time for the methods MatrixIRLS against
the rank-adaptive variants of LRGeomCG and R3MC, here
denoted by LRGeomCG Pursuit and R3MC w/ Rank
Update in Figure 7, from random samples with a small
oversampling factor of ρ = 1.5.
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Figure 7. Comparison of matrix completion algorithms for 1000×
1000 matrices of rank r = 30 with condition number κ = 1010

and 10 equal singular values, oversampling factor of ρ = 1.5.

We observe that the fixed-rank variants LRGeomCG and
R3MC are not able to complete the matrix, which is in
line with the experiment of Section 5.2. R3MC w/ Rank
Update exhibits a quick error decrease to a range around
6 ·10−5, after which it just decreases very slowly for around
110 seconds, before converging to X0 up to an error of
around 10−12 within another 70 seconds. The stagnation
phase presumably corresponds to the learning of the 10-
dimensional singular space of X0 in the central part of
its spectrum. LRGeomCG Pursuit, on the other hand,
reaches an error of around 10−12 already after 5 seconds,
albeit without monotonicity with a fluctuation phase be-
tween errors of 10−8 and 10−12 from seconds 3 to 5. For
MatrixIRLS, we use a tolerance parameter for the relative
residual in the conjugate gradient method of tolinner = 10−3

and a maximal number of 3 iterations for the random-
ized Block Krylov method (cf. E for the default param-
eters), and observe that the method successfully converges
to X0 slightly slower with a convergence within 13 sec-
onds, but, remarkably, unlike LRGeomCG Pursuit, with
a monotonous error decrease.2

6. Conclusion and Outlook
We formulated MatrixIRLS, a second order method that
is able to efficiently complete large, highly ill-conditioned
matrices from few samples, a problem for which most state-
of-the-art methods fail. It improves on previous approaches

2For the default choice of algorithmic parameters as described
in Appendix E, we obtain a qualitatively similar behavior for
MatrixIRLS, but with a small runtime multiple due to the higher
required precision at each iteration.

for the optimization of non-convex rank objectives by ap-
plying a suitable smoothing strategy combined with saddle-
escaping Newton-type steps.

As one goal of our investigation has been also to provide
an efficient implementation, we focused on the matrix com-
pletion problem, leaving the extension of the ideas to other
low-rank matrix estimation problems to future work includ-
ing the case of inexact data or measurement errors. Further-
more, while we establish a local convergence guarantee for
the algorithm, a precise analysis of its global convergence
behavior might be of interest.

Software
An implementation of MatrixIRLS including scripts to
reproduce the presented experiments can be found at
https://github.com/ckuemmerle/
MatrixIRLS.
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