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Abstract

We propose a latent space energy-based prior
model for text generation and classification. The
model stands on a generator network that gen-
erates the text sequence based on a continuous
latent vector. The energy term of the prior model
couples a continuous latent vector and a symbolic
one-hot vector, so that discrete category can be
inferred from the observed example based on the
continuous latent vector. Such a latent space cou-
pling naturally enables incorporation of informa-
tion bottleneck regularization to encourage the
continuous latent vector to extract information
from the observed example that is informative of
the underlying category. In our learning method,
the symbol-vector coupling, the generator net-
work and the inference network are learned jointly.
Our model can be learned in an unsupervised set-
ting where no category labels are provided. It can
also be learned in semi-supervised setting where
category labels are provided for a subset of train-
ing examples. Our experiments demonstrate that
the proposed model learns well-structured and
meaningful latent space, which (1) guides the gen-
erator to generate text with high quality, diversity,
and interpretability, and (2) effectively classifies
text.

1. Introduction

Generative models for text generation is of vital importance
in a wide range of real world applications such as dialog
system (Young et al., 2013) and machine translation (Brown
et al., 1993). Impressive progress has been achieved with
the development of neural generative models (Serban et al.,
2016; Zhao et al., 2017; 2018b; Zhang et al., 2016; Li et al.,
2017a; Gupta et al., 2018; Zhao et al., 2018a) . However,
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most of prior methods focus on the improvement of text
generation quality such as fluency and diversity. Besides
the quality, the interpretability or controllability of text gen-
eration process is also critical for real world applications.
Several recent papers recruit deep latent variable models
for interpretable text generation where the latent space is
learned to capture interpretable structures such as topics and
dialog actions which are then used to guide text generation
(Wang et al., 2019; Zhao et al., 2018b).

Deep latent variable models map a latent vector to the ob-
served example such as a piece of text. Earlier methods
(Kingma & Welling, 2014; Rezende et al., 2014; Bowman
et al., 2016) utilize a continuous latent space. Although it
is able to generate text of high quality, it is not suitable for
modeling interpretable discrete attributes such as topics and
dialog actions. A recent paper (Zhao et al., 2018b) proposes
to use a discrete latent space in order to capture dialog ac-
tions and has shown promising interpretability of dialog
utterance generation. A discrete latent space nevertheless
encodes limited information and thus might limit the expres-
siveness of the generative model. To address this issue, Shi
et al. (2020) proposes to use Gaussian mixture VAE (vari-
ational auto-encoder) which has a latent space with both
continuous and discrete latent variables. By including a dis-
persion term to avoid the modes of the Gaussian mixture to
collapse into a single mode, the model produces promising
results on interpretable generation of dialog utterances.

To improve the expressivity of the latent space and the gener-
ative model as a whole, Pang et al. (2020a) recently proposes
to learn an energy-based model (EBM) in the latent space,
where the EBM serves as a prior model for the latent vector.
Both the EBM prior and the generator network are learned
jointly by maximum likelihood or its approximate variants.
The latent space EBM has been applied to text modeling,
image modeling, and molecule generation, and significantly
improves over VAEs with Gaussian prior, mixture prior
and other flexible priors. Aneja et al. (2020) generalizes
this model to a multi-layer latent variable model with a
large-scale generator network and achieves state-of-the-art
generation performance on images.

Moving EBM from data space to latent space allows the
EBM to stand on an already expressive generator model,
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and the EBM prior can be considered a correction of the
non-informative uniform or isotropic Gaussian prior of the
generative model. Due to the low dimensionality of the
latent space, the EBM can be parametrized by a very small
network, and yet it can capture regularities and rules in the
data effectively (and implicitly).

In this work, we attempt to leverage the high expressivity
of EBM prior for text modeling and learn a well-structured
latent space for both interpretable generation and text classi-
fication. Thus, we formulate a new prior distribution which
couples continuous latent variables (i.e., vector) for genera-
tion and discrete latent variables (i.e., symbol) for structure
induction. We call our model Symbol-Vector Coupling
Energy-Based Model (SVEBM).

Two key differences of our work from Pang et al. (2020a) en-
able incorporation of information bottleneck (Tishby et al.,
2000), which encourages the continuous latent vector to
extract information from the observed example that is in-
formative of the underlying structure. First, unlike Pang
et al. (2020a) where the posterior inference is done with
short-run MCMC sampling, we learn an amortized infer-
ence network which can be conveniently optimized. Second,
due to the coupling formulation of the continuous latent
vector and the symbolic one-hot vector, given the inferred
continuous vector, the symbol or category can be inferred
from it via a standard softmax classifier (see Section 2.1 for
more details). The model can be learned in unsupervised
setting where no category labels are provided. The symbol-
vector coupling, the generator network, and the inference
network are learned jointly by maximizing the variational
lower bound of the log-likelihood. The model can also be
learned in semi-supervised setting where the category labels
are provided for a subset of training examples. The coupled
symbol-vector allows the learned model to generate text
from the latent vector controlled by the symbol. Moreover,
text classification can be accomplished by inferring the sym-
bol based on the continuous vector that is inferred from the
observed text.

Contributions. (1) We propose a symbol-vector cou-
pling EBM in the latent space, which is capable of both
unsupervised and semi-supervised learning. (2) We develop
a regularization of the model based on the information bot-
tleneck principle. (3) Our experiments demonstrate that
the proposed model learns well-structured and meaningful
latent space, allowing for interpretable text generation and
effective text classification.

2. Model and learning

2.1. Model: symbol-vector coupling

Let 2 be the observed text sequence. Let z € R? be the
continuous latent vector. Let y be the symbolic one-hot

;pa(y,Z)
q¢(2|x)\lp5(l‘|2)

X

Figure 1. Graphical illustration of Symbol-Vector Coupling
Energy-Based Model (SVEBM). y is a symbolic one-hot vector,
and z is a dense continuous vector. x is the observed example. y
and z are coupled together through an EBM, pq (y, 2), in the latent
space. Given z, y and z are independent, i.e., z is sufficient for v,
hence giving the generator model pg(z|z). The intractable pos-
terior, pg(z|z) with = («, 3), is approximated by a variational
inference model, ¢4 (z|z).

vector indicating one of K categories. Our generative model
is defined by

po(y, 2, ) = paly, 2)ps(z|2), (1)

where p,(y,z) is the prior model with parameters «,
pp(z|z) is the top-down generation model with parame-
ters 3, and 6 = («, 3). Given z, y and z are independent,
i.e., z is sufficient for y.

The prior model p,,(y, z) is formulated as an energy-based
model,

Paly.2) = Zi exp(y. fa(=)p0(), @)

where po(z) is a reference distribution, assumed to be
isotropic Gaussian (or uniform) non-informative prior of the
conventional generator model. f,(z) € R¥ is parameter-
ized by a small multi-layer perceptron. Z,, is the normaliz-
ing constant or partition function.

The energy term (y, f,(2)) in Equation (2) forms an asso-
ciative memory that couples the symbol y and the dense
vector z. Given z,

Pa(yl2) o exp((y, fa(2))), 3)

i.e., a softmax classifier, where f,(z) provides the K logit
scores for the K categories. Marginally,

pa(z) = Zi exp(Fa(2))po(2), 4

where the marginal energy term

FOé(Z) :logzexp(<yvfa(z)>)a (5

i.e., the so-called log-sum-exponential form. The summa-
tion can be easily computed because we only need to sum
over K different values of the one-hot y.
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The above prior model p,(y, z) stands on a generation
model pg(z|z). For text modeling, let z = (¢t =
1,...,T) where z(* is the ¢-th token. Following previous
text VAE model (Bowman et al., 2016), we define pg(z|z)
as a conditional autoregressive model,

T
ps(xlz) = [[ ps(P]a®, ... 20D 2)  (6)
t=1

which is parameterized by a recurrent network with param-
eters 5. See Figure 1 for a graphical illustration of our
model.

2.2. Prior and posterior sampling: symbol-aware
continuous vector computation

Sampling from the prior p,(z) and the posterior py(z|x) can
be accomplished by Langevin dynamics. For prior sampling
from p,,(z), Langevin dynamics iterates

Zir1 = 2 + 5V, log pa(ze) + V2se, (7)

where e; ~ N(0, I), s is the step size, and the gradient is
computed by

V. Inga(Z) = IEp(,(y|z) [Vz 1nga(y7 Z)}
= Epoy) [(0: Vafa(2))); ®)

where the gradient computation involves averaging V. f (z)
over the softmax classification probabilities p,(y|z) in
Equation (3). Thus the sampling of the continuous dense
vector z is aware of the symbolic y.

Posterior sampling from pyg(z|x) follows a similar scheme,
where

V. logpg(z|:c) = ]Epa(ylz) Kyv vzfa(z»]
+ V. logps(z|z). )

When the dynamics is reasoning about z by sampling the
dense continuous vector z from py(z|z), it is aware of the
symbolic y via the softmax p,, (y|2).

Thus (y, z) forms a coupling between symbol and dense
vector, which gives the name of our model, Symbol-Vector
Coupling Energy-Based Model (SVEBM).

Pang et al. (2020a) proposes to use prior and posterior sam-
pling for maximum likelihood learning. Due to the low-
dimensionality of the latent space, MCMC sampling is af-
fordable and mixes well.

2.3. Amortizing posterior sampling and variational
learning

Comparing prior and posterior sampling, prior sampling is
particularly affordable, because f,(z) is a small network.

In comparison, V,logpg(xz|z) in the posterior sampling
requires back-propagation through the generator network,
which can be more expensive. Therefore we shall amor-
tize the posterior sampling from py(z|z) by an inference
network, and we continue to use MCMC for prior sampling.

Specifically, following VAE (Kingma & Welling, 2014), we
recruit an inference network g (z|x) to approximate the true
posterior pg(z|x), in order to amortize posterior sampling.
Following VAE, we learn the inference model g, (z|z) and
the top-down model py(y, 2, z) in Equation (1) jointly.

For unlabeled z, the log-likelihood log pg(x) is lower
bounded by the evidence lower bound (ELBO),

ELBO(z|0, ¢) = log ps(x) — Dkr(qe(2|2)|Ipe(z]x))
= Eqg, (z12) log ps(z(2)] — DkrL(gs(2[2)[[pa(z)), (10)

where Dky, denotes the Kullback-Leibler divergence.

For the prior model, the learning gradient is

Vo ELBO = ]Eqd,(z\x) [vaFa(z)} - IEpo((z) [VOZFO&(Z)]&
(11D

where F,(z) is defined by (5), Ey, (.| is approximated by
samples from the inference network, and E,, (. is approxi-
mated by persistent MCMC samples from the prior.

Let v = {8, ¢} collect the parameters of the inference
(encoder) and generator (decoder) models. The learning
gradients for the two models are

V4 ELBO = Vy Eq, (212 [log ps(]2)]
— Vy Dir(gg(2[2)llpo(2)) + Vi Eq, o [Fa(2)], (12)

where pg(z) is the reference distribution in Equation (2), and
Dxr(ge(2]2)||po(2)) is tractable. The expectations in the
other two terms are approximated by samples from the infer-
ence network ¢, (z|z) with reparametrization trick (Kingma
& Welling, 2014). Compared to the original VAE, we only
need to include the extra F, (z) term in Equation (12), while
log Z,, is a constant that can be discarded. This expands the
scope of VAE where the top-down model is a latent EBM.

As mentioned above, we shall not amortize the prior sam-
pling from p, (z) due to its simplicity. Sampling p,(z) is
only needed in the training stage, but is not required in the
testing stage.

2.4. Two joint distributions

Let qqata () be the data distribution that generates . For
variational learning, we maximize the averaged ELBO:
Eqpoia(z) [ELBO(2|0, ¢)], where E,, . (») can be approxi-
mated by averaging over the training examples. Maximizing
E y[ELBO(z|0, ¢)] over (0, ¢) is equivalent to mini-

Qaata(®
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mizing the following objective function over (6, ¢)

Dt (daata (@) [P6(2)) + Eqgor (0 [P (45(212) [0 (21 ))
— Dt (da®)a6(212) [pa (23 z12). (13)
The right hand side is the KL-divergence between two joint
distributions: Q4 (, 2) = qdata(z)ge(z|x), and Py(z, z) =
Pa(z)ps(x|2z). The reason we use notation ¢ for the data
distribution ggata () is for notation consistency. Thus VAE
can be considered as joint minimization of Dxr,(Q 4| Ps)
over (6, ¢). Treating (z, z) as the complete data, (), can be
considered the complete data distribution, while Pj is the
model distribution of the complete data.

For the distribution Q4 (z, z), we can define the following
quantities.

46(2) = Eqpoon(oylap (21)] = / Qulz.2)dx  (14)

is the aggregated posterior distribution and the marginal
distribution of z under Q. H(z2) = —Eq, () [log g4 (2)] is
the entropy of the aggregated posterior g4 ().

H(z|z) = —Eq, (a2 [log gs(2|7)] is the conditional en-
tropy of z given x under the variational inference distribu-
tion ¢4 (z|z).

I(z,z) = H(z) — H(z|z)
=—Eg, ) [log q4(2)] + Eq, (x,2)[log g (2|x)]  (15)
is the mutual information between x and z under Q4.

It can be shown that the VAE objective in Equation (13) can
be written as

Dkr(Qg(z, 2)|| Po(, 2))
= —H(if) - EQ¢(1,2)[logpﬂ(x|z)}
+Z(z, 2) + Dki(gs(2)[palz),  (16)

where H(x) = —Eq,... (x)[10g qdata ()] is the entropy of
the data distribution and is fixed.

2.5. Information bottleneck

Due to the coupling of y and z (see Equations (2) and (3)),
a learning objective with information bottleneck can be
naturally developed as a simple modification of the VAE
objective in Equations (13) and (16):

L0, ) = Dkr(Qq(z, )| Po(x, 2)) — AZ(z,y)  (17)

= —H(z) — Eq,(x,-) [log ps(z]2)] (18)
reconstruction
+ Dk (94(2)[pa(2)) (19)
EBM learning
+Z(x,2) — ANL(z,y), (20)

information bottleneck

where A > 0 controls the trade-off between the compres-
sivity of z about = and its expressivity to y. The mutual
information between z and y, Z(z, y), is defined as:

L(z,y) = H(y) — H(ylz)
== q(y)logq(y)

Yy
+Eq¢(z) Zpa(y|z) 10gpa(3/|z)a 21

Y

where ¢(y) = Eq, () [Pa(y]2)]- Z(2,9), H(y), and H(y|2)
are defined based on Q(z, Y, 2) = qdata (%) g4 (2|2)pa (Y] 2),
where p, (y|z) is softmax probability over K categories in
Equation (3).

In computing Z(z,y), we need to take expectation over z
under q4(2) = Eq,...(2)[a(2|7)], which is approximated
with a mini-batch of = from ggat. () and multiple samples
of z from ¢4 (2|z) given each .

The Lagrangian form of the classical information bottleneck
objective (Tishby et al., 2000) is,

min [Z(z, z|0) — AZ(z,y|0)]. (22)

po(z|x)

Thus minimizing £(6, ¢) (Equation (17)) includes minimiz-
ing a variational version (variational information bottleneck
or VIB; Alemi et al. 2016) of Equation (22). We do not
exactly minimize VIB due to the reconstruction term in
Equation (18) that drives unsupervised learning, in contrast
to supervised learning of VIB in Alemi et al. (2016).

We call the SVEBM learned with the objective incorporating
information bottleneck (Equation (17)) as SVEBM-IB.

2.6. Labeled data

For a labeled example (z, y), the log-likelihood can be de-
composed into log pg(x, y) = log pe(z) +log ps(y|x). The
gradient of log pg(x) and its ELBO can be computed in the
same way as the unlabeled data described above.

Po(Y|7) = Epy(z12)[Pa(¥|2)] = Eq, (212 [Pa(y]2)],  (23)

where p,,(y|z) is the softmax classifier defined by Equa-
tion (3), and g4(z|x) is the learned inference network.
In practice, Eq, (z|o)[Pa(y]2)] is further approximated by
Pa(y|z = pe(z)) where pg(x) is the posterior mean of
¢4(z|x). We found using p4 () gave better empirical per-
formance than using multiple posterior samples.

For semi-supervised learning, we can combine the learning
gradients from both unlabeled and labeled data.
2.7. Algorithm

The learning and sampling algorithm for SVEBM is de-
scribed in Algorithm 1. Adding the respective gradients
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Algorithm 1 Unsupervised and Semi-supervised Learning
of Symbol-Vector Coupling Energy-Based Model.

Input: Learning iterations 7', learning rates (7o, 71, 72),
initial parameters (ag, 8o, d0), observed unla-
belled examples {z;}M,, observed labelled ex-
amples {(z;,y:)}M EYH (optional, needed only in
semi-supervised learning), unlabelled and labelled
batch sizes (m,n), initializations of persistent
chains {z; ~ po(2)},, and number of Langevin
dynamics steps 17, p.
Output: (ar, Br, ér).
fort =0toT'—1do
1. mini-batch: Sample unlabelled {z;}, and la-
belled observed examples {x;,y; } 1", .
2. prior sampling: For each unlabelled z;, randomly
pick and update a persistent chain z; by Langevin
dynamics with target distribution p,, (z) for Tr,p steps.
3. posterior sampling: For each z;, sample zf ~
¢4(z|z;) using the inference network and reparameter-
ization trick.
4. unsupervised learning of prior model: «;; =
Qi+ 770% Sic1[VaFa, (57) = VaFo, (7).
5. unsupervised learning of inference and genera-
tor models:
Yipr = U+ mE Y [V logpg, (wi]27) —
V.o Dict. (46, (1) l|po(2)) + Vs Fa, (7). with back-
propagation through z;" via reparametrization trick.
if labeled examples (z, y) are available then
6. supervised learning of prior and inference
models: Lety — (a,6). 7141 — Y-t 7
V4 logpa, (yilzi = pg, (x:))-
end if
end for

of Z(z,y) (Equation (21)) to Step 4 and Step 5 allows for
learning SVEBM-IB.

3. Experiments

We present a set of experiments to assess (1) the quality of
text generation, (2) the interpretability of text generation,
and (3) semi-supervised classification of our proposed mod-
els, SVEBM and SVEBM-IB, on standard benchmarks. The
proposed SVEBM is highly expressive for text modeling
and demonstrate superior text generation quality and is able
to discover meaningful latent labels when some supervision
signal is available, as evidenced by good semi-supervised
classification performance. SVEBM-IB not only enjoys the
expressivity of SVEBM but also is able to discover meaning-
ful labels in an unsupervised manner since the information
bottleneck objective encourages the continuous latent vari-
able, z, to keep sufficient information of the observed x for
the emergence of the label, y. Its advantage is still evident

true x posterior x prior x posterior z prior z

true x posterior x prior x posterior z prior z
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Figure 2. Evaluation on 2D synthetic data: a mixture of eight Gaus-
sians (upper panel) and a pinwheel-shaped distribution (lower
panel). In each panel, the first, second, and third row display
densities learned by SVEBM-IB, SVEBM, and DGM-VAE, re-
spectively.

when supervised signal is provided.

3.1. Experiment settings

Generation quality is evaluated on the Penn Treebanks
(Marcus et al. 1993, PTB) as pre-processed by Mikolov
et al. (2010). Interpretability is first assessed on two dialog
datasets, the Daily Dialog dataset (Li et al., 2017b) and the
Stanford Multi-Domain Dialog (SMD) dataset (Eric et al.,
2017). DD is a chat-oriented dataset and consists of 13,118
daily conversations for English learner in a daily life. It
provides human-annotated dialog actions and emotions for
the utterances. SMD has 3, 031 human-Woz, task-oriented
dialogues collected from three different domains (naviga-
tion, weather, and scheduling). We also evaluate generation
interpretability of our models on sentiment control with
Yelp reviews, as preprocessed by Li et al. (2018). Itis on a
larger scale than the aforementioned datasets, and contains
180, 000 negative reviews and 270, 000 positive reviews.

Our model is compared with the following baselines: (1)
RNNLM (Mikolov et al., 2010), language model imple-
mented with GRU (Cho et al., 2014); (2) AE (Vincent et al.,
2010), deterministic autoencoder which has no regulariza-
tion to the latent space; (3) DAE, autoencoder with a discrete
latent space; (4) VAE (Kingma & Welling, 2014), the vanilla
VAE with a continuous latent space and a Gaussian noise
prior; (5) DVAE, VAE with a discrete latent space; (6) DI-
VAE (Zhao et al., 2018b), a DVAE variant with a mutual
information term between x and z; (7) semi-VAE (Kingma
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et al., 2014), semi-supervised VAE model with independent
discrete and continuous latent variables; (8) GM-VAE, VAE
with discrete and continuous latent variables following a
Gaussian mixture; (9) DGM-VAE (Shi et al., 2020), GM-
VAE with a dispersion term which regularizes the modes
of Gaussian mixture to avoid them collapsing into a sin-
gle mode; (10) semi-VAE + Z(x, y), GM-VAE + Z(x, y),
DGM-VAE + Z(z, y), are the same models as (7), (8), and
(9) respectively, but with an mutual information term be-
tween x and y which can be computed since they all learn
two separate inference networks for y and z. To train these
models involving discrete latent variables, one needs to deal
with the non-differentiability of them in order to learn the
inference network for y. In our models, we do not need a
separate inference network for y, which can conveniently
be inferred from z given the inferred z (see Equation 3),
and have no need to sample from the discrete variable in
training.

The encoder and decoder in all models are implemented with
a single-layer GRU with hidden size 512. The dimensions
for the continuous vector are 40, 32, 32, and 40 for PTB,
DD, SMD and Yelp, respectively. The dimensions for the
discrete variable are 20 for PTB, 125 for DD, 125 for SMD,
and 2 for Yelp. A in information bottleneck (see Equation
17) that controls the trade-off between compressivity of z
about x and its expressivity to ¥ is not heavily tuned and set
to 50 for all experiments. Our implementation is available
athttps://github.com/bpucla/ibebm.git.

3.2. 2D synthetic data

We first evaluate our models on 2-dimensional synthetic
datasets for direct visual inspection. They are compared
to the best performing baseline in prior works, DGM-VAE
+Z(x,y) (Shi et al., 2020). The results are displayed in
Figure 2. In each row, frue x indicates the true data dis-
tribution ggata(2); posterior x indicates the KDE (kernel
density estimation) distribution of = based on z samples
from its posterior g, (z|z); prior x indicates the KDE of
po(z) = [ pp(x|2)pa(2)dz, based on z samples from the
learned EBM prior, p,(z); posterior z indicates the KDE
of the aggregate posterior, ¢4(2) = [ qaata(®)qe(z|z)dx;
prior z indicates the KDE of the learned EBM prior, p,(2).

It is clear that our proposed models, SVEBM and SVEBM-
IB model the data well in terms of both posterior x and
prior x. In contrast, although DGM-VAE reconstructs the
data well but the learned generator py(z) tend to miss some
modes. The learned prior pg(z) in SVEBM and SVEBM-IB
shows the same number of modes as the data distribution and
manifests a clear structure. Thus, the well-structured latent
space is able to guide the generation of . By comparison,
although DGM-VAE shows some structure in the latent
space, the structure is less clear than that of our model. It

is also worth noting that SVEBM performs similarly as
SVEBM-IB, and thus the symbol-vector coupling per se,
without the information bottleneck, is able to capture the
latent space structure of relatively simple synthetic data.

3.3. Language generation

We evaluate the quality of text generation on PTB and report
four metrics to assess the generation performance: reverse
perplexity (rPPL; Zhao et al. 2018a), BELU (Papineni et al.,
2002), word-level KL divergence (WKL), and negative log-
likelihood (NLL). Reverse perplexity is the perplexity of
ground-truth test set computed under a language model
trained with generated data. Lower rPPL indicates that
the generated sentences have higher diversity and fluency.
We recruit ASGD Weight-Dropped LSTM (Merity et al.,
2018), a well-performed and popular language model, to
compute rPPL. The synthesized sentences are sampled with
z samples from the learned latent space EBM prior, p,,(2).
The BLEU score is computed between the input and recon-
structed sentences and measures the reconstruction quality.
Word-level KL divergence between the word frequencies
of training data and synthesized data reflects the genera-
tion quality. Negative log-likelihood ! measures the general
model fit to the data. These metrics are evaluated on the test
set of PTB, except wKL, which is evaluated on the training
set.

The results are summarised in Table 1. Compared to pre-
vious models with (1) only continuous latent variables, (2)
only discrete latent variables, and (3) both discrete and con-
tinuous latent variables, the coupling of discrete and contin-
uous latent variables in our models through an EBM is more
expressive. The proposed models, SVEBM and SVEBM-
IB, demonstrate better reconstruction (higher BLEU) and
higher model fit (lower NLL) than all baseline models ex-
cept AE. Its sole objective is to reconstruct the input and
thus it can reconstruct sentences well but cannot generate
diverse sentences.

The expressivity of our models not only allows for capturing
the data distribution well but also enables them to generate
sentences of high-quality. As indicated by the lowest rPPL,
our models improve over these strong baselines on fluency
and diversity of generated text. Moreover, the lowest wKL
of our models indicate that the word distribution of the
generated sentences by our models is most consistent with
that of the data.

It is worth noting that SVEBM and SVEBM-IB have close
performance on language modeling and text generation.
Thus the mutual information term does not lessen the model
expressivity.

't is computed with importance sampling (Burda et al., 2015)
with 500 importance samples.
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Model rPPLY  BLEUT wKL' NLLY
Test Set - 100.0 0.14

RNN-LM - - - 101.21
AE 730.81 10.88 0.58 -
VAE 686.18 3.12 0.50 100.85
DAE 797.17 3.93 0.58 -
DVAE 744.07 1.56 0.55 101.07
DI-VAE 310.29 453 0.24 108.90
semi-VAE 494.52 271 0.43 100.67
semi-VAE + Z(x, y) 260.28 5.08 0.20 107.30
GM-VAE 983.50 234 0.72 99.44
GM-VAE + Z(z, y) 287.07 6.26 0.25 103.16
DGM-VAE 257.68 8.17 0.19 104.26
DGM-VAE + Z(z,y)  247.37 8.67 0.18 105.73
SVEBM 180.71 9.54 0.17 95.02
SVEBM-IB 177.59 9.47 0.16 94.68

Table 1. Results of language generation on PTB.

3.4. Interpretable generation

We next turn to evaluate our models on the interpretabiliy
of text generation.

Unconditional text generation. The dialogues are flat-
tened for unconditional modeling. Utterances in DD are
annotated with action and emotion labels. The generation
interpretability is assessed through the ability to unsuper-
visedly capture the utterance attributes of DD. The label,
y, of an utterance, x, is inferred from the posterior distri-
bution, pg(y|x) (see Equation 23). In particular, we take
y = argmax;pg(y = k|x) as the inferred label. As in Zhao
et al. (2018b) and Shi et al. (2020), we recruit homogeneity
to evaluate the consistency between groud-truth action and
emotion labels and those inferred from our models. Table 2
displays the results of our models and baselines. Without
the mutual information term to encourage z to retain suffi-
cient information for label emergence, the continuous latent
variables in SVEBM appears to mostly encode information
for reconstructing « and performs the best on sentence re-
construction. However, the encoded information in z is
not sufficient for the model to discover interpretable la-
bels and demonstrates low homogeneity scores. In contrast,
SVEBM-IB is designed to encourage z to encode informa-
tion for an interpretable latent space and greatly improve the
interpretability of text generation over SVEBM and models
from prior works, as evidenced in the highest homogeneity
scores on action and emotion labels.

Conditional text generation. ~ We then evaluate SVEBM-
IB on dialog generation with SMD. BELU and three word-
embedding-based topic similarity metrics, embedding aver-
age, embedding extrema and embedding greedy (Mitchell
& Lapata, 2008; Forgues et al., 2014; Rus & Lintean, 2012),
are employed to evaluate the quality of generated responses.
The evaluation results are summarized in Table 3. SVEBM-
IB outperforms all baselines on all metrics, indicating the

Model MIT  BLEUT  Action”  Emotion”
DI-VAE 1.20 3.05 0.18 0.09
semi-VAE 0.03 4.06 0.02 0.08
semi-VAE + Z(z, y) 1.21 3.69 0.21 0.14
GM-VAE 0.00 2.03 0.08 0.02
GM-VAE + Z(z, y) 1.41 2.96 0.19 0.09
DGM-VAE 0.53 7.63 0.11 0.09
DGM-VAE + Z(z,y)  1.32 7.39 0.23 0.16
SVEBM 0.01 11.16 0.03 0.01
SVEBM-IB 242 10.04 0.59 0.56

Table 2. Results of interpretable language generation on DD. Mu-
tual information (MI), BLEU and homogeneity with actions and
emotions are shown.

high-quality of the generated dialog utterances.

SMD does not have human annotated action labels. We
thus assess SVEBM-IB qualitatively. Table 4 shows dialog
actions discovered by it and their corresponding utterances.
The utterances with the same action are assigned with the
same latent code (y) by our model. Table 5 displays dialog
responses generated with different values of y given the
same context. It shows that SVEBM-IB is able to generate
interpretable utterances given the context.

Model BLEU" AverageT Extrema’ GreedyT
DI-VAE 7.06 76.17 43.98 60.92
DGM-VAE + Z(z, y) 10.16 78.93 48.14 64.87
SVEBM-IB 12.01 80.88 51.35 67.12

Table 3. Dialog evaluation results on SMD with four metrics:
BLEU, average, extrema and greedy word embedding based simi-
larity.

Action Inform-weather

Next week it will rain on Saturday in Los Angeles
Utterance It will be between 20-30F in Alhambra on Friday.

It won’t be overcast or cloudy at all this week in Carson
Action Request-traffic/route

Which one is the quickest, is there any traffic?
Utterance  Is that route avoiding heavy traffic?

Is there an alternate route with no traffic?

Table 4. Sample actions and corresponding utterances discovered
by SVEBM-IB on SMD.

Sentence attribute control. We evaluate our model’s
ability to control sentence attribute. In particular, it is mea-
sured by the accuracy of generating sentences with a des-
ignated sentiment. This experiment is conducted with the
Yelp reviews. Sentences are generated given the discrete
latent code y. A pre-trained classifier is used to determine
which sentiment the generated sentence has. The pre-trained
classifier has an accuracy of 98.5% on the testing data, and
thus is able to accurately evaluate a sentence’s sentiment.
There are multiple ways to cluster the reviews into two
categories or in other words the sentiment attribute is not
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Sys: What city do you want to hear the forecast for?

The staff is very friendly and the food is great.

Context User: Mountain View The best breakfast burritos in the valley.
N . N Positive So I just had a great experience at this hotel.
Today in Mountain View is gonna be overcast, with low of 60F It’s a great place to get the food and service.
Predict and high of 80F. I would definitely recommend this place for your customers.
What would you like to know about the weather for Mountain View? I have never had such a bad experience.
The service was very poor.
User: Where is the closest tea house? Negative I wouldn’t be returning to this place.
Context  Sys: Peets Coffee also serves tea. They are 2 miles away Slowest service I've ever experienced.
at 9981 Archuleta Ave. The food isn’t worth the price.
OK, please give me an address and directions via the shortest distance.
Predict Table 7. Generated positive and negative reviews with SVEBM-IB

Thanks!

Table 5. Dialog cases on SMD, which are generated by sampling
dialog utterance = with different values of y.

identifiable. Thus the models are trained with sentiment
supervision. In addition to DGM-VAE + Z(z, y), we also
compare our model to text conditional GAN (Subramanian
etal., 2018).

The quantitative results are summarized in Table 6. All
models have similar high accuracies of generating positive
reviews. The accuracies of generating negative reviews are
however lower. This might be because of the unbalanced
proportions of positive and negative reviews in the training
data. Our model is able to generate negative reviews with a
much higher accuracy than the baselines, and has the high-
est overall accuracy of sentiment control. Some generated
samples with a given sentiment are displayed in Table 7.

Model Overall Positive NegativeT
DGM-VAE + Z(z, y) 64.7% 95.3% 34.0%
CGAN 76.8% 94.9% 58.6%
SVEBM-IB 90.1% 95.1% 85.2%

Table 6. Accuracy of sentence attribute control on Yelp.

3.5. Semi-supervised classification

We next evaluate our models with supervised signal par-
tially given to see if they can effectively use provided labels.
Due to the flexible formulation of our model, they can be
naturally extended to semi-supervised settings (Section 2.6).

In this experiment, we switch from neural sequence models
used in previous experiments to neural document models
(Miao et al., 2016; Card et al., 2018) to validate the wide
applicability of our proposed models. Neural document
models use bag-of-words representations. Each document
is a vector of vocabulary size and each element represents
a word’s occurring frequency in the document, modeled by
a multinominal distribution. Due to the non-autoregressive
nature of neural document model, it involves lower time
complexity and is more suitable for low resources settings
than neural sequence model.

We compare our models to VAMPIRE (Gururangan et al.,

trained on Yelp.

2019), a recent VAE-based semi-supervised learning model
for text, and its more recent variants (Hard EM and CatVAE
in Table 8) (Jin et al., 2020) that improve over VAMPIRE.
Other baselines are (1) supervised learning with randomly
initialized embedding; (2) supervised learning with Glove
embedding pretrained on 840 billion words (Glove-OD); (3)
supervised learning with Glove embedding trained on in-
domain unlabeled data (Glove-ID); (4) self-training where a
model is trained with labeled data and the predicted labels
with high confidence is added to the labeled training set. The
models are evaluated on AGNews (Zhang et al., 2015) with
varied number of labeled data. It is a popular benchmark for
text classification and contains 127, 600 documents from 4
classes.

The results are summarized in Table 8. SVEBM has rea-
sonable performance in the semi-supervised setting where
partial supervision signal is available. SVEBM performs
better or on par with Glove-OD, which has access to a large
amount of out-of-domain data, and VAMPIRE, the model
specifically designed for text semi-supervised learning. It
suggests that SVEBM is effective in using labeled data.
These results support the validity of the proposed symbol-
vector coupling formation for learning a well-structured
latent space. SVEBM-IB outperforms all baselines espe-
cially when the number of labels is limited (200 or 500
labels), clearly indicating the effectiveness of the informa-
tion bottleneck for inducing structured latent space.

Model 200 500 2500

Supervised 688 773 844 87.5
Self-training ~ 77.3  81.3 84.8 87.7
Glove-ID 704 78.0 84.1 87.1
Glove-OD 68.8 788 85.3 88.0
VAMPIRE 829 845 85.8 87.7

Hard EM 839  84.6 85.1 86.9
CatVAE 84.6 857 86.3 87.5
SVEBM 845 847 86.0 88.1

SVEBM-IB 86.4 874 87.9 88.6

Table 8. Semi-supervised classification accuracy on AGNews with
varied number of labeled data.
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4. Related work and discussions

Text generation. VAE is a prominent generative model
(Kingma & Welling, 2014; Rezende et al., 2014). It is first
applied to text modeling by Bowman et al. (2016). Follow-
ing works apply VAE to a wide variety of challenging text
generation problems such as dialog generation (Serban et al.,
2016; 2017; Zhao et al., 2017; 2018b), machine translation
(Zhang et al., 2016), text summarization (Li et al., 2017a),
and paraphrase generation (Gupta et al., 2018). Also, a
large number of following works have endeavored to im-
prove language modeling and text generation with VAE by
addressing issues like posterior collapse (Zhao et al., 2018a;
Lietal., 2019; Fuet al., 2019; He et al., 2019).

Recently, Zhao et al. (2018b) and Shi et al. (2020) explore
the interpretability of text generation with VAEs. While the
model in Zhao et al. (2018b) has a discrete latent space, in
Shi et al. (2020) the model contains both discrete (y) and
continuous (z) variables which follow Gaussian mixture.
Similarly, we use both discrete and continuous variables.
But they are coupled together through an EBM which is
more expressive than Gaussian mixture as a prior model,
as illustrated in our experiments where both SVEBM and
SVEBM-IB outperform the models from Shi et al. (2020) on
language modeling and text generation. Moreover, our cou-
pling formulation makes the mutual information between
z and y can be easily computed without the need to train
and tune an additional auxiliary inference network for y or
deal with the non-diffierentibility with regard to it, while Shi
et al. (2020) recruits an auxiliary network to infer y condi-
tional on x to compute their mutual information 2. Kingma
et al. (2014) also proposes a VAE with both discrete and
continuous latent variables but they are independent and
z follows an non-informative prior. These designs make
it less powerful than ours in both generation quality and
interpretability as evidenced in our experiments.

Energy-based model.  Recent works (Xie et al., 2016;
Nijkamp et al., 2019; Han et al., 2020) demonstrate the effec-
tiveness of EBMs in modeling complex dependency. Pang
et al. (2020a) proposes to learn an EBM in the latent space
as a prior model for the continuous latent vector, which
greatly improves the model expressivity and demonstrates
strong performance on text, image, molecule generation,
and trajectory generation (Pang et al., 2020b; 2021). We
also recruit an EBM as the prior model but this EBM cou-
ples a continuous vector and a discrete one, allowing for
learning a more structured latent space, rendering genera-
tion interpretable, and admitting classification. In addition,
the prior work uses MCMC for posterior inference but we

2Unlike our model which maximizes the mutual information
between z and y following the information bottleneck principle
(Tishby et al., 2000), they maximizes the mutual information be-
tween the observed data x and the label .

recruits an inference network, g, (2|z), so that we can ef-
ficiently optimize over it, which is necessary for learning
with the information bottleneck principle. Thus, this design
admits a natural extension based on information bottleneck.

Grathwohl et al. (2019) proposes the joint energy-based
model (JEM) which is a classifier based EBM. Our model
moves JEM to latent space. This brings two benefits. (1)
Learning EBM in the data space usually involves expensive
MCMC sampling. Our EBM is built in the latent space
which has a much lower dimension and thus the sampling is
much faster and has better mixing. (2) It is not straightfor-
ward to apply JEM to text data since it uses gradient-based
sampling while the data space of text is non-differentiable.

Information bottleneck. Information bottleneck pro-
posed by Tishby et al. (2000) is an appealing principle to
find good representations that trade-offs between the mini-
mality of the representation and its sufficiency for predicting
labels. Computing mutual information involved in applying
this principle is however often computationally challeng-
ing. Alemi et al. (2016) proposes a variational approach to
reduce the computation complexity and uses it train super-
vised classifiers. In contrast, the information bottleneck in
our model is embedded in a generative model and learned
in an unsupervised manner.

5. Conclusion

In this work, we formulate a latent space EBM which cou-
ples a dense vector for generation and a symbolic vector for
interpretability and classification. The symbol or category
can be inferred from the observed example based on the
dense vector. The latent space EBM is used as the prior
model for text generation model. The symbol-vector cou-
pling, the generator network, and the inference network are
learned jointly by maximizing the variational lower bound
of the log-likelihood. Our model can be learned in unsu-
pervised setting and the learning can be naturally extended
to semi-supervised setting. The coupling formulation and
the variational learning together naturally admit an incor-
poration of information bottleneck which encourages the
continuous latent vector to extract information from the
observed example that is informative of the underlying sym-
bol. Our experiments demonstrate that the proposed model
learns a well-structured and meaningful latent space, which
(1) guides the top-down generator to generate text with high
quality and interpretability, and (2) can be leveraged to ef-
fectively and accurately classify text.
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