Supplementary material

A An NP-Hard Problem

A.1 Proof of Theorem [4.1]

Theorem A.l. Consider a given matriz M, € R¥™? and a finite arm set X C R. Unless P=NP, there is
no polynomial time algorithm guaranteed to find the optimal solution of

max E 2 WTM, 22U
M, azm)
(m i (z] JEE

Proof. We prove the statement by reduction to the Max-Cut problem. Let G = (V, E) be a graph with
V ={1,...,n}. Let X = {eg,e1}, where eg = (1,0)" and e; = (0,1)". Let M, = [ (1) (1) } For any joint
arm assignment (z(M)...2(") € X", let F C E be defined as F' = {i : 2V = ¢; }. Note that

Y 2OTMLeD = Y 1 [M #x(j)] —2x Y 1[ieFj¢F],

(i,4)EE (i.4)EE (i.4)EE
where 1[-] is the indicator function. The assignement (a:(l), .. ,x(”)) induces a cut (F,V\F), and the value
of the assignment is precisely twice the value of the cut. Thus, if there was a polynomial time algorithm
solving our problem, this algorithm would also solve the Max-Cut problem. O

A.2 Proof of Theorem [4.2]

Theorem A.2. Let us consider the graph G = (V, E), a finite arm set X C R? and the matriz M, given as
input to Algorithm . Then, the expected global reward r = Z(i’j)eEx(l)TM*x(J) associated to the returned

allocation x = (x(l),. . (”)) € X" verifies:

where ry and rym, are respectively the highest and lowest global reward one can obtain with the appropriate
joint arm. Finally, the complexity of the algorithm is in O(K? + n).

Proof. Given the matrix M,, the algorithm obtains the two node-arms (z,,z’) € X solution of

max J}TM*CIL‘/
(z,x")eX

Note that it is equivalent to obtain z, solution of

max z ' vec (M) .
z€EZ

Let us analyze a round of Algorithm [I] where we assign the arm of a node in V. For sake of simplicity, we

assume that node 7 is assigned at round 4. At round 4, we count the number ngi) of neighbors of ¢ that have



already been assigned the arm z, and we count the number ngi) of neighbors of i that have already been

assigned the arm z,. Then, node 7 is assigned the arm least represented among its neighbors, that is arm x,
if n(;) > n(ll) and 7/, otherwise. Eventually, the optimal edge-arm z, has been assigned max(ngz), nél)) times
among node i’s neighborhood. Hence, for each node i, if we denote r; the sum of all the rewards obtained

with the edge-arms constructed only during the round ¢, we have

T; = max (ngi), nél)> z, 0, + min (ngi), nél)) 210,

. T
One can notice that the arm z can only be equal to vec (x*ac:) or vec (a:;—rxf) Let assume that vec (.Z'*:EI) 0,

T . . . .
vec (m;xf) 0, without loss of generality and let consider the worst case where z is always equal to vec (Jc*xj)

Since z is constructed with the same node-arm z,, the allocation that constructs at each edge the edge-arm
2z exists (which is allocating z, to all the nodes), thus m x 270, > rui,.
Moreover one can also notice that m x ZIG* > r4. We thus have,

N ngi) +néi)

. (s + Tmin) -

Now let us sum all the rewards obtained with the constructed edge-arms at each round of the algorithm,
that is the global reward r of the graph allocation returned by the proposed algorithm:

ri

i
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ngi) + ngi)

> Z om (T* + rmin)
=1
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1
§(T* - 7‘min) + Tmin -

Moreover, the algorithm does K? estimation to find the best couple (z4,.) € X2, and each of the n
rounds of the algorithm is in O(1). Hence the complexity is equal to O(K?2 + n). O

B Deriving the stopping condition

In this section, we remind key results to derive the stopping condition. We refer the reader to [Soare
et al.| (2014) and references therein for additional details. Let Z C R be the set of edge-arms and let
K? = |Z|. For m,t > 0, we consider a sequence of edge-arms z; = (21, ..., zm) € 2™ and the corresponding
noisy rewards (r1,...,7mt). We assume that the noise terms in the rewards are i.i.d., following a o-sub-
Gaussian distribution. Let 6§, = Ay Iy, € R be the solution of the ordinary least squares problem with
A = Z?ltl ziz;'— € R¥*4* and by = Zle 2T € R4, We first recall the following property.

Proposition B.1 (Proposition 1 in Soare et al.| (2014)). Let ¢ = 20v/2. For every fived sequence z;, with
probability 1 — §, for all t > 0 and for all z € Z, we have

210, — zTHt

6m2¢2 K2
SCHZHA;l log 5 )
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Our goal is to find the arm z, that has the optimal expected reward z6,. In other words, we want to
find an arm z € Z, such that for all 2/ € Z, (z — 2’) "6, > 0. However, one does not have access to f,, so we
have to use its empirical estimate.

Let us consider a confidence set S(z;) centered at 6; € S(z;) and such that P (0* ¢S (zt)) < 4, for some

0 > 0. Since 6, belongs to S (z¢) with probability at least 1 — §, one can stop pulling arms when an arm
has been found, such that the above condition is verified for any 6 € S(z;). More formally, the best arm
identification task will be considered successful when an arm z € Z will verify the following condition for
any z' € Z and any 0 € S(z;):
(z—2)1(0; — 0) < Ay(2,7)
where A, (z,2/) = (z — 2/)" 6, is the empirical gap between z and 2.
Using the upper bound in Proposition , one way to ensure that P (9* es (zt)> > 1 — 0 is to define

the confidence set S(z;) as follows

S 5 242 o4
o) = {0 €R!, Vz€Z, VF € Z,(: <)’ <9t - 9) <cllz = 2'l(a,)-11/log <6m<57r> }

Then, the stopping condition can be reformulated as follows:

6m2t2 K4 "
32 € 2, V2 € Z, cllz— 2/ 14/ log (m&r> <A (z7) . (S1)

C Estimation of the unknown parameter

C.1 Proof of Theorem [5.1]

To prove Theorem [5.1}, we first state some useful propositions and lemmas. For any finite set X C R, we
define the function hx : Sx — RU {400} as follows: for any A € Sy,

hx (M) = max,cx 7' Nx(\)ta’ if ¥x()) is invertible
VT o0 otherwise .

Lemma C.1. Let X C R? be a finite set spanning R? and let Z = {vec (zz'"), (z,2') € X2}. If u* € Sx
is a minimizer of hxy, then u* is a solution of

—1
min max z T (Z Z fio i vee (22 1) vec (xas’T)T> z .

ESxy zEZ
pEox zeX z'eX

Proof. First, let us notice that, for any X C R%, one has hy > 0. Thus, u* is also a minimizer of 3. In
addition, X is spanning R? so hy(u*) < +o0. Developing hx (u*)? yields:

* *\ T *\—1 T *\—1
ha (1*) X ha(1*) = <gl€a;(< z Xx(p") x) x (gleag z ' Ex(p) z)

T *\—1 T *\—1, ./
= P b
mage ey o B () e Ex () e

Ty T *\—1_ . /T *\—1
max max vec (za'") vec (Sx(p) taa’ Sx(p*) )

= max max vec (wm'T)T (Ex (@) ' @Sx () t) vee (za'")

_ Izneagf ZT (ZX(M*)_l ® EX(,U*>_1) z



where ® denotes the Kronecker product. We can now focus on the central term:

Sx(p*) @ Sx(u <Zummc> <Zu;mx—r>

reX reX
-1

~(Spne o X )

reX rxeX

-1
= <Z Z ,uz,um/ zz' ® :E/x'T)>
reX ' €X
-1

<Z Z gk vee (22’ ") vee (:Ux’T)T> ,

zeEX x'eX

and the result holds. O

Theorem C.2. Let u* € Sy be a minimizer of hy. Let \* € Sz be the distribution defined from p* such
that, for all z = vec (za'"), X5 = pipt,. Then N\* is a minimizer of hz.

Proof. From Kiefer and Wolfowitz (1960), we know that minyes, hz(\) = d? and ming,es, ha () = d.
Then, using Proposition [C.I} one has

d® = ha (") x ha (1)
-1
= max z' <Z Z (i vee (za' ") vec (scx’T)T> z .
=€z reEX ' EX

This result implies that hz(\*) = d?. Since minyes, hz(\) = d?, \* is a minimizer of hz.

C.2 Proof of Theorem [5.2

To prove our confidence bound, we need the two following proposition. The first one is from [Tropp et al.
(2015).

Proposition C.3 (Tropp’ et al| (2015)), Chapter 5 and 6). Let Zy,...,Z; be i.i.d. positive semi-definite
random matrices in RdQXdz, such that there exists L > 0 wverifying 0 < Z; < mLI. Let A; be defined as
A2 Zi:l Z,. Then, for any 0 < e < 1, one can lowerbound Amin(A¢) as follows:
te? Amin(EZ1)
]P()\min(At) < (]- - E)Amin(EAt)) < d2€ 2mL
If in addition, there exists some v > 0, such that |E[(Z1 — EZ1)?]|| < v, then for any u > 0, one has

u2

P(||S:]| > u) < 2d%e 2mLu/3+2tv,

From the second inequality, Rizk et al.| (2019) derived a slightly different inequality that we use here :

Proposition C.4 (Rizk et al|(2019), Appendix A.3). Let Z1,...,Z; be t i.i.d. random symmetric matrices

in RE > guch that there exists L > 0 such that ||Zy|| < mL, almost surely. Let A, £ S _, Zi. Then, for
any u > 0, one has:

P <||At ]EAt” >/ 2t’UU+ ) < d2 v

where v £ HE[(Z1 - EZl)Q] H



Finally, to prove our main theorem, we need the following lemma.

, where vy is the smallest eigenvalue of the covariance matrix

Lemma C.5. One has HEZ () 1“ <

K2 ZZEZ 2z

Vmin

Proof. Define B = {z e R™ . IzIl = 1}. First, for any semi-definite matrix A € R% %% we have A =

max.cp 2z Az. Because ¥ z(\*)~! is positive definite and symmetric, and by Rayleigh-Ritz theorem,

o~ 2T8z(\)" 1z _
£ = mgy = = = =007

Let Z € RE*Xd* be the matrix whose rows are vectors 02f Z in an arbitrary order. Notice that Z spans Rdz,
since X' spans R%. Now for any z € B, define 3*) € RK” as a vector such that z = Z' 8(*) . Then,

[£2(0) 7Y = max g9 Zxz (A1) 12T )

z€B
d 4
—max 33 58T R0
=1 j=1
Smeaéi ’6 )H xmax PR ITO NS T

- _1 _ T -
Define z; = ¥ z(A\*)~ 22;. Clearly, max; ; ziTZg()\*) lzj = max; ; z;'—zj = max; Z2. So we have

220 < g [

| X max PADEI0N r

< g2 .
< gy ],

The last inequality comes from Kiefer and Wolfowitz equivalence theorem (Kiefer and Wolfowitz, [1960). Now

observe that 3(*) can be obtained by least square regression : 3(*) = (ZZT)f1 Zz = (ZT)Jr z where ()Jr is
the Moore-Penrose pseudo-inverse. Note that ZZT is a Gram matrix. It is known that for a matrix having

1 .
= ifg; #£0
singular values {c;},, its pseudo-inverse has singular values { 7 ne # for all 7. So for z € B, we have:
otherwise
K2
o] < e ol < @ <
Omin (Z)

where opin () refers to the smallest singular value. Let vy, (+) refer to the smallest eigenvalue. Noting that
2
s 0 = (272) = W (37
zZ€EZ

yields the desired result.
O

We are now ready to state the bound on the random sampling error, relatively to the objective value
Y z(A*) of the convex relaxation solution.

Theorem C.6. Let \* € Sz be a minimizer of hz. Let 0 < 0 <1 and let tg > 0 be such that

to = 2Ld*log(2d*/8) /Vmin



where L = max.cz ||z]|* and vni, is the smallest eigenvalue of the covariance matriv 45 Y. .z 2" z. Then,
at each round t > to, with probability at least 1 -6, the randomized G-allocation strategy for graphical bilinear
bandit in Algorithm[g produces a matriz A; such that:

hz(At) < (1 + a)hg(mt X Ez()\*)) s

o= Ld” 21)10 2;# +o0 i
_ml/r211in 3 . 5 \/E ’

Proof. Let (X(1 )s= ...,(Xs(n))s 1,..t be nt iid. random vectors in R¢ such that for all z € X,
P (Xl(l) = x) . F (i,j) € F and 1 < s < t, we define the random matrix 79 by

where

and v & ||E[(A1 — EAl)Q] .

Z(9) = vec (XngT) vec (XsngT)T
Finally, let us define for all 1 < s <t, the edge-wise sum Z; € RdQXdQ, that is

Z,= Y z{".

(i,7)EE

One can easily notice that Z,...,Z; are i.i.d. random matrices. We define the overall sum A; = Zi:l Z,
and our goal is to measure how close fz(A:) is to fz(mt x L z(\*)), where mt corresponds to the total
number of sampled arms z € Z during the ¢ rounds of the learning procedure. By definition of A, one has

-1

oy =7 (BA) s —max 5T (3 5 B[209])

z€EZ z€EZ
s=1(i,j)€EE

+
=max z ' g E E it vee (za' ") vec (za'T) z
zE€EZ
s=1 (i,j)€E z,x' €X
~1

= max z' E E E 22T z
2€EZ

s=1(i,j)eE2'€Z

1(@1,
= fz(mf,Zz(/\*))
This allows us to bound the relative error as follows:

_ fz(Ay)
T ot x D200 -1

(
| maxeez 27 (At (EA,) " + (EAt)*l) p
(a7

(mt x Xz(A%))
— (EAy) 1) z
fz(mt x Xz(M))

maX,cz ZT

IN




Using the fact that fz(mtXz(\*)) = d?/mt (Kiefer and Wolfowitz, [1960), we obtain

4 _
agﬁxmax ZT(At_lf(EAt) 1)2

d2 zZEZ

mt 2|1 A —1 -1
< 2 xmax |2 A7 - (EA) 7|

mitL _ _
§7X||At1—(EAt) )

Therefore, controlling the quantity |A;* — (EA;) ™" || will allow us to provide an upper bound on the relative
error. Notice that

JATY = (BA,) || = A7 (EA; — Ay) (EA,) |
< A7 IEA, — Ayl || (BA) T | .

m]n(Ezl)

Using Proposition we know that for any d2e™—"“mZ ~ < 8, < 1, the following holds:

A < ” UEAt)’l H
\/%II (EZ1) ™" || log(d2/61)

with probability at least 1 — §;,. Similarly, using Proposition for any 0 <, < 1, we have

L d? / d?
|A; — EA|| < — log 5 + 4/ 2tv? log — 5

with probability at least 1 — §,. Combining these two results with a union bound leads to the following
bound, with probability 1 — (& + 0p):

)

_ H2 (mL/3)log(d?/8p) + /2tvlog(d?/dy)

AT (EA) | < .
H H H 1- \/(QmL/t H (BZy)~ Hlog d? /)

In order to obtain a unified bound depending on one confidence parameter 1 — §, one could optimize over
dp and dj,, subject to d, + d;, = §. This leads to a messy result and a negligible improvement. One can use
simple values 8§, = &, = /2, so the overall bound becomes, with probability 1 — ¢:

m?2L2log(2d?/6)
C . 202 14 \/:
A7 — (EA,) ™| < sz )P ( ) 180t
1

1) _ \/QLHZZ()\*)*;H log(2d2/6)

This can finally be formulated as follows:

i - @ < e v (5 o (57)

Using the obtained bound on ||A; ' — E(A;)~!| yields

fz(Ay) mtL 1 12 [2v 2d2 1
Fmtx2z00) =@ x(tmz”EZ(M | t1°g< ) (M))

*\—1 2d? i
< o 2200y Fos (55 ) 40 ()

By noticing that fz(mt x Xz(A\*)) < fz(A}) and by using Lemma the result holds. O




D Variance analysis

Star graph. The covariance matrix of the star graph can be bounded as follows:
Var(A;) <mx P-I+4+ (ns—1)(ng—2)M - I+ ng(ng —1)N -1 .

Since the star graph of m edges has a number of nodes ng = m/2 + 1, we have

[Var(Ay)|| <m x P+ (M + N) x O (m?)

Complete graph. As for the star graph,
Var(Ai) =m x P-I+4+ nco(nco — 1)(nco —2)M - I+ nco(nco — 1)(nco —1)N -1 .
Since the complete graph of m edges has a number of nodes n¢, = (1 + v4m + 1) /2, we have

[Var(A,)|| < m x P+ (M + N) x O (my/m) .

Circle graph. Again,
Var(A;) <m x P-I+2ngiM - I+ 4ngN -1 .
Since the circle graph of m edges has a number of nodes n¢; = m/2, we have

[Var(Zy)|| <m x P+ (M + N) x O(m) .

Matching graph. Finally,
Var(A;) <mx P-I4+nyN-T1.
Since the matching graph of m edges has a number of nodes ny = m, we have

[[Var(A1)|| <m x P+mx N .

E Generalization

In this section, we provide some insights into the generalization to broader reward settings.

E.1 When M, is not symmetric

Consider the same graphical bilinear bandit setting as the one explained in the paper with the only difference
that M, is not symmetric. We recall here that in the graph G = (V, E) associated to the graphical bilinear
bandit setting, (i,j) € E if and only if (j,i) € E. Hence, for a given allocation (z(),... (™) € X", one
can write the associated expected global reward as follows :



n
3 OTMe® =5 Y eOTM,a0) 4 50 TM, 20

(i.5)€E i=1 jEN (i)
Jj>i

-y ¥ x(z’)TM*mer(wu)TM*xm)T
=1 jeN (i)
j>i

:Z Z OTM,20) 4+ zOTM] 20

=1 jEN ()
§>i

— Z 3 2T (M*xm 1 M*Txm)
=1 jEN(7)
J>1

Let us denote 1\_/1*_: M, + M. One can notice that M, is symmetric. Solving the graphical bilinear bandit
with the matrix M, is exactly what we propose throughout the main paper.

E.2 When the reward captures more information than the interactions between
agents

Consider the real world problems introduced in the paper, but with the difference that instead of a reward
only related to the interaction between two neighboring agents/nodes, there is an additional term that
informs about the absolute quality of the arm chosen by the agent itself. More formally we consider the

following reward rgi’j ) for the node i:

P(o9) = pOTN @) | 0T g | i)

where 3, € R? is a second unknown parameter that allows to capture the quality of the arm chosen by the
node ¢ independently of its neighbors.

In order to add a constant term in the reward, let us construct the set X C R4! such that each arm
T € X is associated to a new arm # € X defined as &' = (x',1). Moreover, let us define the matrix
M* € RA+D*(d+1) o9 follows:

One can easily verify that for any edge (i,7) € E and any time step ¢, the reward rt(i"j )

written as follows:

can now be

T§i7j) E)TM i,(]) _|_77( i,5) 7
which leads to the same graphical bilinear bandit setting explained in Section [3] this time in dimension d+ 1
instead of d. Hence, all the previous results hold for this more general graphical bilinear bandit problem,
provided any dependence in d is modified to d + 1.



F Computing u*

In Algorithm [2| we need to find the solution p, of min,cs, hx(p). In fact we need p, to sample from it.
We show that for any set X, the function hx is convex and we use the Frank-Wolfe algorithm (Frank et al.
1956)) to compute py and \,. The convergence of the algorithm has been proven in|Damla Ahipasaoglu et al.
(2008). Note that one can only compute p, or A, to obtain the other one thanks to

Proposition F.1. Let d > 0, for any set X C R?, hx is convex.

Proof. Let (A\,\) € 8% be two distributions in Sx. If either ¥x()\) or ¥x()\') are not invertible, then for
any ¢ € [0, 1] one has
hx(tA+ (1 —t)N) <thx(A) + (1 —t)hx(N) =400 .

Otherwise, for ¢ € [0, 1], we define the positive definite matrix Z(t) € R?*¢ as follows:
Z(t) =tSx(\) + (1 —-t)Ex(\) .
Simple linear algebra (Petersen and Pedersen, 2012) yields

_gn-19Z) 1
=7Z(t) 1W2(t) .

AZ(t)~!
ot

Using this result and the fact that 9%Z(t)/9t? = 0, we obtain

*Z)~t _O0Z(t) _ _
T_2Z(t) 172(15) TZ(t) .

Therefore, for any x € X,

782”63(;)_1”3 = 2xTZ(t)_1ag7$)Z(t)_la(Z97§ﬂZ(t)_lx
T
=2 <(9(299Z(t)—1x> Z(t)™? (8Z81(:€)Z(t)_1x>
>0

)

which shows convexity for any fixed x € X. The final results yields from the fact that hx is a maximum
over convex functions.

O

G Additional experiment and information

We define the set of arms X C R® that is made of |X| = 100 node-arms randomly sampled from a multivariate
5-dimensional Gaussian distribution A (0, I) and then normalized so that ||z| =1 for all z € X. In all the
figures the results are averaged over 100 random repetitions of the experiments.

We propose to validate our insight and compute the evolution of ||Var (A;) || for the three types of graphs
(star, complete and circle) and different number of edges. The results are shown in Figure One can notice
that we retrieve the O(m?) dependence of the variance for the star graph, the O(m./m) for the complete
graph and the linear dependence O(m) for the circle graph.
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Figure 1: Evolution of the variance according to the number of edges and the type of graph (star, complete,
circle), the variance being averaged over 100 repetitions.

Machine used for all the experiments. Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz - 24 CPUs used.
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