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Abstract

Multi-source domain adaptation aims at leverag-
ing the knowledge from multiple tasks for pre-
dicting a related target domain. A crucial aspect
is to properly combine different sources based
on their relations. In this paper, we analyzed
the problem for aggregating source domains with
different label distributions, where most recent
source selection approaches fail. Our proposed
algorithm differs from previous approaches in two
key ways: the model aggregates multiple sources
mainly through the similarity of semantic condi-
tional distribution rather than marginal distribu-
tion; the model proposes a unified framework to
select relevant sources for three popular scenarios,
i.e., domain adaptation with limited label on tar-
get domain, unsupervised domain adaptation and
label partial unsupervised domain adaption. We
evaluate the proposed method through extensive
experiments. The empirical results significantly
outperform the baselines.

1. Introduction

Domain Adaptation (DA) (Pan & Yang, 2009) is based on
the motivation that learning a new task is easier after having
learned a similar task. By learning the inductive bias from
a related source domain S and then leveraging the shared
knowledge upon learning the target domain 7, the predic-
tion performance can be significantly improved. Based on
this, DA arises in tremendous deep learning applications
such as computer vision (Zhang et al., 2019; Hoffman et al.,
2018b), natural language processing (Ruder et al., 2019;
Houlsby et al., 2019) and biomedical engineering (Raghu
et al., 2019; Wang et al., 2020).

In various real-world applications, we want to transfer
knowledge from multiple sources (Si,...,Sr) to build a
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Figure 1. Limitation of merely considering marginal distribution
P(x) in the source selection. In a binary classification, we have
S1(x) = S2(x) = T(x), however adopting S» is worse than Sy
for predicting target 7 due to different decision boundaries.

model for the target domain, which requires an effective
selection and leveraging the most useful sources. Clearly,
solely combining all the sources and applying one-to-one
single DA algorithm can lead to undesired results, as it
can include irrelevant or even untrusted data from cer-
tain sources, which can severely influence the performance
(Zhao et al., 2020).

To select related sources, most existing works (Zhao et al.,
2018; Peng et al., 2019; Li et al., 2018a; Shui et al., 2019;
Wang et al., 2019b; Wen et al., 2020) used the marginal dis-
tribution similarity (S¢(x), 7 (x)) to search the similar tasks.
However, this can be problematic if their label distributions
are different. As illustrated in Fig. 1, in a binary classifica-
tion, the source-target marginal distributions are identical
(S1(x) = Sa(z) = T (x)), however, using S, for helping
predict target domain 7~ will lead to a negative transfer since
their decision boundaries are rather different. This is not
only theoretically interesting but also practically demanding.
For example, in medical diagnostics, the disease distribu-
tion between the countries can be drastically different (Liu
et al., 2004; Geiss et al., 2014). Thus applying existing
approaches for leveraging related medical information from
other data abundant countries to the destination country will
be problematic.

In this work, we aim to address multi-source deep DA under
different label distributions with S;(y) # T (y), St(x|y) #
T (x|y), which is more realistic and challenging. In this
case, if label information on 7 is absent (unsupervised DA),
it is known as a underspecified problem and unsolvable in
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the general case (Ben-David et al., 2010; Johansson et al.,
2019). For example, in Figure 1, it is impossible to know
the preferable source if there is no label information on
the target domain. Therefore, a natural extension is to as-
sume limited label on target domain, which is commonly
encountered in practice and a stimulating topic in recent
research (Mohri & Medina, 2012; Wang et al., 2019a; Saito
et al., 2019; Konstantinov & Lampert, 2019; Mansour et al.,
2020). Based on this, we propose a novel DA theory with
limited label on 7 (Theorem 1, 2), which motivates a novel
source selection strategy by mainly considering the similar-
ity of semantic conditional distribution P(x|y) and source
re-weighted prediction loss.

Moreover, in the specific case, the proposed source aggre-
gation strategy can be further extended to the unsupervised
scenarios. Concretely, in our algorithm, we assume the
problem satisfies the Generalized Label Shifted (GLS) con-
dition (Combes et al., 2020), which is related to the cluster
assumption and feasible in many practical applications, as
shown in Sec. 5. Based on GLS, we simply add a label
distribution ratio estimator, to assist the algorithm in select-
ing related sources in two popular multi-source scenarios:
unsupervised DA and unsupervised label partial DA (Cao
et al., 2018) with supp(7 (y)) < supp(Si(y)) (i.e., inher-
ently label distribution shifted.)

Compared with previous work, the proposed method has the
following benefits:

Better Source Aggregation Strategy We overcome the
limitation of previous selection approaches when label distri-
butions are different by significant improvements. Notably,
the proposed approach is shown to simultaneously learn
meaningful task relations and label distribution ratio.

Unified Method We provide a unified perspective to under-
stand the source selection approach in different scenarios,
in which previous approaches regarded them as separate
problems. We show their relations in Fig. 2.

2. Related Work

Below we list the most related work and delegate additional
related work in the Appendix.

Multi-Source DA has been investigated in previous litera-
ture with different aspects to aggregate source datasets. In
the popular unsupervised DA, Zhao et al. (2018); Li et al.
(2018b); Peng et al. (2019); Wen et al. (2020); Hoffman et al.
(2018a) adopted the marginal distribution d(S¢(z), T () of
‘H-divergence (Ben-David et al., 2007), discrepancy (Man-
sour et al., 2009) and Wasserstein distance (Arjovsky et al.,
2017) to estimate domain relations. These works provided
theoretical insights through upper bounding the target risk
by the source risk, domain discrepancy of P(x) and an un-

observable term 7 — the optimal risk on all the domains.
However, as the counterexample indicates, relying on P(x)
does not necessarily select the most related source. There-
fore, Konstantinov & Lampert (2019); Wang et al. (2019a);
Mansour et al. (2020) alternatively considered the diver-
gence between two domains with limited target label by
using Y-discrepancy, which is commonly faced in practice
and less focused in theory. However, we empirically show
it is still difficult to handle target-shifted sources.

Target-Shifted DA (Zhang et al., 2013) is a common phe-
nomenon in DA with S(y) # T (y). Several theoretical
analysis has been proposed under label shift assumption
with S;(z|y) = T (x|y), e.g. Azizzadenesheli et al. (2019);
Garg et al. (2020). Redko et al. (2019) proposed optimal
transport strategy for the multiple unsupervised DA by as-
suming S;(x|y) = T (x]y). However, this assumption is re-
strictive for many real-world cases, e.g., in digits dataset, the
conditional distribution is clearly different between MNIST
and SVHN. In addition, the representation learning based
approach is not considered in their framework. Therefore,
Wu et al. (2019); Combes et al. (2020) analyzed DA under
different assumptions in the embedding space Z for one-
to-one unsupervised deep DA problem but did not provide
guidelines of leveraging different sources to ensure a re-
liable transfer, which is our core contribution. Moreover,
the aforementioned works focus on one specific scenario,
without considering its flexibility for other scenarios such
as partial multi-source unsupervised DA, where the label
space in the target domain is a subset of the source domain
(i.e., for some classes S¢(y) # 0; T(y) = 0) and class
distributions are inherently shifted.

3. Problem Setup and Theoretical Insights

Let X denote the input space and ) the output space. We
consider the predictor /i as a scoring function (Hoffman
et al., 2018a) with b : X x Y — R and predicted loss
as £ : R — R, is positive, L-Lipschitz and upper bound
by Lmax. We also assume that h is K-Lipschitz w.r.t. the
feature x (given the same label), i.e. for Vy, ||h(x1,y) —
h(za,y)|l2 < K||x1 — z2]|2. We denote the expected risk
w.r.t distribution D: Rp(h) = E(, )~p £(h(x,y)) and its

empirical counterpart (w.r.t. a given dataset D) Rp(h) =
Z(m,y)e’f) ‘e(h’(x7 y))'

In this work, we adopt the commonly used Wasserstein dis-
tance as the metric to measure domains’ similarity, which
is theoretically tighter than the previously adopted TV
distance (Gong et al., 2016) and Jensen-Shnannon diver-
gence. Besides, based on previous work, a common strat-
egy to adjust the imbalanced label portions is to intro-
duce label-distribution ratio weighted loss with R%(h) =
Ey)~s a(y)l(h(z, y)) with a(y) = T(y)/S(y). We also
denote G&(y) as its empirical counterpart, estimated from the
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data.

Besides, in order to measure the task relations, we define
A(Alt] >0, 23;1 Alt] = 1) as the fask relation coeffi-
cient vector by assigning higher weight to the more related
task. Then we prove Theorem 1, which proposes theoreti-
cal insights of combining source domains through properly
estimating .

Theorem 1 Let {S, = {(zs,y:)}oY0, and T =
{(z4, yl)}fV:Tl, respectively be T  source and target i.i.d. sam-
ples. For Vh € H with H the hypothesis family and VA,

with high probability > 1 — 40, the target risk can be upper
bounded by:

Rr(h) < 3 AR (1) +LdeZ—AE] el

(9] ()
+LE Y AHE, 7, Wi(T (z]Y = y)|S:(a]Y = y))
t

(n)
4+ Lmax sup HOét — 66t||2 + Comp(]\fs1 ooy Nsp, NT, (5),
t

e Q%)

where N = Y]_ Ns, and 8; = Ns,/N and d3*° =
maxye(1,7),yey @ (y) the maximum true label distribution
ratio value. W1(+||) is the Wasserstein-1 distance with Lo-
distance as the cost function. Comp(Ng,, ..., Ns., N7, 9)
is a function that decreases with larger Ns,, ..., N, given
a fixed 6 and hypothesis family ‘H. (See Appendix for details)

Discussions (1) In (I) and (III), the relation coefficient
A is decided by ¢&;-weighted loss Rg: (h) and conditional
Wasserstein distance ]Eywj-(y)Wl(%(:c\Y =9)||Si(z]Y =
y)). Intuitively, a higher A[t] is assigned to the source
t with a smaller weighted prediction loss and a smaller
weighted semantic conditional Wasserstein distance. In
other words, the source selection depends on the similarity
of the conditional distribution P(x|y) rather than P(z).

(2) If each source has equal samples (5; = 1/T), then
term (IT) will become ||A||2, a regularization term for the
encouragement of uniformly leveraging all sources. Term
(IT) is meaningful in the selection, because if several sources
are simultaneously similar to the target, then the algorithm
tends to select a set of related domains rather than only one
most related domain (without regularization).

(3) Considering (LILIII), we derive a novel source selection
approach through the trade-off between assigning a higher
A[t] to the source ¢ that has a smaller weighted prediction
loss and similar semantic distribution with smaller condi-
tional Wasserstein distance, and assigning balanced A[¢] for
avoiding concentrating on one source.

(4) ||6y — |2 (IV) indicates the gap between ground-truth
and empirical label ratio. Therefore, if we can estimate a
good label distribution ratio ¢&;, these terms can be small.
Comp(Ns,, ..., Ns., N7,6) (V) is a function that reflects
the convergence behavior, which decreases with larger ob-
servation numbers. If we fix #, d, NV and N, this term can
be viewed as a constant.

Analysis in the Representation Learning Apart from
Theorem 1, we further drive theoretical analysis in the repre-
sentation learning, which motivates practical guidelines in
the deep learning regime. We define a stochastic embedding
g and we denote its conditional distribution w.r.t. latent vari-
able Z (induced by g) as S(z|Y = y) = [ g(z|z)S(z|Y =
y)dzx. Then we have:

Theorem 2 We assume the settings of loss, the hypothesis
are the same with Theorem 1. We further denote the
stochastic feature learning function g : X — Z, and the
hypothesis h : Z x )Y — R. Then VY, the target risk is
upper bounded by:

RT(h7 g) < Z )‘[t]Rgz (h7 g)

+ LK Y AME,oro)Wi(Si(zlY = )| T ()Y =),

where Ry (h, 9) = Ez )T (2,0) Ezng(zla) (M2, Y)) is the
expected risk w.r.t. the function g, h.

Theorem 2 motivates the practice of deep learning, which
requires to learn an embedding function g that minimizes
the weighted conditional Wasserstein distance and learn
(g, h) that minimizes the weighted source risk R’

4. Practical Algorithm in Deep Learning

From the aforementioned theoretical results, we derive
novel source aggregation approaches and training strategies,
which can be summarized as follows.

Source Selection Rule Balance the trade-off between as-
signing a higher A[t] to the source ¢ that has a smaller
weighted prediction loss and semantic conditional Wasser-
stein distance, and assigning balanced A[¢].

Training Rules (1) Learning an embedding function g that
minimizes the weighted conditional Wasserstein distance,
learning classifier h that minimizes the &;-weighted source
risk; (2) Properly estimate the label distribution ratio &;.

Based on these ideas, we proposed Wasserstein Aggrega-
tion Domain Network (WADN) to automatically learn the
network parameters and select related sources, where the
high-level protocol is illustrated in Fig. 2.
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Figure 2. Tllustration of proposed algorithm (WADN) and relation
with other scenarios. WADN consists three components: [a] learn-
ing embedding function g and classifier h; [b] source aggregation
through properly estimating A; [c] label distribution ratio (&) esti-
mator. (1) If target labels are available, then WADN only requires
[a,b] without gradually estimating &; (dashed arrows). (2) In the
unsupervised scenarios, if we only have one source, WADN only
contains [a,c] and recovers the single DA problem with label pro-
portion shift, which can be solved under specific assumptions such
as GLS (Li et al., 2019; Combes et al., 2020) or (Wu et al., 2019).
(3) If there are multiple sources in the unsupervised DA, WADN
gradually selects the related sources through interacting with other
algorithmic components. (shown in blue).

4.1. Training Rules

Based on Theorem 2, given a fixed label ratio &; and fixed
A, the goal is to find a representation function g : X — Z
and a hypothesis function h : Z x ) — R such that:

min Alt] R;Z (h,9)
t

g,h
- Co YA, oy Wi (S I = ) [T Y = 5)

Explicit Conditional Loss One can explicitly solve the
conditional optimal transport problem with g and h for a
given Y = y. However, due to the high computational
complexity in solving T' x |)/| optimal transport problems,
the original form is practically intractable. To address
this, we can approximate the conditional distribution on
latent space Z as Gaussian distribution with identical Co-
variance matrix such that S;(z|Y = y) ~ N(CY, X) and
T(2]Y = y) ~ N(C¥,X). Then we have W1 (S;(z]Y =
YT (z]Y =y)) < ||CY — CY||5. Intuitively, the approxi-
mation term is equivalent to the well known feature mean
matching (Sugiyama & Kawanabe, 2012), which computes
the feature centroid of each class (on the latent space Z) and
aligns them by minimizing their L, distance.

Implicit Conditional Loss Apart from approximation,
we can derive a dual term for facilitating the computation,
which is equivalent to the re-weighted Wasserstein adversar-
ial loss by the label-distribution ratio.

Lemma 1 The weighted conditional Wasserstein distance

can be implicitly expressed as:

> AHE

= max
dy,,dr

y~T ) Wi (Se(2|Y = )| T (2]Y = y))

A[E.ns, ()0 (2)di(2) — Eonrzydi(2)],

where ay(z) = 1{zp~nsyu(Y = y), and dy, ..., dr :
Z — R are the 1-Lipschitz domain discriminators (Ganin
etal., 2016).

Lemma 1 reveals that one can train 7" domain discrimi-
nators with weighted Wasserstein adversarial loss. When
the source target distributions are identical, this loss recov-
ers the conventional Wasserstein adversarial loss (Arjovsky
et al., 2017). In practice, we adopt a hybrid approach by
linearly combining the explicit and implicit matching, in
which empirical results show its effectiveness.

Estimation & When the target labels are available, &y
can be directly estimated from the data with &;(y) =
T (y)/S(y) and é&; — « can be proved from asymptotic
statistics. As for the unsupervised scenarios, we will discuss
in Sec. 5.1.

4.2. Estimation Relation Coefficient \

Inspired by Theorem 1, given a fixed &; and (g, h), we
estimate A through optimizing the derived upper bound.

(Y =y))

In practice, Rd

t(h,g) is the weighted empirical prediction
loss and Ey~T(y)W1( (2]Y = 9)||S(2]Y = v)) is approx-
imated by the dynamic form of critic function from Lemma
1. Then, solving A can be viewed as a standard convex
optimization problem with linear constraints, which can be
effectively resolved through standard convex optimizer.

5. Extension to Unsupervised Scenarios

In this section, we extend WADN to the unsupervised multi-
source DA, which is known as unsolvable if semantic con-
ditional distribution (S¢(z|y) # T (z|y)) and label distribu-
tion (S;(y) # T (y)) are simultaneously different and no
specific conditions are considered (Ben-David et al., 2010;
Johansson et al., 2019).
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In algorithm WADN, this challenging turns to properly esti-
mate conditional Wasserstein distance and label distribution
ratio Gy (y) to help estimate A. According to Lemma 1, esti-
mating the conditional Wasserstein distance can be viewed
as &;-weighted adversarial loss, thus if we can correctly
estimate label distribution ratio such that &; — a4, then we
can properly compute the conditional Wasserstein-distance
through the adversarial term.

Therefore, the problem turns to properly estimate the label
distribution ratio. To this end, we assume the problem satis-
fies Generalized Label Shift (GLS) condition (Combes et al.,
2020), which has been theoretically justified and empirically
evaluated in the single source unsupervised DA. The GLS
condition states that in unsupervised DA, there exists an opti-
mal embedding function g* € G that can ultimately achieve
Si(z|ly) = T (z]y) on the latent space. (Combes et al., 2020)
further pointed out that the clustering assumption (Chapelle
& Zien, 2005) on Z is one sufficient condition to reach GLS,
which is feasible for many practical applications.

Based on the achievability condition of GLS, the techniques
of (Lipton et al., 2018; Garg et al., 2020) can be adopted
to gradually estimate &y during learning the embedding
function. Following this spirit, we add an distribution ratio
estimator for {a;}7_;, shown in Sec. 5.1.

5.1. Estimation &;

Unsupervised DA We denote S,(y), 7 (y) as the pre-
dicted t-source/target label distribution through the hypoth-
esis h, and also define Cg [y, k] = S, [argmax, h(z,y") =
y, Y = k] is the t-source prediction confusion matrix. Ac-
cording to the GLS condition, we have T (y) = Ta,(v),
with 74, (Y =) = 22}21 Cg,ly, kla (k) the constructed
target prediction distribution from the ¢-source information.
(See Appendix for justification). Then we can estimate
& through matching these two distributions by minimiz-
ing Dk (T (y)||Ta,(v)), which is equivalent to solve the
following convex optimization:

[V %
min = T (y)log(y_ C, [y, Klou(k))
y=1 k=1 (1)
[V
st Yye Y,y Zoét =1

Unsupervised Partial DA If we have supp(7 (y)) C
supp(S:(y)), o will be sparse due to the non-overlapped
classes. Thus, we impose such prior knowledge by adding a
regularizer ||é¢||; to the objective of Eq. (1) to induce the
sparsity in ¢;.

In training the neural network, the non-overlapped classes
will be automatically assigned with a small or zero &, then

Algorithm 1 WADN (unsupervised scenario, one epoch)
Ensure: Label ratio &; and task relation A. Feature Learner
g, Classifier h, statistic critic function d, . . ., d, class
centroid for source CY and target CY.(t = 1,...,T)
1: > DNN Parameter Training Stage (fixed a; and A) <
2: for mini-batch of samples (xs,,ys,) ~ S,
(X872 ¥sr) ~ 81, (x7) ~ T do
3:  Target predicted-label y = argmax, h(g(x7),y)
4:  Compute unnormalized source confusion matrix on
current batch Cg [y, k].
5:  Compute feature centroid for source C} and target
CY on current batch; Use moving average to update

source and target class centroid CY and CY.
6. Updating g, h,dy, ..., dr, by optimizing:

A[t1RS; (b 9)

min max
g,h di,....dp

Classification Loss

+eCo S AUE, <7, G — C"2
Explicit Conditional Loss
+(1=)Co Y AlM[E, s, ()@ (2)d(2) = E._7,d(2)]

Implicit Conditional Loss

7: end for
8: > Estimation &; and A\ <
9: Compute normalized source confusion matrix; Solve
{&y}L_, w.rt. current training epoch through Sec.5.1 ;
Update global &; through moving average.
10: Solve A through Sec.4.2 w.r.t. current training epoch;
Update global A through moving average.

(g, h) will be less affected by the classes with small @.

5.2. Algorithm implementation and discussion

We give an algorithmic description of Fig. 2, shown in
Algorithm 1. The high-level protocol is to iteratively opti-
mizes the neural-network parameters to gradually realize
GLS condition with ¢ — g* and dynamically update X, &y
to better estimate conditional distance and aggregate the
sources. The GLS assumes the achievability of existing an
optimal g*. Our iterative algorithm can achieve a stationary
solution but due to the highly non-convexity of deep net-
work, converging to the global optimal does not necessarily
guarantee.

Concretely, we update the &; and A on the fly through a
moving averaging strategy. Within one training epoch over
the mini-batches, we fix the &; and A and optimize the
network parameters g, h. Then at each training epoch, we
re-estimate the &; and X by using the proposed estimator.
When computing the explicit conditional loss, we empiri-
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Table 1. Unsupervised DA: Accuracy (%) on Source-Shifted Amazon Review (Left) and Digits (Right).

Target ‘ Books DVD Electronics Kitchen ‘Average Target ‘ MNIST SVHN SYNTH USPS ‘Average
Source | 68.151137 69.51+074 82.09i088 75301120 | 73.81 Source | 84.931150 67.141140 78111131 86.021112 | 79.05
DANN | 65591135 67231071 8049:111 74.71li153 | 72.00 DANN | 86.99:155 69.561226 78.73+1.30 86.81:174 | 80.52
MDAN | 68774231 67.811246 80.96:077 75671106 | 73.30 MDAN | 87.861224 69.13:1.56 79.77+1.60 86.501150 | 80.81
MDMN | 70.56:1.05 69.641+0.73 8271i071 77.05:07s | 74.99 MDMN | 87311185 69.84:150 80271088 86.61:1.41 | 81.00
M3SDA | 69.0911.26 68.6741.37 81.344066 76.1011.47 | 73.79 M3SDA | 87.221170 68.891193 80.014177 86391165 | 80.87
DARN | 71211116 68.6841.12 81.514081 77.71i100 | 7478 DARN | 86981129 68.591170 80.684061 86.85:175 | 80.78
WADN | 73724063 79.64103s 84.64104s 83731050 | 80.43 WADN | 89.07:072 71661077 82061050 90.07:110 | 83.22

Table 2. Unsupervised DA: Accuracy (%) on Office-Home

Target ‘ Art Clipart Product Real-World ‘ Average
Source | 49251060 46.8910.61 66.541170  73.64:001 | 59.08
DANN | 50.321032 50.1111.16 68.18:157 73.71i163 | 60.58
MDAN | 67934035 66.611132 7924115 81.824065 | 73.90
MDMN | 68384058 6742:053 82491056 83321193 | 75.28
M3SDA | 63774107 62301044 75851104 7992060 | 70.46
DARN | 69.894042 68.611050 83372062 84294046 | 76.54
WADN | 737841043 70181051 86321035 87.281057 | 79.39

cally adopt the target pseudo-label. The implicit and explicit
trade-off coefficient is set as ¢ = 0.5. As for optimization
A and ay, it is a standard convex optimization problem and
we use package CVXPY.

As for WADN with limited target label, we do not require
label distribution ratio component and directly compute &;.

6. Experiments

In this section, we compare the proposed approaches with
several baselines on the popular tasks. For all the scenarios,
the following multi-source DA baselines are evaluated: (I)
Source method applied only labelled source data to train
the model. (II) DANN (Ganin et al., 2016). We follow

Label distribution: Art
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Figure 3. Label distribution on Office-Home Dataset

the protocol of (Wen et al., 2020) to merge all the source
dataset as a global source domain. (III) MDAN (Zhao
etal., 2018); (IV) MDMN (Li et al., 2018b); (V) M3SDA
(Peng et al., 2019) adopted maximizing classifier discrep-
ancy (Saito et al., 2018) and (VI) DARN (Wen et al., 2020).
For the multi-source with limited target label and partial
unsupervised multi-source DA, we additionally add specific
baselines. All the baselines are re-implemented in the same
network structure for fair comparisons. The detailed net-
work structures, hyper-parameter settings, training details
are delegated in Appendix.

We evaluate the performance on three different datasets: (1)
Amazon Review. (Blitzer et al., 2007) It contains four do-
mains (Books, DVD, Electronics, and Kitchen) with positive
and negative product reviews. We follow the common data
pre-processing strategies as (Chen et al., 2012) to form a
5000-dimensional bag-of-words feature. Note that the label
distribution in the original dataset is uniform. 7o show the
benefits of the proposed approach, we create a label dis-
tribution drifted task by randomly dropping 50% negative
reviews of all the sources while keeping the target identi-
cal. (2) Digits. It consists four digits recognition datasets
including MNIST, USPS (Hull, 1994), SVHN (Netzer et al.,
2011) and Synth (Ganin et al., 2016). We also create a label
distribution drift for the sources by randomly dropping 50%
samples on digits 5-9 and keep target identical. (3) Office-
Home Dataset (Venkateswara et al., 2017). It contains 65
classes for four different domains: Art, Clipart, Product and
Real-World. We used the ResNet50 (He et al., 2016) pre-
trained from the ImageNet in PyTorch as the base network
for feature learning and put a MLP for the classification.
The label distributions in these four domains are different
and we did not manually create a label drift, shown in Fig. 3.

6.1. Unsupervised Multi-Source DA

In the unsupervised multi-source DA, we evaluate the pro-
posed approach on all three datasets. We use a similar
hyper-parameter selection strategy as in DANN (Ganin et al.,
2016). All reported results are averaged from five runs. The
detailed experimental settings are illustrated in Appendix.
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Table 3. Multi-Source DA with Limited Target Label: Accuracy (%) on Source-Shifted Amazon Review (Left) and Digits (Right).

Target | Books DVD Electronics  Kitchen | Average Target | MNIST SVHN SYNTH USPS | Average
Source + Tar | 72.59:1.80 73.02:184 81591158 77.0311.73 | 76.06 Source + Tar | 79.6311.74 56481100 69.641138 86291156 | 73.01
DANN | 67.35:008 66.331042 78.03:172 743117 | 7150 DANN | 86771130 69.1311.00 78821135 86541103 | 80.32
MDAN | 68701009 69301221 78.784901 74.071180 | 7271 MDAN | 86931105 68254153 79.80:1.17 86.23:1141 | 80.30
MDMN | 69.194000 68711230 81.881145 7851101 | 74.57 MDMN | 77594136 69.6241.26 78931164 87.261113 | 7835
M3SDA | 69284178 67401046 76281081 76501119 | 7236 M3SDA | 85.88.1506 68841105 76291005 87151110 | 79.54
DARN | 68571135 68.77:181 80191166 77.51i120 | 7376 DARN | 86.5811.46 68861130 8047:067 86.80+080 | 80.68
RLUS | 71.831171 69.641p30 81981104 78.69+115 | 75.54 RLUS | 87.6l1108 70501004 79521130 86.70+1.13 | 81.08
MME | 69.661055 71.36:10.05 78.881151 76.641173 | 74.14 MME | 87241005 65201135 8031060 87.88:076 | 80.16
WADN | 74831051 75.051062 84.23:1055 81531000 | 7891 WADN | 88324117 70.64:102 8153111 9053071 | 8275

0.21

0.25

SVHN  MNIST

0.16

036 031 033

USPS SYNTH

MNIST SVHN SYNTH USPS

(a) Visualization of A

(b) DARN (Wen et al., 2020)

(c) WADN

Figure 4. Understanding Aggregation Principles in Unsupervised DA. (a) Visualization of A on digits datset, each row corresponds to a
target domain, which indicates a non-uniform and non-symmetric task relations. (b,c) The evolution of A with three sources of Amazon
dataset (B=Books, D=DVD, E=Electronics, K=Kitchen) during the training epoch. We compare with a recent principle approach DARN,
which uses P(z) to measure the similarity and dynamically update the A. The results verifies the limitation of DARN under changing

label distributions with relative unstable results.

The empirical results are illustrated in Tab. 1 and 2. Since
we did not change the target label distribution throughout
the whole experiment, we still report the target accuracy as
the metric. We report the means and standard deviations for
each approach. The best approaches based on a two-sided
Wilcoxon signed-rank test (significance level p = 0.05) are
shown in bold.

The empirical results reveal a significantly better perfor-
mance (=~ 2% — 6%) on different benchmarks. For under-
standing the aggregation principles of WADN, we visualize
the task relations in digits (Fig. 4(a)) with demonstrating a
non-uniform A, which highlights the importance of properly
choosing the most related source rather than simply merging
all the data. For example, when the target domain is SVHN,
WADN mainly leverages the information from SYNTH,
since they are more semantically similar, and MNIST does
not help too much for SVHN, which is also observed by
(Ganin et al., 2016). Besides, Fig. 4(b) visualizes the evolu-
tion of A between WADN and recent principled approach
DARN (Wen et al., 2020), which utilized the P(x) infor-
mation and dynamic updating to find the similar domains.
Compared with WADN, A in DARN is unstable during
updating under drifted label distribution.

Besides, we conduct the ablation study through evaluating

the performance under different levels of source label shift in
Amazon Review dataset (Fig. 5(a)). The results show strong
practical benefits for WADN in the larger label shift. The
additional analysis and results can be found in Appendix.

6.2. Multi-Source DA with Limited Target Labels

We adopt Amazon Review and Digits in the multi-source
DA with limited target samples, which have been widely
used. In the experiments, we still use shifted sources. We
randomly sample only 10% labeled samples (w.r.t. target
dataset in unsupervised DA) as training set and the rest 90%
samples as the unseen target test set. We adopt the same
hyper-parameters and training strategies with unsupervised
DA. We specifically add two recent baselines RLUS (Kon-
stantinov & Lampert, 2019) and MME (Saito et al., 2019),
which also considered DA with the labeled target domain.

The results are reported in Tab. 3, which also indicates
strong empirical improvement. Interestingly, on the Amazon
review dataset, the previous aggregation approach RLUS is
unable to select the related source when label distribution
varies. To show the effectiveness of WADN, we test various
portions of labelled samples (1% ~ 10%) on the target. The
results in Fig. 5(b) on USPS dataset show consistently better
than the baseline, even in the few target samples scenarios
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Figure 5. Ablation study on different scenarios. (a) Unsupervised DA with Amazon Review dataset. Accuracy under different levels of
label shifted sources (higher dropping rate means larger label drift). The results are reported on the average of all the domains, see the
results for each domain in Appendix. (b) Multi-Source DA with limited target label in digits task with target USPS. The performance
(mean = std) of WADN is consistently better under different target samples (smaller portion indicates fewer target samples). (C) Partial
Multi-source DA in office-home dataset with target domain Product. Performance (mean = std) of different number of selected classes on
the target, where WADN shows a consistent better performance under different selected sub-classes.

Table 4. Unsupervised Multi-Source Partial DA: Accuracy (%) on
Office-Home (#Source: 65, #Target: 35)

Target |  Art Clipart Product ~ Real-World | Average
Source | 50561142 49.79:1.14 68101133 78244076 | 61.67
DANN | 53.861223 5271220 71254244 76921121 | 63.69
MDAN | 67561130 65.38:11.30 81491190 83444101 | 7447
MDMN | 68.13+1.08 65274193 81.331120 84.00+064 | 74.68
M3SDA | 65.101197 61.8011.99 76194944 79.14115 | 7056
DARN | 71.531063 69.31+108 82871156 84761057 | 77.12
PADA | 74371084 69.641050 8345:1.13 85641030 | 78.28
WADN | 80.06:0.05 75901106 89.55:072 90401030 | 83.98

such as 1 — 3%.

6.3. Partial Unsupervised Multi-Source DA

In this scenario, we adopt the Office-Home dataset to eval-
uate our approach, as it contains large (65) classes. We do
not change the source domains and we randomly choose
35 classes from the target. We evaluate all the baselines on
the same selected classes and repeat 5 times. All reported
results are averaged from 3 different sub-class selections
(15 runs in total), shown in Tab. 4. We additionally compare
PADA (Cao et al., 2018) approach by merging all sources
and use one-to-one partial DA algorithm. We adopt the same
hyper-parameters and training strategies in unsupervised DA
scenario.

The reported results are also significantly better than the
current multi-source DA or one-to-one partial DA approach,
which again emphasizes the benefits of WADN: properly
selecting the related sources by using semantic information.

Besides, we change the number of selected classes (Fig
5(c)), the proposed WADN still indicates consistent better

Apha(A)

-y
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KXAXAKXXN XXX X XXXX

a2 | —
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Figure 6. Analysis on Partial DA of target Product. We select 15
classes and visualize estimated & (the bar plot). The ”X” along the
x-axis represents the index of dropped 50 classes. The red curves
are the true label distribution ratio. See Appendix for additional
results and analysis.

results by a large margin, which indicates the importance of
considering &; and A. In contrast, DANN shows unstable
results on average in less selected classes. Beside, WADN
shows a good estimation of the label distribution ratio (Fig
6) and has correctly detected the non-overlapping classes,
which verifies the effectiveness of the label-distribution esti-
mator and indicates its good explainability.

7. Conclusion

In this paper, we proposed a novel algorithm WADN for
multi-source domain adaptation problem under different la-
bel proportions. WADN differs from previous approaches
in two key prospects: a better source aggregation approach
when label distributions change; a unified empirical frame-
work for three popular DA scenarios. We evaluated the
proposed method by extensive experiments and showed its
strong empirical results.
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