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#### Abstract

We study the reward-free reinforcement learning framework, which is particularly suitable for batch reinforcement learning and scenarios where one needs policies for multiple reward functions. This framework has two phases: in the exploration phase, the agent collects trajectories by interacting with the environment without using any reward signal; in the planning phase, the agent needs to return a near-optimal policy for arbitrary reward functions. We give a new efficient algorithm, Staged Sampling + Truncated Planning (SSTP), which interacts with the environment at most $O\left(\frac{S^{2} A}{\epsilon^{2}}\right.$ poly $\left.\log \left(\frac{S A H}{\epsilon}\right)\right)$ episodes in the exploration phase, and guarantees to output a nearoptimal policy for arbitrary reward functions in the planning phase, where $S$ is the size of state space, $A$ is the size of action space, $H$ is the planning horizon, and $\epsilon$ is the target accuracy relative to the total reward. Notably, our sample complexity scales only logarithmically with $H$, in contrast to all existing results which scale polynomially with $H$. Furthermore, this bound matches the minimax lower bound $\Omega\left(\frac{S^{2} A}{\epsilon^{2}}\right)$ up to logarithmic factors. Our results rely on three new techniques : 1) A new sufficient condition for the dataset to plan for an $\epsilon$-suboptimal policy ; 2) A new way to plan efficiently under the proposed condition using soft-truncated planning; 3) Constructing extended MDP to maximize the truncated accumulative rewards efficiently.


## 1. Introduction

Reinforcement learning (RL) studies the problem in which an agent aims to maximize its accumulative rewards by interaction with an unknown environment. A major challenge in

[^0]RL is exploration for which the agent needs to strategically visit new states to learn transition and reward information therein. To execute efficient exploration, the agent must follow a well-designed adaptive strategy by which the agent is properly guided by the reward and transition information, other than the trivial random exploration. Provably algorithms have been proposed to help the agent visit new states efficiently with a fixed reward and transition model. See Section 2 for a review.
However, in various applications, it is necessary to re-design the reward function to incentivize the agent to learn new desired behavior (Altman, 1999, Achiam et al., 2017, Tessler et al., 2018, Miryoosefi et al. 2019). To avoid repeatedly invoking the learning algorithm and interacting with the environment, it is desired to let the agent efficiently explore the environment without the reward signal and collect data based on which the agent can compute a near-optimal policy for any reward function.

The main challenge of this problem is that the agent needs to collect data that sufficiently covers the state space. This problem was previous studied in (Brafman \& Tennenholtz, 2003; Hazan et al., 2019, Du et al. 2019). Recently, Jin et al. (2020) formalized the setting, and named it reward-free RL. In this setting, the agent first collects a dataset by interacting with the environment, and then is required to compute an $\epsilon$-optimal policy given any proper reward function.

Jin et al. (2020) gave a formal theoretical treatment of this setting. They designed a method which guarantees that by collecting $O\left(\left(\frac{S^{2} A H^{3}}{\epsilon^{2}}+\frac{S^{4} A H^{5}}{\epsilon}\right)\right.$ poly $\left.\log (S A H / \epsilon)\right)$ episodes, the agent is able to output an $\epsilon$-optimal policy, where $S$ is the number of states, $A$ is the number of actions, and $H$ is the planning horizon. 1 They also provided an $\Omega\left(\frac{S^{2} A}{\epsilon^{2}}\right)$ lower bound. Recently, Kaufmann et al. 2020; Ménard et al. (2020) gave tighter sample complexity bound. We refer the readers to table 1 for more details.

Unfortunately, it remains open what is the fundamental limit of the sample complexity of reward-free RL. In particular, compared to the $\Omega\left(\frac{S^{2} A}{\epsilon^{2}}\right)$ lower bound, all existing upper bounds have a polynomial dependence on $H$. The gap be-

[^1]tween upper and lower bound can be huge for environments with a long horizon. Conceptually, this gap represents that we still lack understanding on whether long horizon imposes significant hardness on reward-free RL.

### 1.1. Our Contribution

In this work, we break the poly $(H)$-dependency barrier. We design a new algorithm, Staged Sampling + Truncated Planning (SSTP), which enjoys the following sample complexity guarantee.
Theorem 1. For any $\epsilon, \delta \in(0,1)$, there exists an algorithm (SSTP, Algorithm (1) which can compute an e-optimal policy for any reward function that is non-negative and totally bounded by 1 , after $O\left(\left(\frac{S A}{\epsilon^{2}}\left(S+\log \left(\frac{1}{\delta}\right)\right)\right)\right.$ poly $\left.\log (S A H / \epsilon)\right)$ episodes of exploration with probability $1-\delta$.

The significance of our theorem is that we match the lower bound of $\Omega\left(\frac{S A(S+\log 1 / \delta)}{\epsilon^{2}}\right)$ up to logarithmic factors on $S, A, H, 1 / \epsilon .{ }^{2}$

Importantly, our bound only depends logarithmically on the planning horizon $H$. This is an exponential improvement over existing results, and demonstrates that long horizon poses little additional difficulty for reward-free RL. Furthermore, our bound only requires the reward to be totally bounded (cf. Assumption 2), in contrast to uniformly bounded (cf. Assumption 1), which is assumed in previous works. See Section 2 for more discussions.

Remark 1. Jin et al. (2020), Kaufmann et al. (2020) and Ménard et al. (2020) studied reward-free exploration on the non-stationary episodic MDP (i.e., the transition model depends on the level $h \in[H]$ ), where the lower bound of sample complexity is at least linear in $H$ because the complexity of MDP is larger (Jin et al. 2018: Zhang et al. 2020c). In this paper, we consider the episodic MDP with a stationary transition, that is, the transition model is independent of the level. This is often considered to be a more realistic model than the non-stationary transition model. Furthermore, for non-stationary episodic MDP, our algorithm could also provide a reward-free sample complexity of $\tilde{O}\left(\frac{H S A}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$, which matches current best result in (Ménard et al. 2020) up to logarithmic terms (see Section 6 for more discussion).

## 2. Related Work

We review relevant works in this section. Comparisons between our algorithm and existing ones on reward-free RL are provided in Table 1.

[^2]| Algorithm | Sample Complexity | Non-unif. <br> Reward | Log H |
| :---: | :---: | :---: | :---: |
| RF-RL-EXPLORE <br> Jin et al., 2020) | $\tilde{O}\left(\frac{H^{5} S^{2} A}{\epsilon} \log ^{3}\left(\frac{1}{\delta}\right)+\frac{H^{3} S^{2} A}{\epsilon^{2}} \log \left(\frac{1}{\delta}\right)\right)$ | No | No |
| $\frac{\text { RF-UCRL }}{}$Kaufmann et al., 2020, | $\tilde{O}\left(\frac{H^{2} S A}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$ | No | No |
| RF-ExPRESS |  |  |  |
| Ménard et al., 2020, | $\tilde{O}\left(\frac{H S A}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$ | No | No |
| SSTP <br> This Work | $\tilde{O}\left(\frac{S A}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$ | Yes | Yes |
| Lower Bound <br> Jin et al., 2020 | $\Omega\left(\frac{S A}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$ | - | - |

Table 1. Sample complexity comparisons for state-of-the-art episodic RL algorithms. See Section 2 for discussions on this table. $\widetilde{O}$ omits logarithmic factors on $S, A, H, 1 / \epsilon$ but not $1 / \delta$. Sample Complexity: number of episodes to find an $\epsilon$-suboptimal policy. Non-unif. Reward: Yes means the bound holds under Assumption 2 (allows non-uniformly bounded reward), and No means the bound only holds under Assumption 1 Log $\mathbf{H}$ : Whether the sample complexity bound depends logarithmically on $H$ instead of polynomially on $H$.

Reward-dependent exploration In reward-dependent exploration, the agent aims to learn an $\epsilon$-optimal policy under a fixed reward. Some papers assumed there is a generative model which can be queried to provide a sample for any state-action pair $(s, a)$ Kearns \& Singh, 1999, Azar et al., 2013; Sidford et al., 2018; Agarwal et al., 2019; Li et al. 2020), and the sample complexity is defined as the number of queries needed to compute an $\epsilon$-optimal policy. In the online setting (Brafman \& Tennenholtz, 2003, Kakade 2003; Dann \& Brunskill, 2015; Dann et al., 2017; 2019; Azar et al., 2017; Jin et al., 2018, Zanette \& Brunskill, 2019, Kaufmann et al., 2020; Zhang et al., 2020c; Wang et al. 2020; Zhang et al., 2020b), the agent starts from a fixed initial distribution in each episode, and collects a trajectory by interacting with the environment. Then the sample complexity is given by the number of episodes that are necessary to learn an $\epsilon$-optimal policy. The state-of-the-art result by Zhang et al. 2020b requires $\widetilde{O}\left(\frac{S A}{\epsilon^{2}}+\frac{S^{2} A}{\epsilon}\right)$ number of episodes.

Reward Assumption and Dependency on $H$ For the reward, the widely adopted assumption is $r_{h} \in[0,1]$ for all $h \in[H]$, which implies the total reward $\sum_{h=1}^{H} r_{h} \in[0, H]$. However, as argued in Kakade 2003, Jiang \& Agarwal 2018), the characterization of sample complexity should be independent of the scaling, i.e., the target suboptimality $\epsilon \in(0,1)$ should be a relative quantity to measure the performance of an algorithm. To this end, we need to scale the total reward within $[0,1]$. Then the assumption becomes:
Assumption 1 (Uniformly Bounded Reward). The reward satisfies that $r_{h} \in[0,1 / H]$ for all $h \in[H]$.

Compared to Assumption 1, the totally-bounded reward assumption (Assumption 2) is more general. Therefore, any
upper bound under Assumption 2 implies an upper bound under Assumption 1. In the view of practice, because environments under Assumption 2 can have high one-step reward, it is more natural to consider Assumption 2 in environments with sparse rewards, such as the Go game, which are often considered to be puzzling. In the view of theoretical basis, it is more complicated to design efficient algorithms under Assumption 2 due to the global structure of the reward. 3

Recent work (Zanette \& Brunskill, 2019, Wang et al., 2020a, Zhang et al. 2020b) made essential progress in rewarddependent exploration under Assumption 2 , and obtained sample complexity bounds that only scale logarithmically with $H$. Zanette \& Brunskill (2019) showed the main term (with respect to $1 / \epsilon^{2}$ ) does not depend on $H$. Wang et al. (2020a) proved a sample complexity bound of $\tilde{O}\left(\frac{S^{5} A^{4}}{\epsilon^{3}}\right)$ despite suffering an exponential computational cost, and later (Zhang et al., 2020b) achieved a nearly sharp sample complexity bound of $\tilde{O}\left(\frac{S A}{\epsilon^{2}}+\frac{S^{2} A}{\epsilon}\right)$ with a computationally efficient algorithm. We use some technical ideas from (Zhang et al., 2020b) (cf. Section 4.2). However, because the problem settings are different, we need new techniques to establish a nearly tight sample complexity bound for reward-free exploration.

Reward-Free RL The main algorithm in (Jin et al., 2020) assigns only non-zero reward for each state at every turn, and utilizes a regret minimization algorithm EULER (Zanette \& Brunskill, 2019) to visit each state as much as possible. Since their algorithm only learns one state each time, their sample complexity bound is not tight with respect to $H$. Kaufmann et al. (2020) proposed RF-UCRL to achieve sample complexity of $\tilde{O}\left(\frac{S A H^{2}}{\epsilon^{2}}\left(S+\log \left(\frac{1}{\delta}\right)\right)\right)$ by building upper confidence bounds for any reward function and any policy, and then taking the greedy policy accordingly. The later work by Ménard et al. (2020) constructed an exploration bonus of $\frac{1}{n(s, a)}$ instead of the classical exploration bonus of $\frac{1}{\sqrt{n(s, a)}}$, where $n(s, a)$ is the visit count of $(s, a)$. Based on the novel bonus, they achieve sample complexity of $\tilde{O}\left(\frac{S A H}{\epsilon^{2}}\left(S+\log \left(\frac{1}{\delta}\right)\right)\right.$. Recently, these results have been extended to linear function approximation settings (Wang et al., 2020b; Zanette et al., 2020). Reward-free exploration is also related to another setting, reward-agnostic RL, in which $N$ reward functions are considered in the planning

[^3]phase. Zhang et al. (2020a) provided an algorithm which achieves $\tilde{O}\left(\frac{H^{3} S A \log (N) \log (1 / \delta)}{\epsilon^{2}}\right)$ sample complexity. See Table 1 for a summary.

## 3. Preliminaries

Notations. Throughout this paper, we define $[N]$ to be the set $\{1,2, \ldots, N\}$ for $N \in \mathbb{Z}_{+}$. We use $\mathbb{I}[\mathcal{E}]$ to denote the indicator function for an event $\mathcal{E}$, i.e., $\mathbb{I}[\mathcal{E}]=1$ if $\mathcal{E}$ holds and $\mathbb{I}[\mathcal{E}]=0$ otherwise. For notational convenience, we set $\iota=\ln (2 / \delta)$ throughout the paper. For two $n$-dimensional vectors $x$ and $y$, we use $x y$ to denote $x^{\top} y$, use $\mathbb{V}(x, y)=$ $\sum_{i} x_{i} y_{i}^{2}-\left(\sum_{i} x_{i} y_{i}\right)^{2}$, and use $x^{2}$ to denote the vector $\left[x_{1}^{2}, x_{2}^{2}, \ldots, x_{n}^{2}\right]^{\top}$ for $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{\top}$. For two vectors $x, y, x \geq y$ denotes $x_{i} \geq y_{i}$ for all $i \in[n]$ and $x \leq y$ denotes $x_{i} \leq y_{i}$ for all $i \in[n]$. We use $\mathbf{1}$ to denote the $S$-dimensional vector $[1, \ldots, 1]^{\top}$ and $\mathbf{1}_{s}$ to denote the $S$ dimensional vector $[0, \ldots, 1, \ldots, 0]^{\top}$ where the only non-zero element is in the $s$-th dimension.

Episodic Reinforcement Learning. We first describe the setting for standard episodic RL. A finite-horizon Markov Decision Process (MDP) is a tuple $M=(\mathcal{S}, \mathcal{A}, P, R, H, \mu)$. $\mathcal{S}$ is the finite state space with cardinality $S . \mathcal{A}$ is the finite action space with cardinality $A . P: \mathcal{S} \times \mathcal{A} \rightarrow \Delta(\mathcal{S})$ is the transition operator which takes a state-action pair and returns a distribution over states. For $h=1,2, \ldots, H$, $R_{h}: \mathcal{S} \times \mathcal{A} \rightarrow \Delta(\mathbb{R})$ is the reward distribution with a mean function $r_{h}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} . H \in \mathbb{Z}_{+}$is the planning horizon (episode length). $\mu \in \Delta(\mathcal{S})$ is the initial state distribution. $P, R$ and $\mu$ are unknown. For notational convenience, we use $P_{s, a}$ and $P_{s, a, s^{\prime}}$ to denote $P(\cdot \mid s, a)$ and $P\left(s^{\prime} \mid s, a\right)$ respectively.
A policy $\pi$ chooses an action $a$ based on the current state $s \in \mathcal{S}$ and the time step $h \in[H]$. Formally, we define $\pi=\left\{\pi_{h}\right\}_{h=1}^{H}$ where for each $h \in[H], \pi_{h}: \mathcal{S} \rightarrow \mathcal{A}$ maps a given state to an action. The policy $\pi$ induces a (random) trajectory $\left\{s_{1}, a_{1}, r_{1}, s_{2}, a_{2}, r_{2}, \ldots, s_{H}, a_{H}, r_{H}\right\}$, where $s_{1} \sim \mu, a_{1}=\pi_{1}\left(s_{1}\right), r_{1} \sim R\left(s_{1}, a_{1}\right), s_{2} \sim P\left(\cdot \mid s_{1}, a_{1}\right)$, $a_{2}=\pi_{2}\left(s_{2}\right)$, etc. We use $\mathbb{E}_{\pi, M}[\cdot]$ and $\mathbb{P}_{\pi, M}[\cdot]$ to denote respectively the expectation and probability under policy $\pi$ with respect to the MDP $M$, and omit $M$ when $M$ is clear in the context,
The goal of RL is to find a policy $\pi$ that maximizes the expected total reward, i.e. $\max _{\pi} \mathbb{E}_{\pi}\left[\sum_{h=1}^{H} r_{h}\right]$ where the expectation is over the initial distribution state $\mu$, the transition operator $P$ and the reward distribution $R$.

As for scaling, we make the following assumption about the reward. As we discussed in Section 2 this is a more general assumption than the assumption made in most previous works.

Assumption 2 (Bounded Total Reward). The reward satisfies that $r_{h} \geq 0$ for all $h \in[H]$. Besides, $\sum_{h=1}^{H} r_{h} \leq 1$ almost surely.

Given a policy $\pi$, a level $h \in[H]$ and a state-action pair $(s, a) \in \mathcal{S} \times \mathcal{A}$, the $Q$-function is defined as:

$$
Q_{h}^{\pi}(s, a)=\mathbb{E}_{\pi}\left[\sum_{h^{\prime}=h}^{H} r_{h^{\prime}} \mid s_{h}=s, a_{h}=a\right]
$$

Similarly, given a policy $\pi$, a level $h \in[H]$, the value function of a given state $s \in \mathcal{S}$ is defined as:

$$
V_{h}^{\pi}(s)=\mathbb{E}_{\pi}\left[\sum_{h^{\prime}=h}^{H} r_{h^{\prime}} \mid s_{h}=s,\right]
$$

Then Bellman equation establishes the following identities for policy $\pi$ and $(s, a, h) \in \mathcal{S} \times \mathcal{A} \times[H]$
$Q_{h}^{\pi}(s, a)=r_{h}(s, a)+P_{s, a}^{\top} V_{h+1}^{\pi} \quad V_{h}^{\pi}(s)=\sum_{a} \pi(a \mid s) Q_{h}^{\pi}(s$,
Throughout the paper, we let $V_{H+1}(s)=0$ and $Q_{H+1}(s, a)=0$ for notational simplicity. We use $Q_{h}^{*}$ and $V_{h}^{*}$ to denote the optimal $Q$-function and $V$-function at level $h \in[H]$, which satisfies for any state-action pair $(s, a) \in \mathcal{S} \times \mathcal{A}, Q_{h}^{*}(s, a)=\max _{\pi} Q_{h}^{\pi}(s, a)$ and $V_{h}^{*}(s)=\max _{\pi} V_{h}^{\pi}(s)$.

Dataset A dataset $\mathcal{D}=\left\{\left(s_{h}^{k}, a_{h}^{k}, s_{h+1}^{k}\right)\right\}_{(h, k) \in[H] \times[K]}$ consists of trajectories of $K$ episodes. We also define $\left\{N_{s, a, s^{\prime}}(\mathcal{D})\right\}_{\left(s, a, s^{\prime}\right) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}}$ to be the visitation count and $\left\{P_{s, a, s^{\prime}}(\mathcal{D})=\frac{N_{s, a, s^{\prime}}(\mathcal{D})}{\sum_{\tilde{s}} N_{s, a, \tilde{s}(\mathcal{D})}}\right\}_{\left(s, a, s^{\prime}\right) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}}$ to be the empirical transition probability computed by $\mathcal{D}$, where $P_{s, a, s^{\prime}}(\mathcal{D})$ is defined as $\frac{1}{S}$ if $\sum_{\tilde{s}} N_{s, a, \tilde{s}}(\mathcal{D})=0$. We further define $N_{s, a}(\mathcal{D})=\sum_{\tilde{s}} N_{s, a, \tilde{s}}(\mathcal{D})$ and $P_{s, a}(\mathcal{D})$ be the vector such that the value of its $s^{\prime}$-th dimension is $P_{s, a, s^{\prime}}(\mathcal{D})$ for all $(s, a) \in \mathcal{S} \times \mathcal{A}$. With the notation defined above, we let $N(\mathcal{D})$ and $P(\mathcal{D})$ be respectively the shorthands of $\left\{N_{s, a}(\mathcal{D})\right\}_{(s, a) \in \mathcal{S} \times \mathcal{A}}$ and $\left\{P_{s, a}(\mathcal{D})\right\}_{(s, a) \in \mathcal{S} \times \mathcal{A}}$.

Reward-Free Reinforcement Learning Now we formally describe reward-free RL. Let $\epsilon, \delta \in(0,1)$ be the thresholds of sub-optimality and failure probability. Rewardfree RL consists of two phases. In the exploration phase, the algorithm collects a dataset $\mathcal{D}$ by interacting with the environment without reward information, and in the planning phase, given any reward function $r$ satisfying Assumption2, the agent is asked to output an $\epsilon$-optimal policy with probability at least $1-\delta$. The performance of an algorithm is measured by how many episodes $K$ used in the exploration phase to make sure the planning phase succeeds.

## 4. Technique Overview

The proposed algorithm has two main components: the sampling phase and the planning phase. At a high level, we first propose a sufficient condition (see Condition 2 ) for the agent to use the collect samples to learn an $\epsilon$-optimal policy for any reward function satisfying Assumption 2 , Then we apply a modified version of Rmax (Brafman \& Tennenholtz, 2003) to obtain samples to satisfy Condition 2 in the sampling phase.

### 4.1. Planning Phase

### 4.1.1. A Tight Sufficient Condition

To obtain a near-optimal policy for any given reward function, a sufficient condition is to collect $\bar{N}$ samples for each $(s, a)$ pair, where $\bar{N}$ is some polynomial function of $S, A$ and $1 / \epsilon$. However, some $(s, a)$ pairs might be rarely visited with any policy so it is hard to get enough samples for such pairs. To address this problem, we observe that such stateaction pairs contribute little to the accumulative reward. As athentioned in (Jin et al. 2020), if the maximal expected visit count of $(s, a)$ is $\lambda(s, a)$, then $\bar{N} \lambda(s, a)$ samples of $(s, a)$ is sufficient for us to compute a good policy. Instead of considering each $(s, a)$ pair one by one, we hope to divide the state-action space into a group of disjoint subsets, such that the maximal expect visit count of each subset is proportionally to minimal visit count in this subset. This poses a sufficient condition for the dataset in the plan phase.
Condition 1. Let $K=\left\lfloor\log _{2}(2 H / \epsilon)\right\rfloor$. Given the dataset $\mathcal{D}$, the state-action space $\mathcal{S} \times \mathcal{A}$ could be divided into $K+1$ subsets $\mathcal{S} \times \mathcal{A}=\mathcal{X}_{1} \cup \mathcal{X}_{2} \cup \ldots \cup \mathcal{X}_{K+1}$, such that,
(1) For any $1 \leq i \leq K, N_{s, a}(\mathcal{D}) \geq N_{i}:=4 \cdot \frac{S H \iota}{2^{i} \epsilon^{2}}$ for any $(s, a) \in \mathcal{X}_{i}$;
(2) For each $1 \leq i \leq K+1$, it holds that $\sup _{\pi} \mathbb{E}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]\right] \leq \frac{H}{2^{2}}$.
The following proposition shows this condition is sufficient. The proof of Proposition 1 is postpone to Appendix $D$.
Proposition 1. Suppose Condition 1 holds for the dataset $\mathcal{D}$. Given any reward function $r$ satisfying Assumption 2 with probability $1-4 S^{2} A\left(\log _{2}\left(T_{0} H\right)+2\right) \delta$, QComputing $(P(\mathcal{D}), N(\mathcal{D}), r)$ (see Algorithm ??) returns an $\epsilon$-optimal policy.

In previous work on reward-free exploration (Jin et al., 2020, Kaufmann et al., 2020, Ménard et al. 2020, , sufficient conditions similar to Condition 1 have been proposed to prove efficient reward-free exploration. However, to obtain a dataset satisfying Condition 1, the sample complexity bound is at least polynomial in $H$ in the worst case, which is the main barrier of previous work. We give a simple counter-example to explain why Condition 1 is hard to be satisfied without a poly $(H)$ number of episodes. Suppose there is a state
$\tilde{s}$, such that for any other $(s, a) \in \mathcal{S} \times \mathcal{A} P_{s, a, \tilde{s}}=\epsilon_{1}$, and for any action $a P_{\tilde{s}, a, \tilde{s}}=1$. Direct computation gives that $\lambda(s):=\sum_{a} \lambda(s, a)=\Theta\left(H^{2} \epsilon_{1}\right)$. However, the probability that the agent never visit $\tilde{s}$ in $N$ episodes is at least $\left(1-H \epsilon_{1}\right)^{N} \approx e^{-N H \epsilon_{1}} \approx e^{-\frac{N \lambda(s)}{H}}$. In the case $N \ll H$, the expected visit count in $N$ episodes is $N \lambda(s)$, while the empirical visit count could be 0 with constant probability, which implies the expected visited number and the empirical visit can be very different in the $N=o(H)$ regime.
To address this problem, we observe that in the example above, the probability the agent reaches $\tilde{s}$ is relatively small. If we simply ignore $\tilde{s}$, the regret due to this ignorance is at most $O\left(H \epsilon_{1}\right)=O(\lambda(s) / H)$ instead of original regret bound of $O(\lambda(s))$. This poses our main novel condition to plan for a near-optimal policy given any reward function satisfying Assumption 2. This is one of our key technical contributions.

Condition 2. Recall $K=\left\lfloor\log _{2}(2 H / \epsilon)\right\rfloor$. The stateaction space $\mathcal{S} \times \mathcal{A}$ could be divided into $K+1$ subsets $\mathcal{S} \times \mathcal{A}=\mathcal{X}_{1} \cup \mathcal{X}_{2} \cup \ldots \cup \mathcal{X}_{K+1}$, such that,
(1) $N(s, a) \geq N_{i}=4 \cdot \frac{H(\iota+6 S \ln (S A H / \epsilon))}{2^{i} \epsilon^{2}}$ for any $(s, a) \in$ $\mathcal{X}_{i}$ for $1 \leq i \leq K$;
(2) Recall $Z_{i}=\max \left\{\min \left\{\frac{H}{2^{i} \epsilon}, H\right\}, 1\right\}$ for each $1 \leq i \leq$ $K+1$. For each $1 \leq i \leq K+1$, it holds that
$\sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]>Z_{i}\right] \leq \epsilon$ and $\sup _{\pi} \mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right] \leq \frac{H}{2^{i}}$.

Under Condition 2, the state-action space are divided into $K+1$ subsets according to their visit counts. For the stateaction pairs with visit counts in $\left[N_{i}, N_{i-1}\right)$, different with the second requirement in Condition 1 we require that the maximal truncated expected visit count is strictly bounded proportionally to their visit counts. Let $\mathcal{E}_{i}$ be the set of trajectories satisfying that $\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]>Z_{i}$. We also requires that the probability of $\mathcal{E}_{i}$ is no larger than $\epsilon$ for any policy. In fact, we directly pay loss of $\sup _{\pi} \mathbb{P}_{\pi}\left[\mathcal{E}_{i}\right]$ due to ignoring $\mathcal{E}_{i}$ when computing the value function. On the other hand, $Z_{i}$ is far less than $H$ when $i$ is relatively large, which enables us to collect samples to satisfy Condition 2

The selection of $Z_{i}$ is quite non-trivial. On one hand, we need $Z_{i}$ large enough so that it is possible to ensure $\sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]\right]$ no larger than $\epsilon$ (for example, by choosing $Z_{i}=H+1$, we can easily make this probability 0 ), and on the other hand, we need $Z_{i}$ small enough to get rid of polynomial dependence on $H$. One possible solution is to set $Z_{i}$ to scale linear as the maximal expected visit count of $\mathcal{X}_{i}$, which plays a crucial role in the analysis.

### 4.1.2. Planning using an Auxiliary MDP

Suppose Condition 2 holds for some dataset $\mathcal{D}$ with the partition $\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}$. Because we only require the truncated maximal expected visit is properly bounded in Condition 2] standard planning method cannot work trivially. The main difficulty here is that, to apply the bounds of $\sup _{\pi} \mathbb{E}_{\pi}\left[\max \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right]$ and $\sup _{\pi} \mathbb{P}_{\pi}\left[\mathcal{E}_{i}\right]$, we should set the reward 0 if $\mathcal{X}_{i}$ has been visited for more than $Z_{i}$ times in an episode. A naive solution is to encode the visit counts of $\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}$ into the state space. However, in this approach, the size of the new state space is exponential in $S$, which leads to exponential computational cost. Due to the reason above, to our best of knowledge, no existing algorithms can direct learn such a truncated MDP.
To address this problem, we consider an auxiliary MDP $\mathcal{M}^{\dagger}=\left\langle\mathcal{S} \cup s_{\text {end }}, \mathcal{A}, r^{\dagger}, \hat{P}^{\dagger}, \mu^{\dagger}\right\rangle$. Here $s_{\text {end }}$ is an additional absorbing state. The reward function $r^{\dagger}$ is the same as $r$ except for an additional column 0 for $s_{\text {end }}$, and the transition probability $\hat{P}^{\dagger}$ is given by $P_{s, a}^{\dagger}=\left(1-\frac{1}{Z_{i}}\right) \hat{P}_{s, a}+$ $\frac{1}{Z_{i}} \mathbf{1}_{s_{\text {end }}}$ for any $(s, a) \in \mathcal{X}_{i}$ and $\hat{P}_{s_{\text {end }}, a}=\mathbf{1}_{s_{\text {end }}}$ for any $a$. In words, we add an absorbing state to the original MDP, such that the agent would fall into $s_{\text {end }}$ if it visit $\mathcal{X}_{i}$ for $Z_{i}$ times in expectation for some $1 \leq i \leq K+1$. Instead of learning the truncated MDP, we consider a soft-truncated MDP, which exponentially reduces computational cost. For more details, we refer the readers to Section 5.2

### 4.2. Sampling Phase

Having identified the sufficient condition, we need to design an algorithm to collect a set of samples that satisfy this condition.
We make the partition $\mathcal{S} \times \mathcal{A}=\cup_{i=1}^{K+1} \mathcal{X}_{i}$ by specifying $\mathcal{X}_{i}$ for $i=1,2, \ldots, K+1$ one by one. We divide the learning process into $K$ stages. Take the first stage as an example. At the beginning of the first stage, we assign reward 1 to all $(s, a) \in \mathcal{S} \times \mathcal{A}$, and proceeds to learn with this reward. Like RmAx, whenever the visit count of some $(s, a)$ pair is equal to or larger than $N_{1}$, we say this $(s, a)$ is known and set $r(s, a)=0$. We will discuss the problem of regret minimization for this MDP with time-varying reward function later and simply assume the regret is properly bounded. Defining $\mathcal{X}_{1}$ be the set of known state-action pairs after the first stage, the statements in Condition 2 holds trivially. Beside, the length of each stage is properly designed. Combining this with the bound of regret, we show that the maximal expected visit count of the unknown state-action pairs is properly bounded. Because $\mathcal{X}_{2} \subset\left(\mathcal{X}_{1}\right)^{C}$, we learn that the second part in the second statement in Condition 2 holds for $\mathcal{X}_{2}$. We then continue to learn the second subset
$\mathcal{X}_{2}$ and so on.
Note that in arguments above, we do not introduce $Z_{i}$ because $Z_{i}=H$ for the beginning stages by definition. In the case $Z_{i}<H$, there are two major problems.

The regret minimization algorithm Most regret minimization algorithms such (Azar et al. 2017, Zanette \& Brunskill, 2019) works in the regime $Z_{i}=H$, where no truncation occurs. However, in the case $Z_{i} \ll H$, the regret bounds by these algorithms depends on $H$ polynomially. To address this problem, we constructed an expanded MDP with truncated cumulative reward (see definition in Section 5.1 ), where the $Q$-function is strictly bounded by $Z_{i}$. In this way, we obtain desired regret bounds. We would like to mention that our algorithm is somewhat similar to recent work (Zhang et al. 2020b) which addresses the regret minimization problem with a total-bounded reward function. More precisely, after re-scaling, the reward function in our regret minimization problem is also total bounded by 1 and each single reward is bounded by $1 / Z_{i}$. Although the reward function might vary in different episodes, we can provide efficient regret bounds in a similar way to the analysis in (Zhang et al. 2020b).

Bound of $\mathbb{P}\left[\mathcal{E}_{i+1}\right]$ Recall that $\mathcal{E}_{i}$ is the set of trajectories satisfying that $\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]>Z_{i}$. Define $\mathcal{Y}_{i+1}=(\mathcal{S} \times \mathcal{A}) /\left(\mathcal{X}_{1} \cup \ldots \cup \mathcal{X}_{i}\right)$ for $i \geq 1$ and $\mathcal{Y}_{1}=\mathcal{S} \times \mathcal{A}$. It is clear that $\mathcal{W}_{i}$ is decreasing in i. By the upper bound of regret (see Lemma 3), we show that the maximal truncated expected visit count $\sup _{\pi} \mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i}\right], Z_{i}\right\}\right]$ is properly bounded. Noting that $Z_{i+1} \leq Z_{i}$, we have that

$$
\begin{align*}
\mathbb{P} & {\left[\mathcal{E}_{i+1}\right] \leq \sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right]>Z_{i+1}\right] } \\
\leq & \sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right]>Z_{i}\right] \\
& +\frac{1}{Z_{i+1}} \sup _{\pi} \mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right], Z_{i}\right\}\right] \\
\leq & \sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i}\right]>Z_{i}\right] \\
& +\frac{1}{Z_{i+1}} \sup _{\pi} \mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right], Z_{i}\right\}\right] . \tag{1}
\end{align*}
$$

By properly choosing the value of $Z_{i}$, we show that the second term in RHS of (1) could be bounded by $O(\epsilon)$. Then by induction, we show that $\mathbb{P}\left[\mathcal{E}_{i+1}\right] \leq K \epsilon$. Noting that $K=\left\lfloor\log _{2}(2 H / \epsilon)\right\rfloor$ is a logarithmic term, we can bound the probability of $\mathbb{P}\left[\mathcal{E}_{i+1}\right]$ properly.

Algorithm 1 MAIN Algorithm: Staged SAMPLING + Truncated Planning
$\left(\mathcal{D},\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}\right) \leftarrow$ Staged Sampling (Algorithm 2 );
Given any reward function $r$ satisfying Assumption2, return $\pi \leftarrow$ Truncated Planning $\left(\mathcal{D},\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}, r\right)$ (Algorithm 3).

Following the arguments above, we set the number of episodes in each stage to be $T_{0}:=C_{1} \frac{S A(\iota+S) l}{\epsilon^{2}}$ where $C_{1}$ is some large enough constant and $l$ is a poly-logarithmic term in $(S, A, H, 1 / \epsilon)$. At the beginning of an episode in the $i$-th stage, we assign reward 1 to a state-action pair if its visit number is less than $N_{i}$ and otherwise 0 . We then apply Algorithm 4 to minimize regret in each stage, and finally obtain $\mathcal{X}_{1}, \mathcal{X}_{2}, \ldots, \mathcal{X}_{K+1}$.

For more technical details, we refer the reader to Section 5.1 and 5.2 .

## 5. Proof of Theorem 1

Similar as in Section 4, our proof consists of two parts, one for the sampling phase and another for the planning phase. We propose the main lemmas for these two parts respectively.
Lemma 1. By running Algorithm 2 with probability 1 $K\left(2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right)+4 S^{2} A\left(\log _{2}(H)+2\right)\right) \delta$, we can collect a dataset $\mathcal{D}$ and obtain the partition $\left\{X_{i}\right\}_{i=1}^{K+1}$ such that Condition 2 holds for the collected dataset $\mathcal{D}$ with the partition $\left\{X_{i}\right\}_{i=1}^{K+1}$. Besides, we consumes at most $K T_{0}=\tilde{O}\left(\frac{S A(\iota+\bar{S})}{\epsilon^{2}}\right)$ episodes to run Algorithm 2
Lemma 2. Assuming Condition 2 holds for the collected dataset $\mathcal{D}$ with partition $\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}$, with probability $1-$ $4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right) \delta$, Algorithm 3 can compute an $\epsilon$-optimal policy using these samples for any reward function $r$ satisfying Assumption 2 .

Theorem 1 follows by combining Lemma 1 with Lemma 2 and replacing $\delta$ by $\operatorname{poly}(S, A, 1 / \epsilon, \log (H)) \delta$. The rest part of this section is devoted to the proofs of Lemma 1 and Lemma 2

### 5.1. Sampling Phase: Proof of Lemma 1

As mentioned in Section 4, we aim to collect samples such that Condition 2 holds. Our algorithm proceeds in $K+1$ stages, where each stage consists of $T_{0}$ episodes. Therefore, at most $K T_{0}=\tilde{O}\left(\frac{S A(\iota+S)}{\epsilon^{2}}\right)$ episodes are needed to run Algorithm 2, In an episode, saying the $k$-th episode in the $i$-th stage, we define $\mathcal{Y}^{k}=\left\{(s, a) \mid N^{k}(s, a)<N_{i}\right\}$ to be the set of unknown state-action pairs. In particular, we define $\mathcal{Y}_{i}:=\mathcal{Y}^{\bar{k}}(i)$ where $\bar{k}(i)$ is the first episode in

```
Algorithm 2 Staged SAMPLING
    Initialize: \(\mathcal{D} \leftarrow \emptyset, \mathcal{Y}_{1} \leftarrow \mathcal{S} \times \mathcal{A}\)
    for \(i=1,2, \ldots, K\) do
        \(\left(D_{i}, \mathcal{Y}_{i+1}\right) \leftarrow \operatorname{TRVRL}\left(i, \mathcal{Y}_{i}\right) ;\)
        \(\mathcal{D} \leftarrow \mathcal{D} \cup \mathcal{D}_{i} ;\)
        \(\mathcal{X}_{i} \leftarrow \mathcal{Y}_{i} / \mathcal{Y}_{i+1}\)
    end for
    \(\mathcal{X}_{K+1} \leftarrow \mathcal{Y}_{K+1} ;\)
    Return \(\left(\mathcal{D},\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}\right)\).
```

the $i$-th stage. Note that $\mathcal{X}_{i}$ is defined as $\mathcal{Y}_{i} / \mathcal{Y}_{i+1}$ and $\mathcal{Y}_{1}=\mathcal{S} \times \mathcal{A}$, which means $\mathcal{Y}_{i+1}=\mathcal{Y}_{1} /\left(\mathcal{X}_{1} \cup \ldots \cup \mathcal{X}_{i}\right)=$ $(\mathcal{S} \times \mathcal{A}) /\left(\mathcal{X}_{1} \cup \ldots \cup \mathcal{X}_{i}\right)$. So we have that $\mathcal{W}_{i}=\mathcal{Y}_{i}$ for $i \geq 1$.

To learn the unknown state-action pairs, we adopt the idea of Rmax by setting reward function to be $r(s, a)=$ $\mathbb{I}\left[(s, a) \in \mathcal{Y}^{k}\right]$. However, by the definition of Condition 2 , it suffices to assign reward 1 to the first $Z_{i}$ visits to $\mathcal{Y}_{i}$. So it corresponds to learn a policy to maximize

$$
\mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}^{k}\right], Z_{i}\right\}\right]
$$

To address this learning problem, we consider an expanded $\operatorname{MDP} \mathcal{M}^{k}=\left\langle\mathcal{S}^{k}, \mathcal{A}^{k}, P^{k}, r^{k}, \mu^{k}\right\rangle$, where
$\mathcal{S}^{k}=\mathcal{S} \times\left[Z_{i}+1\right] ;$
$\mathcal{A}^{k}=\mathcal{A}$;
$r^{k}(s, z, a)=\mathbb{I}\left[(s, a) \in \mathcal{Y}^{k}, z \leq Z_{i}\right], \forall(s, z, a) \in \mathcal{S}^{k} \times \mathcal{A}^{k} ;$
$P^{k}\left(s^{\prime}, z^{\prime} \mid s, z, a\right)=P\left(s^{\prime} \mid s, a\right) \cdot\left(\mathbb{I}\left[z^{\prime}=z+1 \cap(s, a) \in \mathcal{Y}^{k}\right]\right.$
$\left.+\mathbb{I}\left[z^{\prime}=z \cap(s, a) \notin \mathcal{Y}^{k}\right]\right), \forall(s, a) \in \mathcal{S} \times \mathcal{A}, z \in\left[Z_{i}\right] ;$
$P^{k}\left(s^{\prime}, Z_{i}+1 \mid s, Z_{i}+1, a\right)=P\left(s^{\prime} \mid s, a\right), \forall(s, a) \in \mathcal{S} \times \mathcal{A} ;$
$\mu^{k}(s, z)=\mu(s) \mathbb{I}[z=1]$.
Roughly speaking, a state in $\mathcal{M}^{k}$ not only represent its position in $\mathcal{S}$, but also records the reward the agent has collected in current episode. We then define the pseudo regret in the $i$-th stage as:

$$
R_{i}:=\sum_{k \text { in stage } i}\left(\sup _{\pi} \mathbb{E}_{\pi}\left[\sum_{h=1}^{H} r_{h}^{k}\right]-\sum_{h=1}^{H} r_{h}^{k}\right)
$$

where $r_{h}^{k}$ is a shorthand of $r^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right)$. We show that $R_{i}$ could be bounded properly in a similar way to Zhang et al. 2020b).
Lemma 3. For any $1 \leq i \leq K$, by running Algorithm 4 with input $i$, with probability 1 $\left(2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right)+4 S A\left(\log _{2}\left(Z_{i}\right)+2\right)\right) \delta$,
$R_{i}$ is bounded by

$$
\begin{equation*}
\tilde{O}\left(Z_{i} \sqrt{S A T_{0}(S+\iota)}+Z_{i} S A(S+\iota)\right) \tag{2}
\end{equation*}
$$

Algorithm 4 and the proof of Lemma 3 is postponed to Appendix B due to limitation of space.
Let $i$ be fixed. Recall that $\bar{k}_{i}$ is the first episode in the $i$-th stage. We define $u_{k}=\sup _{\pi} \mathbb{E}_{\pi}\left[\sum_{h=1}^{H} r_{h}^{k}\right], \bar{u}^{i}=u_{\bar{k}(i)}$ and $\underline{u}^{i}=u_{\underline{k}(i)}$ where $\underline{k}(i)$ is the index of the last episode in the $i$-th stage. Because $r^{k}$ is non-increasing in $k, \mu^{k}$ is also non-increasing in $k$. If $\underline{u}^{i}>\frac{H}{2^{i}}$, then by Lemma 3 and the definition of $T_{0}$ we have that there exists a constant $C_{2}$ and a poly-logarithmic factor $l_{2}$ in $(S, A, H, 1 / \epsilon)$ such that

$$
\begin{aligned}
& T_{0} \underline{u}_{i}-\sum_{k \text { in stage }} \sum_{h=1}^{H} r_{h}^{k} \\
& \leq C_{2} l_{2}\left(Z_{i} \sqrt{S A T_{0}(S+\iota)}+Z_{i} S A(S+\iota)\right)
\end{aligned}
$$

By choosing $C_{1} l_{1} \geq 8 C_{2} l_{2}$, we have that

$$
\begin{align*}
& \sum_{k \text { in stage } i} \sum_{h=1}^{H} r_{h}^{k} \\
\geq & T_{0} \underline{u}_{i}-C_{2} l_{2}\left(Z_{i} \sqrt{S A T_{0}(S+\iota)}+Z_{i} S A(S+\iota)\right) \\
\geq & \frac{C_{1} l_{1}}{2} \frac{S A H(\iota+6 S \ln (S A H / \epsilon))}{2^{i} \epsilon^{2}} \\
> & \frac{C_{1}}{8} S A N_{i} \tag{3}
\end{align*}
$$

By choosing $C_{1} \geq 16$, we learn that $\sum_{k \text { in stage } i} \sum_{h=1}^{H} r_{h}^{k}>$ $2 S A N_{i}$. On the other hand, each $(s, a)$ could provide at most $N_{i}$ rewards in the $i$-th stage, which implies that $\sum_{k \text { in stage } i} \sum_{h=1}^{H} r_{h}^{k} \leq 2 S A N_{i}$. This leads to a contradiction. We then have that $\underline{u}_{i} \leq \frac{H}{2^{i}}$.

Again because the reward function is non-increasing in $k$, we have that

$$
\begin{equation*}
\bar{u}_{i+1} \leq \underline{u}_{i} \leq \frac{H}{2^{i}} \tag{4}
\end{equation*}
$$

Define $p_{i}=\sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i}\right]>Z_{i}\right]$. Then we have that

$$
\begin{aligned}
p_{i+1} \leq & \sup _{\pi} \mathbb{P}_{\pi}\left[Z_{i+1}<\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right] \leq Z_{i}\right] \\
& +\sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i+1}\right]>Z_{i}\right] \\
\leq & \mathbb{I}\left[2^{i+1} \epsilon \geq 1\right] \frac{\underline{u}_{i}}{Z_{i+1}}+p_{i} \\
\leq & \epsilon+p_{i}
\end{aligned}
$$

By induction, we can obtain that $p_{i} \leq i \epsilon \leq(K+1) \epsilon$ and $\sum_{i=1}^{K} p_{i} \leq(K+1)^{2} \epsilon$. We claim that Condition 2 holds by defining $\mathcal{X}_{i}=\mathcal{Y}_{i} / \mathcal{Y}_{i+1}$ for $1 \leq i \leq K$ and $\mathcal{X}_{K+1}=\mathcal{Y}_{K+1}$.
(1) By the definition of $\mathcal{Y}_{i+1}$, we learn that for any $(s, a) \in$ $\mathcal{X}_{i}, N(s, a) \geq 2 N_{i+1} \geq N_{i}$.
(2) By the arguments above, we have that for each $1 \leq i \leq$ $K+1$.

$$
\begin{aligned}
& \sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]>Z_{i}\right] \\
& \leq \sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{Y}_{i}\right]>Z_{i}\right]=p_{i} \leq(K+1) \epsilon
\end{aligned}
$$

and

$$
\begin{aligned}
& \sup _{\pi} \mathbb{E}_{\pi}\left[\max \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right] \\
& \leq \bar{u}_{i} \leq \underline{u}_{i-1} \leq \frac{H}{2^{i-1}}
\end{aligned}
$$

Noting that there are exactly $K$ stages and each stage consists of $T_{0}=C_{1} l_{1} \frac{S A(\iota+6 S \ln (S A H / \epsilon)) \log _{2}(H)}{\epsilon^{2}}$ episodes, we prove that we can collect a dataset satisfying Condition 2 within

$$
K T_{0}=\tilde{O}\left(\frac{S A(S+\ln (1 / \delta))}{\epsilon^{2}}\right)
$$

episodes.

### 5.2. Planning Phase: Proof of Lemma 2

Suppose we have a dataset $\mathcal{D}$ satisfying Condition 2 with partition $\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}$. Let $\hat{P}_{s, a}$ and $N(s, a)$ be the shorthand of $P_{s, a}(\mathcal{D})$ and $N_{(s, a)(\mathcal{D})}$ respectively. Denote the empirical transition and visit count of $(s, a)$ as $\hat{P}_{s, a}$ and $N(s, a)$ respectively.

As mentioned in Section4, we consider the reward-free auxiliary MDP $\mathcal{M}^{\dagger}=\left\langle\mathcal{S} \cup\left\{s_{\text {end }}\right\}, \mathcal{A}, P^{\dagger}, \mu\right\rangle$. The transition function $P_{s, a}^{\dagger}=\left(1-\frac{1}{Z_{i}}\right) P_{s, a}+\frac{1}{Z_{i}} \mathbf{1}_{s_{\text {end }}}$ for all $(s, a) \in \mathcal{X}_{i}$ and $P_{s_{\text {end }}, a}^{\dagger}=\mathbf{1}_{s_{\text {end }}}$ for any $a$. We first show that for any policy, the value function of $\mathcal{M}^{\dagger}$ is $\widetilde{O}(\epsilon)$-closed to that of $\mathcal{M}$.

Lemma 4. For any policy $\pi$ and reward function $r$ satisfying Assumption 2 and $r_{s_{\text {end }}}=0$, define $V_{1}^{\pi}$ and $V_{1}^{\dagger \pi}$ be the value function under $\mathcal{M}$ and $\mathcal{M}^{\dagger}$ with $\pi$ respectively. We then have

$$
V_{1}^{\dagger \pi} \leq V_{1}^{\pi} \leq V_{1}^{\dagger \pi}+4(K+1)^{2} \epsilon
$$

Instead of learning $\mathcal{M}$, we aim to learn $\mathcal{M}^{\dagger}$. Let $\hat{P}_{s, a}$ be the empirical transition computed by the collected samples. As described in Algorithm 3, for each $1 \leq i \leq K+1$, we

```
Algorithm 3 Truncated Planning
    Input: The partition \(\left\{\mathcal{X}_{i}\right\}_{i=1}^{K+1}\); the dataset \(\mathcal{D}\); the re-
    ward function \(r\).
    Initialize: \(r\left(s_{\text {end }}, a\right) \leftarrow 0 ; P\left(\cdot \mid s_{\text {end }}, a\right) \leftarrow \mathbf{1}_{s_{\text {end }}}\)
    for all \(a \in \mathcal{A} ; \hat{P} \leftarrow\left\{P_{s, a}(\mathcal{D})\right\}_{(s, a) \in \mathcal{S} \times \mathcal{A}} ; N \leftarrow\)
    \(\left\{N_{s, a}(\mathcal{D})\right\}_{(s, a) \in \mathcal{S} \times \mathcal{A}}\);
    for \(i=1,2, \ldots, K+1\) do
        \(\hat{P}_{s, a}^{\dagger} \leftarrow\left(1-\frac{1}{Z_{i}}\right) \hat{P}_{s, a}+\frac{1}{Z_{i}} \mathbf{1}_{s_{\text {end }}}\) for any \((s, a) \in \mathcal{X}_{i} ;\)
    end for
    for \((s, a, h) \in \mathcal{S} \times \mathcal{A} \times[H]\) do
        \(Q_{h}(s, a) \leftarrow 1 ;\)
    end for
    for \((a, h) \in \mathcal{A} \times \mathcal{H}\) do
        \(Q_{h}\left(s_{\text {end }}, a\right) \leftarrow 0 ;\)
    end for
    for \(h=H, H-1, \ldots, 1\) do
        for \((s, a) \in \mathcal{S} \times \mathcal{A}\) do
            \(b_{h}(s, a) \leftarrow 2 \sqrt{\frac{\mathbb{V}\left(\hat{P}_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{29 \iota_{1}}{3 N(s, a)} ;\)
            \(Q_{h}(s, a) \leftarrow \min \left\{r(s, a)+\hat{P}_{s, a}^{\dagger} V_{h+1}+b_{h}(s, a), 1\right\} ;\)
\[
\begin{equation*}
V_{h}(s) \leftarrow \max _{a} Q_{h}(s, a) \tag{6}
\end{equation*}
\]
        end for
    end for
    \(\pi_{h}(s) \leftarrow \arg \max _{a} Q_{h}(s, a), \forall s, h ;\)
    Return \(\pi\).
```

define $\hat{P}_{s, a}^{\dagger}=\left(1-\frac{1}{Z_{i}}\right) \hat{P}_{s, a}+\frac{1}{Z_{i}} \mathbf{1}_{s_{\text {end }}}$ for $(s, a)$ in $\mathcal{X}_{i}$ and then update backward the $Q$-function and value function in an optimistic way. The final output policy $\pi$ is induced by the $Q$-function above. We first verify the $Q$-function is optimistic, i.e.,
Lemma 5. With probability $1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+\right.$ 2) $\delta, Q_{h}(s, a) \geq Q_{h}^{\dagger *}(s, a)$ for any $(s, a, h)$.

Without loss of generality, we assume $\mu=\mathbf{1}_{s_{1}}$. Now we bound the gap $V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right)$. Let $\epsilon_{1}=$ $\min \left\{\frac{\iota}{T_{0} H}, \frac{\iota^{2}}{T_{0}^{2} H^{3}}\right\} \leq 1, \delta_{1}=\delta \epsilon_{1}^{S}$ and $\iota_{1}=\ln \left(1 / \delta_{1}\right) \leq$ $\iota S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right)$.
Lemma 6. With probability $1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+\right.$ 2) $\delta$, it holds that

$$
\begin{aligned}
V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) & \leq V_{1}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \\
& \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)
\end{aligned}
$$

where $w_{h}(s, a, \pi):=\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\mathbb{I}\left[\left(s_{h}, a_{h}\right)=(s, a)\right]\right]$ and
$\beta_{h}(s, a):=\min \left\{6 \sqrt{\frac{\mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{12 \iota_{1}}{N(s, a)}, 1\right\}$.
Define $\omega_{i}^{\dagger}(\pi)=\sum_{(s, a) \in \mathcal{X}_{i}} \sum_{h} w_{h}(s, a, \pi)$ for $1 \leq i \leq$ $K+1$.
Lemma 7. $w_{i}^{\dagger}(\pi) \leq O\left(\frac{H K}{2^{i}}\right)$ for $1 \leq i \leq K$.
By Lemma 7 , we further have

## Lemma 8.

$$
\begin{aligned}
& \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \\
& \leq O\left(K \epsilon \sqrt{2+2 \sum_{s, a, h} \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)}+K^{2} \epsilon^{2}\right)
\end{aligned}
$$

By Lemma 6 and solving the inequality
$x \leq O\left(K \epsilon \sqrt{2+2 x}+K^{2} \epsilon^{2}\right)$, we learn that

$$
\begin{aligned}
& V_{1}^{\dagger *}\left(s_{1}\right)-V_{1}^{\dagger \pi}\left(s_{1}\right) \\
& \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \leq O\left(K \epsilon+K^{2} \epsilon^{2}\right)
\end{aligned}
$$

Recall that by Lemma 4 , we have $\left|V_{1}^{\pi}\left(s_{1}\right)-V_{1}^{\dagger \pi}\left(s_{1}\right)\right| \leq$ $O\left((K+1)^{2} \epsilon\right)$ and $\left|V_{1}^{\dagger *}\left(s_{1}\right)-V_{1}^{*}\left(s_{1}\right)\right| \leq O\left((K+1)^{2} \epsilon\right)$. We then finally conclude that
$V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \leq O\left(K^{2} \epsilon\right)$.
Since $K \leq \log _{2}(2 H / \epsilon)$, we finish the proof by rescaling $\epsilon$.

## 6. Discussions on Non-Stationary Episodic MDP

We claim that SSTP could provide a reward-free sample complexity of $\tilde{O}\left(\frac{S A H}{\epsilon^{2}}\left(\log \left(\frac{1}{\delta}\right)+S\right)\right)$ with a slight modification. Because the analysis for the non-stationary episodic MDP is very similar to previous analysis, we only point out the major differences between the proofs and omit the details. We also follow previous notations.

Planning phase Let $N_{h}(s, a)$ denote the count of $(s, a, h)$ in the dataset. For non-stationary episodic MDP, we propose a sufficient condition for the dataset to plan for a nearoptimal policy given any reward function as follows.
Condition 3. Recall $K=\left\lfloor\log _{2}(2 H / \epsilon)\right\rfloor . \mathcal{S} \times \mathcal{A} \times[H]$ could be divided into $K+1$ subsets $\mathcal{S} \times \mathcal{A} \times[H]=$ $\mathcal{X}_{1} \cup \mathcal{X}_{2} \cup \ldots \cup \mathcal{X}_{K+1}$, such that,
(1) $N_{h}(s, a) \geq N_{i}=4 \cdot \frac{H(\iota+6 S \ln (S A H / \epsilon))}{2^{i} \epsilon^{2}}$ for any $(s, a, h) \in \mathcal{X}_{i}$ for $1 \leq i \leq K$;
(2) Recall $Z_{i}=\max \left\{\min \left\{\frac{H}{2^{i} \epsilon}, H\right\}, 1\right\}$ for each $1 \leq i \leq$ $K+1$. For each $1 \leq i \leq K+1$, it holds that $\sup _{\pi} \mathbb{P}_{\pi}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}, h\right) \in \mathcal{X}_{i}\right]>Z_{i}\right] \leq \epsilon$ and $\sup _{\pi} \mathbb{E}_{\pi}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}, h\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right] \leq \frac{H}{2^{i}}$.

Because the transition model at different layer could be different, instead of the requirement on $N(s, a)$, we ask $N_{h}(s, a) \geq N_{i}$ for $(s, a, h) \in \mathcal{X}_{i}$. Following the arguments in the proof of Lemma 2 we can show that with Condition3. we can compute an $\epsilon$-optimal policy for any reward function satisfying Assumption 2 .

Sampling phase To learn a dataset satisfying Condition 3 in a similar way as Algorithm 4, we invoke TRVRL to learn $\mathcal{Y}_{i}$ for $1 \leq i \leq K+1$. The major difference is that $H T_{0}$ episodes are required for each stage. In this way, following the proof of Lemma3, we have that the regret in the $i$-th stage is bounded by

$$
\begin{equation*}
\tilde{O}\left(Z_{i} \sqrt{S A H^{2} T_{0}(S+\iota)}+Z_{i} S A H(S+\iota)\right) \tag{7}
\end{equation*}
$$

Compared to Lemma 3) we note that the bound in (7) has two additional $\sqrt{H}$ factors. The first $\sqrt{H}$ factor is because the length is multiplied by $H$ and the second is due to the structure of non-stationary episodic MDP. By (7), we can further ensure that $\underline{u}_{i} \leq \frac{H}{2^{i}}$ by noting that when $\underline{u}_{i}>\frac{H}{2^{i}}$,

$$
\begin{equation*}
\sum_{k \text { in stage } i} \sum_{h=1}^{H} r_{h}^{k} \geq \frac{C_{1}}{8} S A H N_{i} \tag{8}
\end{equation*}
$$

which contradicts to the fact that $\sum_{k \text { in stage } i} \sum_{h=1}^{H} r_{h}^{k} \leq$ $2 S A H N_{i}$ (because each $(s, a, h)$ could be visited for at $\operatorname{most} N_{i}$ times).

Lower bound The current best lower bound is $\Omega\left(\frac{S A}{\varepsilon^{2}}(H+\right.$ $S+\log \left(\frac{1}{\delta}\right)$ ) by the lower bounds in (Jin et al. 2020) and (Zhang et al., 2020c). It remains an open problem whether the $O\left(\frac{S A H}{\epsilon^{2}}\left(S+\log \left(\frac{1}{\delta}\right)\right)\right)$ upper bound is tight.

## 7. Conclusion

We give a new algorithm, SSTP, which enjoys a near-optimal sample complexity for reward-free RL. Importantly, we show the sample complexity only depends logarithmically on the planning horizon. Our algorithm relies on three new technical ideas: 1) A new sufficient condition for the dataset to plan for an $\epsilon$-suboptimal policy ; 2) A new way to plan efficiently under the proposed condition using soft-truncated planning; 3) Constructing extended MDP to maximize the truncated accumulative rewards efficiently. In this way, we can divide the state-action space into different groups according to their maximal possible frequencies, which is especially suited for RL with growing batches.
Another important future direction is to generalize our algorithm to RL with function approximation. For example, can we obtain a near-optimal sample complexity for reward-free RL with linear function approximation (Wang et al., 2020b, Zanette et al., 2020)?
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Organization In Appendix A, we present some basic technical lemmas. In Appendix Band we give the missing proofs in Section 5. The left missing proofs are presented in Appendix D

## A. Technical Lemmas

Lemma 9 (Bennet's Inequality). Let $Z, Z_{1}, \ldots, Z_{n}$ be i.i.d. random variables with values in $[0,1]$ and let $\delta>0$. Define $\mathbb{V} Z=\mathbb{E}\left[(Z-\mathbb{E} Z)^{2}\right]$. Then we have

$$
\mathbb{P}\left[\left|\mathbb{E}[Z]-\frac{1}{n} \sum_{i=1}^{n} Z_{i}\right|>\sqrt{\frac{2 \mathbb{V} Z \ln (2 / \delta)}{n}}+\frac{\ln (2 / \delta)}{n}\right] \leq \delta
$$

Lemma 10 (Theorem 4 in (Maurer \& Pontil, 2009) ). Let $Z, Z_{1}, \ldots, Z_{n}(n \geq 2)$ be i.i.d. random variables with values in $[0,1]$ and let $\delta>0$. Define $\bar{Z}=\frac{1}{n} \sum_{i=1}^{n} Z_{i}$ and $V_{n}=\frac{1}{n} \sum_{i=1}^{n}\left(Z_{i}-\bar{Z}\right)^{2}$. Then we have

$$
\mathbb{P}\left[\left|\mathbb{E}[Z]-\frac{1}{n} \sum_{i=1}^{n} Z_{i}\right|>\sqrt{\frac{2 \hat{V}_{n} \ln (2 / \delta)}{n-1}}+\frac{7 \ln (2 / \delta)}{3(n-1)}\right] \leq \delta
$$

Lemma 11 (Lemma 10 in (Zhang et al. 2020d)). Let $\left(M_{n}\right)_{n \geq 0}$ be a martingale such that $M_{0}=0$ and $\left|M_{n}-M_{n-1}\right| \leq c$ for some $c>0$ and any $n \geq 1$. Let $\operatorname{Var}_{n}=\sum_{k=1}^{n} \mathbb{E}\left[\left(M_{k}-M_{k-1}\right)^{2} \mid \mathcal{F}_{k-1}\right]$ for $n \geq 0$, where $\mathcal{F}_{k}=\sigma\left(M_{1}, \ldots, M_{k}\right)$. Then for any positive integer $n$, and any $\epsilon, \delta>0$, we have that

$$
\mathbb{P}\left[\left|M_{n}\right| \geq 2 \sqrt{2} \sqrt{\operatorname{Var}_{n} \ln (1 / \delta)}+2 \sqrt{\epsilon \ln (1 / \delta)}+2 c \ln (1 / \delta)\right] \leq 2\left(\log _{2}\left(\frac{n c^{2}}{\epsilon}\right)+1\right) \delta
$$

Lemma 12 (Lemma 11 in (Zhang et al., 2020b)). Let $\lambda_{1}, \lambda_{2}, \lambda_{4} \geq 0, \lambda_{3} \geq 1$ and $i^{\prime}=\log _{2}\left(\lambda_{1}\right)$. Let $a_{1}, a_{2}, \ldots, a_{i^{\prime}}$ be non-negative reals such that $a_{i} \leq \lambda_{1}$ and $a_{i} \leq \lambda_{2} \sqrt{a_{i+1}+2^{i+1} \lambda_{3}}+\lambda_{4}$ for any $1 \leq i \leq i^{\prime}$. Then we have that $a_{1} \leq \max \left\{\left(\lambda_{2}+\sqrt{\lambda_{2}^{2}+\lambda_{4}}\right)^{2}, \lambda_{2} \sqrt{8 \lambda_{3}}+\lambda_{4}\right\}$.

## B. Miss Algorithms and Proofs in Section 5.1

## B.1. Proof of Lemma 3

Lemma 3 (Restate)For any $1 \leq i \leq K$, by running Algorithm 4 with input $i$, with probability $1-2\left(\log _{2}\left(T_{0} H\right)+\right.$ 1) $\log _{2}\left(T_{0} H\right) \delta-4 S A\left(\log _{2}\left(Z_{i}\right)+2\right) H \delta, R_{i}$ is bounded by

$$
\begin{equation*}
\tilde{O}\left(Z_{i} \sqrt{S A T_{0}(S+\iota)}+Z_{i} S A(S+\iota)\right) \tag{11}
\end{equation*}
$$

We will prove that with probability $1-2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right) \delta-4 S A\left(\log _{2}\left(Z_{i}\right)+2\right) H \delta, R_{i}$ is bounded by

$$
\begin{equation*}
O\left(Z_{i} \sqrt{S A l_{i}\left(\iota+S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right)\right) T_{0}}+Z_{i} l_{i}\left(\iota+S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right)\right) S A\right) \tag{12}
\end{equation*}
$$

where $l_{i}=\log _{2}\left(Z_{i}\right)$. Because $T_{0}$ is bounded by $\operatorname{poly}(S, A, \ln (H), 1 / \epsilon) \iota$ we further have that

$$
\begin{equation*}
R_{i}=O\left(Z_{i} \sqrt{S A l_{i}(\iota+S \ln (S A H / \epsilon)) T_{0}}+Z_{i} l_{i}(\iota+S \ln (S A H / \epsilon)) S A\right) \tag{13}
\end{equation*}
$$

where the conclusion follows.
To facilitate the proof, we introduce some additional notations. We use $V_{h}^{k}, Q_{h}^{k}, r^{k}$ and $P^{k, \ddagger}$ to denote respectively the value function, $Q$-function, reward function and transition probability of the extended MDP for the $k$-th episode. Besides, we use $b_{h}^{k}(s, z, a), \hat{P}_{s, z, a}^{k, \ddagger}$ and $n^{k}(s, a)$ to denote respectively the values of $b_{h}(s, z, a), \hat{P}_{s, z, a}^{k, \ddagger}$ and $\max \{n(s, a), 1\}$ in (9) when computing $Q_{h}^{k}(s, z, a)$. We also use $\hat{P}_{s, a}^{k}$ to denote the empirical transition probability of $(s, a)$ in (9) when computing $Q_{h}^{k}(s, z, a)$. Recall that $P_{s, a}$ denotes the true transition probability of $(s, a)$ under the original MDP
Let $i$ be fixed. We first introduce the good event in the $i$-th stage.

```
Algorithm 4 TRUNCATED REWARD-VARYING REINFORCEMENT LEARNING (TRVRL)
    Input: The stage index \(i\), the unknown set \(\mathcal{Y}, \epsilon_{1}=\min \left\{\frac{\iota}{T_{0} H}, \frac{\iota^{2}}{T_{0}^{2} H^{3}}\right\}, \iota_{1}=\iota+S \ln \left(1 / \epsilon_{1}\right)\);
    Initialize: Trigger set \(\mathcal{L} \leftarrow\left\{2^{j-1} \mid 2^{j} \leq T_{0} H, j=1,2, \ldots\right\} ; \mathcal{D} \leftarrow \emptyset\).
    for \(\left(s, a, s^{\prime}, h\right) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\) do
        \(N(s, a) \leftarrow 0 ; n(s, a) \leftarrow 0 ;\)
        \(N\left(s, a, s^{\prime}\right) \leftarrow 0 ; \hat{P}_{s, a, s^{\prime}} \leftarrow 0\).
    end for
    for \(k=1,2, \ldots, T_{0}\) do
        for \(h=1,2, \ldots, H\) do
            Observe \(\left(s_{h}^{k}, z_{h}^{k}\right)\);
            Take action \(a_{h}^{k}=\arg \max _{a} Q_{h}\left(s_{h}^{k}, z_{h}^{k}, a\right)\);
            Receive reward \(r_{h}^{k}\) and observe \(\left(s_{h+1}^{k}, z_{h+1}^{k}\right)\).
            Set \(\left(s, a, s^{\prime}, r\right) \leftarrow\left(s_{h}^{k}, a_{h}^{k}, s_{h+1}^{k}, r_{h}^{k}\right)\);
            Set \(N(s, a) \leftarrow N(s, a)+1, N\left(s, a, s^{\prime}\right) \leftarrow N\left(s, a, s^{\prime}\right)+1\).
            \(\backslash \backslash\) Update empirical transition probability
            if \(N(s, a) \in \mathcal{L}\) then
                Set \(\hat{P}_{s, a, \tilde{s}} \leftarrow N(s, a, \tilde{s}) / N(s, a)\) for all \(\tilde{s} \in \mathcal{S}\).
                Set \(n(s, a) \leftarrow N(s, a)\);
                Set TRIGGERED \(=\) TRUE.
            end if
        end for
        \(\mathcal{D} \leftarrow \mathcal{D} \cup\left\{\left(s_{1}^{k}, a_{1}^{k}, s_{2}^{k}, \ldots, s_{H}^{k}, a_{H}^{k}, s_{H+1}^{k}\right)\right\} ;\)
        \(\backslash \backslash\) Update \(Q\)-function when the probability is updated or the unknown set changes
        \(\mathcal{Y}^{k+1} \leftarrow\left\{(s, a) \mid N(s, a) \leq N_{i},(s, a) \in \mathcal{Y}\right\}\)
        if TRIGGERED or \(\mathcal{Y}^{k+1} \neq \mathcal{Y}^{k}\) then
            for \((s, a) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\) do
            if \((s, a) \in \mathcal{Y}^{k+1}\) then
                Set \(\hat{P}_{s, z, a, \tilde{s}, z^{\prime}} \leftarrow \mathbb{I}\left[z^{\prime}=z+1\right] \cdot \hat{P}_{s, a, \tilde{s}}\) for \(1 \leq z \leq Z_{i}\) and all \(\tilde{s} \in \mathcal{S}\);
                Set \(\hat{P}_{s, Z_{i}+1, a, \tilde{s}, Z_{i}+1} \leftarrow \hat{P}_{s, a, \tilde{s}}\) for all \(\tilde{s} \in \mathcal{S}\);
            else
                Set \(\hat{P}_{s, z, a, \tilde{s}, z^{\prime}} \leftarrow \mathbb{I}\left[z^{\prime}=z\right] \cdot \hat{P}_{s, a, \tilde{s}}\) for \(1 \leq z \leq Z_{i}+1\) and all \(\tilde{s} \in \mathcal{S} ;\)
            end if
            end for
            for \((s, z, a) \in \mathcal{S} \times\left[Z_{i}+1\right] \times \mathcal{A}\) do
            Set \(V_{H+1}(s, z, a) \leftarrow 0\);
            end for
            for \(h=H, H-1, \ldots, 1\) do
            for \((s, z, a) \in \mathcal{S} \times\left[Z_{i}+1\right] \times \mathcal{A}\) do
                    Set
                    \(r^{k+1}(s, z, a)=\mathbb{I}\left[(s, a) \in \mathcal{Y}^{k+1} \cap z \leq Z_{i}\right]\),
                    \(b_{h}(s, z, a) \leftarrow \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, z, a}, V_{h+1}\right) \iota_{1}}{\max \{n(s, a), 1\}}}+\frac{29 Z_{i} \iota_{1}}{3 \max \{n(s, a), 1\}}\),
                    \(Q_{h}(s, z, a) \leftarrow \min \left\{r^{k+1}(s, z, a)+\hat{P}_{s, z, a} V_{h+1}+b_{h}(s, z, a), Z_{i}\right\}\),
                    \(V_{h}(s, z) \leftarrow \max _{a} Q_{h}(s, z, a)\).
            end for
        end for
        Set TRIGGERED \(=\) FALSE
        end if
    end for
    \(\operatorname{Return}\left(\mathcal{D}, \mathcal{Y}^{T_{0}+1}\right)\).
```

Recall $\epsilon_{1}=\min \left\{\frac{\iota}{T_{0} H}, \frac{\iota^{2}}{T_{0}^{2} H^{3}}\right\}, \delta_{1}=\delta \epsilon_{1}^{S}$ and $\iota_{1}=\ln \left(1 / \delta_{1}\right) \leq \iota S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right)$. Define $\mathcal{L}=$ $\left\{\left[i_{1} \epsilon_{1}, i_{2} \epsilon_{1}, \ldots, i_{S} \epsilon_{1}\right]^{T} \mid i_{1}, i_{2}, \ldots, i_{S} \in \mathbb{Z}\right\} \cap\left[0, Z_{i}\right]^{S}$. For $0 \leq j \leq \log _{2}\left(Z_{i}\right)+1$, we define $\mathcal{G}_{i}^{(j)}(s, a)$ be the event where

$$
\begin{align*}
& \left|\left(\hat{P}_{s, a}^{(j)}-P_{s, a}\right) x\right| \leq \sqrt{\frac{2 \mathbb{V}\left(P_{s, a}, x\right) \iota_{1}}{2^{j}}}+\frac{Z_{i} \iota_{1}}{3 \cdot 2^{j}}, \quad \forall x \in \mathcal{L}  \tag{14}\\
& \left|\left(\hat{P}_{s, a}^{(j)}-P_{s, a}\right) x\right| \leq \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, a}^{(j)}, x\right) \iota_{1}}{2^{j}}}+\frac{29 Z_{i} \iota_{1}}{3 \cdot 2^{j}}, \quad \forall x \in \mathcal{L} \tag{15}
\end{align*}
$$

hold, where $\hat{P}_{s, a, s^{\prime}}^{(j)}$ is the empirical transition probability computed by the first $2^{j}$ samples in the current stage. By Bernstein's inequality and empirical Bernstein inequality, we have that $\mathbb{P}\left[\mathcal{G}_{i, j}(s, a)\right] \geq 1-4|\mathcal{L}| \delta_{1}=1-4 \delta$. Then the good event $\mathcal{G}_{i}$ is defined as $\cup_{s, a, j} \mathcal{G}_{i}^{(j)}(s, a)$. Via a union bound over all possible $(s, a, j)$, we have that $\mathbb{P}\left[\mathcal{G}_{i}\right] \geq 1-4 S^{2} A\left(\log _{2}\left(Z_{i}\right)+2\right) \delta$. In the rest of this section, we will prove conditioned on $\mathcal{G}_{i}$.
We first establish a concentration bound for $\left(P_{s, a}-\hat{P}_{s, a}^{(j)}\right) v$ for $v \in\left[0, Z_{i}\right]^{S}$. Define $\operatorname{Proj}_{\mathcal{L}}(v)=\arg \min _{v^{\prime} \in \mathcal{L}}\left\|v-v^{\prime}\right\|_{1}$. Conditioned on $\mathcal{G}_{i}$ holds, we have that for any $(s, a)$ and $v \in\left[0, Z_{i}\right]^{S}$,

$$
\begin{align*}
\left|\left(P_{s, a}-\hat{P}_{s, a}^{(j)}\right) v\right| \leq & \sqrt{\frac{2 \iota_{1} \mathbb{V}\left(P_{s, a}, \operatorname{Proj}_{\mathcal{L}}(v)\right)}{2^{j}}}+\epsilon_{1}+\frac{Z_{i} \iota_{1}}{3 \cdot 2^{j}} \\
& \leq \sqrt{\frac{2 \iota_{1} \mathbb{V}\left(P_{s, a}, v\right)}{2^{j}}}+\epsilon_{1}+2 \sqrt{\frac{\iota_{1} \epsilon_{i}}{2^{j}}}+\frac{Z_{i} \iota_{1}}{3 \cdot 2^{j}}  \tag{16}\\
& \leq \sqrt{\frac{2 \iota_{1} \mathbb{V}\left(P_{s, a}, v\right)}{2^{j}}}+\frac{10 Z_{i} \iota_{1}}{3 \cdot 2^{j}} \tag{17}
\end{align*}
$$

The last inequality holds because $\max \left\{\epsilon_{1}, \sqrt{\frac{L_{1} \epsilon_{1}}{2^{j}}}\right\} \leq \frac{Z_{i} \iota_{1}}{2^{j}}$. Similarly, we have

$$
\begin{equation*}
\left|\left(P_{s, a}-\hat{P}_{s, a}^{(j)}\right) v\right| \leq \sqrt{\frac{4 \iota_{1} \mathbb{V}\left(\hat{P}_{s, a}, v\right)}{2^{j}}}+\frac{29 Z_{i} \iota_{1}}{3 \cdot 2^{j}} \tag{18}
\end{equation*}
$$

For $1 \leq k \leq T_{0}$, we let $r_{h}^{k}$ be shorthand of $r^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right)$. We define the optimal $Q$-function for the extended MDP as

$$
\begin{aligned}
& Q_{h}^{* k}(s, z, a)=\sup _{\pi} \mathbb{E}_{\pi}\left[\sum_{h^{\prime}=h}^{H} r_{h^{\prime}}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right)=(s, z, a)\right], \quad \forall(s, z, a, h) ; \\
& V_{h}^{* k}(s, z)=\max _{a} Q_{h}^{* k}(s, z, a), \quad \forall(s, z, a) .
\end{aligned}
$$

By the definition of $r^{k}$, it is obvious that $Q_{h}^{* k}(s, z, a) \leq Z_{i}$ for any $(s, z, a, h)$. Recall that

$$
R_{i}=\sum_{k \text { in stage } i}\left(\sup _{\pi} \mathbb{E}_{\pi}\left[\sum_{h=1}^{H} r_{h}^{k}\right]-\sum_{h=1}^{H} r_{h}^{k}\right)
$$

So it corresponds to bounding for Algorithm 4 that

$$
\text { Regret }:=\sum_{k=1}^{T_{0}}\left(V_{1}^{* k}\left(s_{1}, 1\right)-\sum_{h=1}^{H} r_{h}^{k}\right)
$$

Define the policy $\pi^{k}$ by $\pi_{h}^{k}(s, z)=\arg \max _{a} Q_{h}^{k}(s, z, a)$. It is not hard to verify $Q^{k}$ is optimistic because the size of support of $\mathbb{P}(\cdot \mid s, z, a)$ is at most $S$ for any $(s, z, a)$.
Lemma 13. Conditioned on $\mathcal{G}_{i}, Q_{h}^{k}(s, z, a) \geq Q_{h}^{* k}(s, z, a)$ for any $(s, z, a) \in \mathcal{S} \times\left[Z_{i}+1\right] \times \mathcal{A}$ and any $1 \leq k \leq T_{0}$.
Proof. We will prove by backward induction. Assuming $Q_{h^{\prime}}^{k}(s, z, a) \geq Q_{h^{\prime}}^{* k}(s, z, a)$ for any $(s, z, a)$ and $h<h^{\prime} \leq H+1$.

By the update rule (9) and (10), we have that

$$
\begin{aligned}
Q_{h}^{k}(s, z, a) & =\min \left\{r^{k+1}(s, z, a)+\hat{P}_{s, z, a}^{k, \ddagger} V_{h+1}^{k}+b_{h}^{k}(s, z, a), Z_{i}\right\} \\
& =\min \left\{r^{k+1}(s, z, a)+P_{s, z, a}^{k, \ddagger} V_{h+1}^{k}+\zeta_{h}^{k}(s, z, a)+b_{h}^{k}(s, z, a), Z_{i}\right\} \\
& \geq \min \left\{r^{k+1}(s, z, a)+P_{s, z, a}^{k, \ddagger} V_{h+1}^{* k}+\zeta_{h}^{k}(s, z, a)+b_{h}^{k}(s, z, a), Z_{i}\right\} \\
& \geq \min \left\{Q_{h}^{* k}(s, z, a)+\zeta_{h}^{k}(s, z, a)+b_{h}^{k}(s, z, a), Z_{i}\right\},
\end{aligned}
$$

where $\zeta_{h}^{k}(s, z, a)=v V_{h+1}^{k}$. So it suffices to verify conditioned on $\mathcal{G}_{i}$, it holds that $\zeta_{h}^{k}(s, z, a)+b_{h}^{k}(s, z, a) \geq 0$.
Lemma 14. Conditioned on $\mathcal{G}_{i}$, for any $v \in\left[0, Z_{i}\right]^{S \times Z_{i}}$ and any proper $(k, s, z, a)$, it holds that

$$
\begin{align*}
& \left|\left(\hat{P}_{s, z, a}^{k, \ddagger}-P_{s, z, a}^{k, \ddagger}\right) v\right|  \tag{19}\\
& \leq \min \left\{\sqrt{\frac{2 \mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, v\right) \iota_{1}}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)}, \quad \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, z}^{k, \ddagger}, a\right.}{n^{k}(s, a)}}+\frac{29 Z_{i} \iota_{1}}{3 n^{k}(s, a)}\right\} . \tag{20}
\end{align*}
$$

Proof. Direct computation gives that

$$
\begin{aligned}
& \left|\left(\hat{P}_{s, z, a}^{k, \ddagger}-P_{s, z, a}^{k, \ddagger}\right) v\right| \\
& =\left|\sum_{s^{\prime}} \sum_{z^{\prime}}\left(\hat{P}_{s, a, s^{\prime}}^{k}-P_{s, a, s^{\prime}}\right) \cdot \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] \cdot\left(v_{s, z}-P_{s, z, a}^{k, \ddagger} v\right)\right| \\
& =\left|\sum_{s^{\prime}}\left(\hat{P}_{s, a, s^{\prime}}^{k}-P_{s, a, s^{\prime}}\right) \sum_{z^{\prime}} \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] \cdot\left(v_{s, z}-P_{s, z, a}^{k, \ddagger} v\right)\right| .
\end{aligned}
$$

Let $x$ be the $S$-dimensional vector such that $x_{s}=\sum_{z^{\prime}} \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] \cdot v_{s^{\prime}, z^{\prime}}$ and $x^{\prime}=x-\min _{s} x_{s} \mathbf{1}$. Because for any $\left(s, z, a, s^{\prime}\right)$, there is at most one $z^{\prime}$ such that $P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0$, we have that $x_{s}^{2}=\sum_{z^{\prime}} \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] \cdot v_{s^{\prime}, z^{\prime}}^{2}$ and $x^{\prime} \in\left[0, Z_{i}\right]^{S}$. Then by (17), 18) and the definition of $n^{k}(s, a)$, we have that

$$
\begin{align*}
& \left|\left(\hat{P}_{s, z, a}^{k, \ddagger}-P_{s, z, a}^{k, \ddagger}\right) v\right|  \tag{21}\\
& \leq \min \left\{\sqrt{\frac{2 \iota_{1} \mathbb{V}\left(P_{s, a}^{k}, x^{\prime}\right)}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)}, \quad \sqrt{\frac{4 \iota_{1} \mathbb{V}\left(\hat{P}_{s, a}^{k}, x^{\prime}\right)}{n^{k}(s, a)}}+\frac{29 Z_{i} \iota_{1}}{3 n^{k}(s, a)}\right\} . \tag{22}
\end{align*}
$$

Noting that

$$
\begin{align*}
& \mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger}, v\right)  \tag{23}\\
& =\sum_{s^{\prime}} \hat{P}_{s, a, s^{\prime}}^{k} \sum_{z^{\prime}} \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] v_{s^{\prime}, z^{\prime}}^{2}-\left(\sum_{s^{\prime}} \hat{P}_{s, a, s^{\prime}}^{k} \sum_{z^{\prime}} \mathbb{I}\left[P_{s, z, a, s^{\prime}, z^{\prime}}^{k, \ddagger}>0\right] v_{s^{\prime}, z^{\prime}}\right)^{2}  \tag{24}\\
& =\sum_{s^{\prime}} \hat{P}_{s, a, s^{\prime}}^{k} x_{s^{\prime}}^{2}-\left(\hat{P}_{s, a}^{k} x\right)^{2}  \tag{25}\\
& =\mathbb{V}\left(\hat{P}_{s, a}^{k}, x\right)  \tag{26}\\
& =\mathbb{V}\left(\hat{P}_{s, a}^{k}, x^{\prime}\right) . \tag{27}
\end{align*}
$$

By (22), we have that

$$
\begin{align*}
& \left|\left(\hat{P}_{s, z, a}^{k, \ddagger}-P_{s, z, a}^{k, \ddagger}\right) v\right|  \tag{28}\\
& \leq \min \left\{\sqrt{\frac{2 \iota_{1} \mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, v\right)}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)}, \quad \sqrt{\frac{4 \iota_{1} \mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger} v\right)}{n^{k}(s, a)}}+\frac{29 Z_{i} \iota_{1}}{3 n^{k}(s, a)} .\right\} . \tag{29}
\end{align*}
$$

The proof is completed.

By Lemma 14, we have that

$$
\begin{equation*}
\left|\zeta_{h}^{k}(s, z, a)\right| \leq \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \iota_{1}}{n^{k}(s, a)}}++\frac{29 Z_{i} \iota_{1}}{3 n^{k}(s, a)} \tag{30}
\end{equation*}
$$

Combining this with the definition of $b_{h}^{k}(s, z, a)$, we conclude that $Q_{h}^{k}(s, z, a) \geq Q_{h}^{* k}(s, z, a)$. We finish the proof by noting that $Q_{H+1}^{k}(s, z, a)=Q_{H+1}^{* k}(s, z, a)=0$ for any $(s, z, a)$.

By 17) and similar arguments as above, we can bound for any $(s, z, a)$

$$
\begin{align*}
Q_{h}^{k}(s, z, a) & \leq r^{k}(s, z, a)+\hat{P}_{s, z, a}^{k, \ddagger} V_{h+1}^{k}+b_{h}^{k}(s, z, a) \\
& \leq r^{k}(s, z, a)+P_{s, z, a}^{k, \ddagger} V_{h+1}^{k}+b_{h}^{k}(s, z, a)+\sqrt{\frac{4 \mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \iota_{1}}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)} \tag{31}
\end{align*}
$$

Now we aim to bound $\mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right.$ by $\mathbb{V}\left(P_{s, z, a}^{\ddagger, k}, V_{h+1}^{k}\right)$. Because $\mathbb{V}(p, x)=\min _{\lambda \in \mathbb{R}} p(x-\lambda \mathbf{1})^{2}$, we can find $\lambda \in \mathbb{R}$, such that $\mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right)=P_{s, z, a}^{k, \ddagger}\left(V_{h+1}^{k}-\lambda \mathbf{1}\right)^{2}$. Let $v=V_{h+1}^{k}-\lambda \mathbf{1}$, then we have that $\mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \leq \hat{P}_{s, z, a}^{k, \ddagger} v^{2}$. Again by Lemma 14, we have that

$$
\begin{align*}
\hat{P}_{s, z, a}^{k, \ddagger} v^{2}-P_{s, z, a}^{k, \ddagger} v^{2} & \leq Z_{i}\left(\sqrt{\frac{2 \mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, \frac{v^{2}}{Z_{i}}\right) \iota_{1}}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)}\right)  \tag{32}\\
& \leq Z_{i}\left(\sqrt{\frac{2 P_{s, z, a}^{k, \ddagger} v^{2} \iota_{1}}{n^{k}(s, a)}}+\frac{10 Z_{i} \iota_{1}}{3 n^{k}(s, a)}\right)  \tag{33}\\
& \leq \frac{P_{s, z, a}^{k, \ddagger} v^{2}}{2}+\frac{13 Z_{i}^{2} \iota_{1}}{3 n^{k}(s, a)} . \tag{34}
\end{align*}
$$

Then it follow that

$$
\begin{equation*}
\mathbb{V}\left(\hat{P}_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \leq \frac{3}{2} \mathbb{V}\left(P_{s, z, a}^{k}, V_{h+1}^{k}\right)+\frac{13 Z_{i}^{2} \iota_{1}}{3 n^{k}(s, a)}, \tag{35}
\end{equation*}
$$

and

$$
b_{h}^{k}(s, z, a)+\sqrt{\frac{4 \mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \iota_{1}}{n^{k}(s, a)}}+\frac{Z_{i} \iota_{1}}{3 n^{k}(s, a)} \leq 4 \sqrt{\frac{\mathbb{V}\left(P_{s, z, a}^{k, \ddagger}, V_{h+1}^{k}\right) \iota_{1}}{n^{k}(s, a)}}+\frac{26 Z_{i} \iota_{1}}{n^{k}(s, a)}
$$

Let $N_{h}^{k}(s, a)$ denote the visit count of $(s, a)$ before the $h$-th step in the $k$-th episode. We define $\mathcal{K}$ be the set of indexes of episodes in which update of empirical transition model does not occur. We further define $h_{0}(k)=\min \left\{h \mid N_{h}^{k}\left(s_{h}^{k}, a_{h}^{k}\right)+1 \in\right.$ $\mathcal{L}\}$ for each $k \in \mathcal{K}^{C}$ and $\mathcal{B}=\left\{(k, h) \mid k \in \mathcal{K}^{C}, h_{0}(k)+1 \leq h \leq H\right\}$. In words, $h_{0}(k)$ denotes the time when the first update of empirical transition model occurs and $\mathcal{B}$ consists of $(k, h)$ pairs after such updates. We use $I(k, h)$ as a shorthand of the indicator $\mathbb{I}[(k, h) \notin \mathcal{B}]$.
Define $\beta_{h}^{k}(s, z, a)=\min \left\{4 \sqrt{\frac{\mathbb{V}\left(P_{s, z, a}^{k, t}, V_{h+1}^{k}\right) \iota_{1}}{n^{k}(s, a)}}+\frac{26 Z_{i} \iota_{1}}{n^{k}(s, a)}, Z_{i}\right\}$. By 31), we have that

$$
\begin{equation*}
Q_{h}^{k}(s, z, a) I(k, h) \leq\left(r^{k}(s, z, a)+P_{s, z, a}^{k} V_{h+1}^{k}+\beta_{h}^{k}(s, z, a)\right) I(k, h+1)+Z_{i} \mathbb{I}[I(k, h) \neq I(k, h+1)] \tag{36}
\end{equation*}
$$

holds for any $(s, z, a) \in \mathcal{S} \times\left[Z_{i}+1\right] \times \mathcal{A}$. By (36) and the fact $V_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}\right)=Q_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right)$, we obtain that

$$
\begin{align*}
& \sum_{k=1}^{T_{0}} V_{1}^{k *}\left(s_{1}, 1\right)-\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} r_{h}^{k} \\
& \leq \sum_{k=1}^{T_{0}} V_{1}^{k}\left(s_{1}, 1\right) I(k, 1)-\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} r_{h}^{k} I(k, h+1) \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}-\mathbf{1}_{s_{h+1}^{k}, z_{h+1}^{k}}\right) V_{h+1}^{k} \cdot I(k, h+1)+\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \beta_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right) I(k, h+1)+Z_{i}\left|\mathcal{K}^{C}\right| \tag{37}
\end{align*}
$$

Here (37) is by the fact that $\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}[I(k, h) \neq I(k, h+1)] \leq\left|\mathcal{K}^{C}\right|$. Define $M_{1}=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k}-\right.$ $\left.\mathbf{1}_{s_{h+1}^{k}, n_{h+1}^{k}}\right) V_{h+1}^{k} \cdot I(k, h+1)$ and $M_{2}=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \beta_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right) I(k, h+1)$. We will separately bound $M_{1}$ and $M_{2}$.

## B.1.1. BoUnd of $M_{1}$

Define $\check{V}_{h}^{k}=I(k, h) V_{h}^{k}$. By definition of $\mathcal{B}, I(k, h+1)$ is measurable with respect to $\mathcal{F}_{h}^{k}$, where $\mathcal{F}_{h}^{k}=\sigma\left(\left\{s_{h^{\prime}}^{k^{\prime}}, z_{h^{\prime}}^{k^{\prime}}, a_{h^{\prime}}^{k^{\prime}}, r_{h^{\prime}}^{k^{\prime}}, s_{h^{\prime}+1}^{k^{\prime}}\right\}_{1 \leq k^{\prime}<k, 1 \leq h^{\prime} \leq H} \cup\left\{s_{h^{\prime}}^{k}, z_{h^{\prime}}^{k}, a_{h^{\prime}}^{k}, r_{h^{\prime}}^{k}, s_{h^{\prime}+1}^{k}\right\}_{1 \leq h^{\prime} \leq h-1}\right)$, i.e., all past trajectories before $\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right.$ is executed. Therefore, $M_{1}$ could be viewed as a martingale and we then have by Lemma 11 that

$$
\begin{equation*}
\mathbb{P}\left[\left|M_{1}\right|>\sqrt{2 \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}, \check{V}_{h+1}^{k}\right) \iota}+6 Z_{i} \iota\right] \leq 2\left(\log _{2}\left(T_{0} H\right)+1\right) \delta . \tag{38}
\end{equation*}
$$

We define $M_{3}=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger} \check{V}_{h+1}^{k}\right)$ and deal with this term in Section B.1.2
B.1.2. Bound of $M_{2}$

By the definition of $\beta_{h}^{k}(s, z, a)$, we have

$$
\begin{align*}
M_{2} & =\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \beta_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right) I(k, h+1) \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} 4 \sqrt{\frac{\mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{\left.k, V_{h+1}^{k}\right) \iota_{1}}\right.}{n^{k}(s, a)}} I(k, h+1)+\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} 26 \frac{Z_{i} \iota_{1}}{n^{k}(s, a)} I(k, h+1) \\
& =\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} 4 \sqrt{\left.\frac{\mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, V_{h}^{k}}\right.}{n^{k}(s, a)}\right) \iota_{1}}+\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} 26 \frac{Z_{i} \iota_{1}}{n^{k}(s, a)} I(k, h+1) . \tag{39}
\end{align*}
$$

Define $l_{i}=\left\lfloor\log _{2}\left(Z_{i}\right)\right\rfloor+1$. By the update rule, for any we have that for any $(s, a)$ and any $3 \leq j \leq l_{i}$, we have

$$
\begin{align*}
& \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] \cdot I(k, h+1) \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] \cdot I(k, h) \\
& \leq 2^{j-1} \tag{40}
\end{align*}
$$

We then obtain

$$
\begin{align*}
& \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \sqrt{\frac{\mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{\left.k, \check{V}_{h+1}^{k}\right)}\right.}{n^{k}\left(s_{h}^{k}, a_{h}^{k}\right)}} \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \sum_{s, a} \sum_{j=3}^{l_{i}} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] \sqrt{\frac{\mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{2^{i-1}}, \check{V}_{h+1}^{k}\right)}{2^{i-1}}}+8 S A Z_{i}  \tag{41}\\
& =\sum_{s, a} \sum_{j=3}^{l_{i}} \frac{1}{\sqrt{2^{j-1}} \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] I(k, h+1) \cdot \sqrt{\mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, V_{h}}, \check{V}_{h+1}^{k}\right)}+8 S A Z_{i}} \\
& \leq \sum_{s, a} \sum_{j=3}^{l_{i}} \sqrt{\frac{\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] I(k, h+1)}{2^{j-1}}} \\
& \leq \sqrt{\left(\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}^{k}, a_{h}^{k}\right)=(s, a), n^{k}(s, a)=2^{j-1}\right] \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \dot{V_{h}}} \check{V}_{h+1}^{k}\right)\right)}+8 S A Z_{i}  \tag{42}\\
& \leq \sqrt{S A l_{i} \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}, \check{V}_{h+1}^{k}\right)+8 S A Z_{i}}  \tag{43}\\
& \leq
\end{align*}
$$

Here (41) holds by bounding $\sqrt{\frac{\mathbb{V}\left(P_{s}^{k, \ddagger} s_{h}^{k}, z_{h}^{k}, a_{h}^{k}, \check{V}_{h+1}^{k}\right)}{n^{k}\left(s_{h}^{k}, a_{h}^{k}\right)}}$ by $Z_{i}$ for the $(k, h)$ pairs such that $n^{k}\left(s_{h}^{k}, a_{h}^{k}\right) \leq 4$, 42) holds by Cauchy-Schwartz inequality and (43) is by 40).
On the other hand, in a similar way we have that

$$
\begin{equation*}
\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \frac{I(k, h+1)}{n^{k}(s, a)} \leq S A l_{i}+8 S A \tag{44}
\end{equation*}
$$

Recall that $M_{3}=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}, \check{V}_{h+1}^{k}\right)$. By 37, (39) and 44), we obtain that

$$
\begin{equation*}
M_{2} \leq O\left(\sqrt{S A l_{i} \iota_{1} M_{3}}+S A l_{i} Z_{i}+S A Z_{i} \iota_{1}\right) \tag{45}
\end{equation*}
$$

Now we deal with $M_{3}$ by a recursive-based concentration bound.
Define $F(m)=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}-\mathbf{1}_{s_{h+1}^{k}, z_{h+1}^{k}}\right)\left(\frac{\check{V}_{h+1}^{k}}{Z_{i}}\right)^{2^{m}}$ for $m \geq 1$. As argued before, $\check{V}_{h+1}^{k}$ is measurable with respect to $\mathcal{F}_{h}^{k}$. By Lemma 11 , for each $1 \leq m \leq\left\lfloor\log _{2}\left(T_{0} H\right)\right\rfloor+1$, it holds that

$$
\begin{equation*}
\mathbb{P}\left[|F(m)|>2 \sqrt{2 \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger},\left(\frac{\check{V}_{h+1}^{k}}{Z_{i}}\right)^{2^{m}}\right)} \iota+6 \iota\right] \leq 2\left(\log _{2}(K H)+1\right) \delta . \tag{46}
\end{equation*}
$$

Direct computation gives that

$$
\begin{align*}
& \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \mathbb{V}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k,},\left(\check{V}_{h+1}^{k}\right)^{2^{m}}\right)=\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k},,_{h}^{k}}^{k, \check{l}_{h}}\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}}-\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}\left(\check{V}_{h+1}^{k}\right)^{2^{m}}\right)^{2}\right) \\
& =\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k,{ }^{\ddagger}}-\mathbf{1}_{s_{h+1}^{k}, z_{n+1}^{k}}\right)\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}} \\
& \left.+\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(\left(\check{V}_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}\right)\right)^{2^{m+1}}-\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \ddagger}\left(\check{V}_{h+1}^{k}\right)\right)^{2^{m+1}}\right)\right)-\sum_{k=1}^{T_{0}}\left(V_{1}^{k}\left(s_{1}^{k}, 1\right)\right)^{2^{m+1}} \\
& \left.\leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k,}-\mathbf{1}_{s_{h+1}^{k}, z_{h+1}^{k}}\right)\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}}+\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(\left(\check{V}_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}\right)\right)^{2^{m+1}}-\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \check{V}_{h+1}^{k}}\right)^{2^{m+1}}\right)\right) \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, l_{h}}-\mathbf{1}_{s_{h+1}^{k}, z_{h+1}^{k}}\right)\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}}+2^{m+1} Z_{i}^{2^{m+1}-1} \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \max \left\{r^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right)+\beta_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right), 0\right\} I(k, h+1) \\
& \leq \sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k}, a_{h}^{k}}^{k, \mathbf{1}_{s_{h+1}^{k}}^{k}, z_{h+1}^{k}}\right)\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}}+2^{m+1} Z_{i}^{2^{m+1}-1} \sum_{k=1}^{T_{0}} \sum_{h=1}^{H} \beta_{h}^{k}\left(s_{h}^{k}, z_{h}^{k}, a_{h}^{k}\right) I(k, h+1)+2^{m+1} T_{0} Z_{i}^{2^{m+1}} \\
& =\sum_{k=1}^{T_{0}} \sum_{h=1}^{H}\left(P_{s_{h}^{k}, z_{h}^{k},,_{h}^{k}}^{k, \ddagger}-\mathbf{1}_{s_{h+1}^{k}, z_{h+1}^{k}}\right)\left(\check{V}_{h+1}^{k}\right)^{2^{m+1}}+2^{m+1} Z_{i}^{2^{m+1}}\left(M_{2} / Z_{i}+T_{0}\right) \text {. } \tag{47}
\end{align*}
$$

Therefore, for each $m \geq 1$ with probability $1-2\left(\log _{2}\left(T_{0} H\right)+1\right) \delta$, it holds that

$$
\begin{equation*}
|F(m)| \leq 2 \sqrt{2 F(m+1)+2^{m+2}\left(M_{2} / Z_{i}+T_{0}\right)} \tag{48}
\end{equation*}
$$

By Lemma 12 with $\lambda_{1}=T_{0} H, \lambda_{2}=8 \iota, \lambda_{3}=M_{2} / Z_{i}+T_{0}+|\mathcal{K}|^{C}$ and $\lambda_{4}=6 \iota$, we have that

$$
\begin{equation*}
\mathbb{P}\left[|F(1)|>\max \left\{46 \iota, 8 \sqrt{\left(M_{2} / Z_{i}+T_{0}\right) \iota}+6 \iota\right\}\right] \leq 2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right) \delta \tag{49}
\end{equation*}
$$

Plugging $m=0$ into 47), we have that

$$
M_{3} \leq Z_{i}^{2} F(1)+2\left(Z_{i} M_{2}+T_{0} Z_{i}^{2}\right)
$$

It then holds that

$$
\begin{equation*}
\mathbb{P}\left[M_{3}>6\left(Z_{i} M_{2}+T_{0} Z_{i}^{2}\right)+46 Z_{i \iota}\right] \leq 2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right) \delta \tag{50}
\end{equation*}
$$

By (45) and (50), with probability $1-2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right) \delta$, it holds that

$$
\begin{aligned}
& M_{2} \leq O\left(\sqrt{S A l_{i} \iota_{1} M_{3}}+S A\left(\iota_{1}+l_{i}\right) Z_{i}\right) \\
& M_{3} \leq 6\left(Z_{i} M_{2}+T_{0} Z_{i}^{2}\right)+46 Z_{i} \iota
\end{aligned}
$$

which implies that $M_{3} \leq O\left(Z_{i} \sqrt{S A T_{0} l_{i} \iota_{1}}+S A l_{i} \iota_{1} Z_{i}\right)$.
Combining this with (38), we finally conclude with probability $1-2\left(\log _{2}\left(T_{0} H\right)+1\right) \log _{2}\left(T_{0} H\right) \delta+4 S A\left(\log _{2}\left(Z_{i}\right)+2\right) \delta$, it holds that

$$
\begin{align*}
R_{i} & \leq O\left(Z_{i} \sqrt{S A T_{0} l_{i} \iota_{1}}+S A l_{i} \iota_{1} Z_{i}\right)  \tag{51}\\
& =O\left(Z_{i} \sqrt{S A l_{i}(\iota+S \ln (S A H / \epsilon)) T_{0}}+S A Z_{i} l_{i}(\iota+S \ln (S A H / \epsilon))\right) \tag{52}
\end{align*}
$$

Here (52) holds because $T_{0}$ is bounded by $\operatorname{poly}(S, A, \ln (H), 1 / \epsilon) \iota$. The proof is completed.

## C. Missing Proofs in Section 5.2

## C.1. The Good Event $\mathcal{G}$

Recall $\epsilon_{1}=\min \left\{\frac{\iota}{T_{0} H}, \frac{\iota^{2}}{T_{0}^{2} H^{3}}\right\}, \delta_{1}=\delta \epsilon_{1}^{S}$ and $\iota_{1}=\ln \left(1 / \delta_{1}\right) \leq \iota S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right)$. Also recall $\mathcal{L}=$ $\left\{\left[i_{1} \epsilon_{1}, i_{2} \epsilon_{1}, \ldots, i_{S} \epsilon_{1}\right]^{T} \mid i_{1}, i_{2}, \ldots, i_{S} \in \mathbb{Z}\right\} \cap[0,1]^{S}$. Define $\mathcal{G}$ to be the event where

$$
\begin{align*}
& \left|\left(P_{s, a}-\hat{P}_{s, a}\right) x\right| \leq \sqrt{\frac{2 \mathbb{V}\left(P_{s, a}, x\right) \iota_{1}}{N_{i}}}+\frac{\iota_{1}}{3 N_{i}}, \quad \forall x \in \mathcal{L}, \forall(s, a) \in \mathcal{X}_{i}, i=1,2, \ldots, K  \tag{53}\\
& \left|\left(P_{s, a}-\hat{P}_{s, a}\right) x\right| \leq \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, a}, x\right) \iota_{1}}{N_{i}}}+\frac{29 \iota_{1}}{3 N_{i}}, \quad \forall x \in \mathcal{L}, \forall(s, a) \in \mathcal{X}_{i}, i=1,2, \ldots, K . \tag{54}
\end{align*}
$$

hold.
By Bernstein's inequality and empirical Bernstein inequality (Lemma 10), via a union bound over all $(s, a) \in \mathcal{S} \times \mathcal{A}$ and $N(s, a) \in\left[K T_{0}\right]$, we have that $\mathbb{P}[\mathcal{G}] \geq 1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right)|\mathcal{L}| \delta_{1} \geq 1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right) \delta$. We will continue to prove conditioned on $\mathcal{G}$ in the rest of this section. We first establish a concentration bound based on $\mathcal{G}$.
Lemma 15. Conditioned on $\mathcal{G}$, for any $v \in[0,1]^{S}$, any $i \in[K]$ and any $(s, a) \in \mathcal{X}_{i}$, it holds that

$$
\begin{equation*}
\left|\left(P_{s, a}-\hat{P}_{s, a}\right) v\right| \leq \min \left\{\sqrt{\frac{2 \mathbb{V}\left(P_{s, a}, v\right) \iota_{1}}{N_{i}}}+\frac{10 \iota_{1}}{3 N_{i}}, \sqrt{\frac{4 \mathbb{V}\left(\hat{P}_{s, a}, v\right) \iota_{1}}{N_{i}}}+\frac{29 \iota_{1}}{3 N_{i}}\right\} \tag{55}
\end{equation*}
$$

Proof. The proof is by Bennet's inequality and Bernstein inequality in a similar way to that of Lemma 14 .

## C.2. Proof of Lemma 4

Lemma 4 (Restate) For any policy $\pi$ and reward function $r$ satisfying Assumption 2 and $r_{s_{\text {end }}}=0$, define $V_{1}^{\pi}$ and $V_{1}^{\dagger \pi}$ be the value function under $\mathcal{M}$ and $\mathcal{M}^{\dagger}$ with $\pi$ respectively. We then have

$$
V_{1}^{\dagger \pi} \leq V_{1}^{\pi} \leq V_{1}^{\dagger \pi}+4(K+1)^{2} \epsilon
$$

Proof. For notational convenience, we use $\mathbb{E}_{\pi, \mathcal{M}}\left(\mathbb{P}_{\pi, \mathcal{M}}\right)$ and $\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left(\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}\right)$ to denote the expectation (probability) under $\mathcal{M}$ and $\mathcal{M}^{\dagger}$ following $\pi$ respectively.
The left side is obvious because the reward is always positive. Now we prove for the right side. Recall that $\mathcal{E}_{i}$ is the set of trajectories satisfying that $\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]>Z_{i}$. Define $\mathcal{E}=\cup_{i=1}^{K+1} \mathcal{E}_{i}$ and $\overline{\mathcal{U}}$ be the set of trajectories satisfying that $\left\{s_{H+1}=s_{\text {end }}\right.$. Define $\mathcal{U}=\overline{\mathcal{U}} \cap \mathcal{E}^{C}$ We claim that $\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[\mathcal{U}] \leq C(K+1) \epsilon$. To prove this claim, we define $\mathcal{U}_{i}$ be the set of trajectories satisfying that the state before $s_{\text {end }}$ is in $\mathcal{X}_{i}$. Because $\mathcal{U}_{i}$ only depends on the next states of first $Z_{i}$ visits to $\mathcal{X}_{i}$, we define $\tau_{i}$ be the first time among the $Z_{i}$ visits that the next state of $\mathcal{X}_{i}$ is $s_{\text {end }}$ ( $\tau_{i}=Z_{i}+1$ if no such event occurs), and $\gamma_{i}$ be the number of visits to $\mathcal{X}_{i}$ in this episode conditioned on the event $\tau_{i}=Z_{i}+1$. So $\gamma_{i}$ is independent of $\tau_{i}$.

$$
\begin{aligned}
\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}\left[\mathcal{U}_{i}\right] & =\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\mathbb{I}\left[\tau_{i} \leq \gamma_{i}\right]\right] \\
& =\sum_{j=1}^{Z_{i}} \mathbb{P}_{\pi, \mathcal{M}^{\dagger}}\left[\gamma_{i}=j\right] \mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\tau_{i} \leq j\right] \\
& =\sum_{j=1}^{Z_{i}} \frac{j}{Z_{i}} \mathbb{P}_{\pi, \mathcal{M}^{\dagger}}\left[\gamma_{i}=j\right] \\
& \leq \frac{1}{Z_{i}} \mathbb{E}_{\pi, \mathcal{M}}\left[\max \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right] \\
& \leq 2 \epsilon
\end{aligned}
$$

Define $\mathcal{V}$ be the set of trajectories satisfying $s_{H+1} \neq s_{\text {end }}$. For a trajectory $\Gamma=\left(s_{1}, a_{1}, s_{2}, a_{2}, \ldots, s_{H}, a_{H}, s_{H+1}\right)$ in $\mathcal{V}$, we
define $r(\Gamma)=\sum_{h=1}^{H} r\left(s_{h}, a_{h}\right)$. By definition, we have that

$$
\begin{align*}
V_{1}^{\pi} & =\sum_{\Gamma \in \mathcal{V}} r(\Gamma) \mathbb{P}_{\pi, \mathcal{M}}(\Gamma) \\
& \leq \sum_{\Gamma \in \mathcal{E}^{c} \cap \mathcal{V}} r(\Gamma) \mathbb{P}_{\pi, \mathcal{M}}(\Gamma)+2(K+1)^{2} \epsilon \\
& \leq V_{1}^{\dagger \pi}+\sum_{\Gamma \in \mathcal{E}^{c} \cap \mathcal{V}} r(\Gamma)\left(\mathbb{P}_{\pi, \mathcal{M}}(\Gamma)-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}(\Gamma)\right)+2(K+1)^{2} \epsilon \\
& \leq V_{1}^{\dagger \pi}+\sum_{\Gamma \in \mathcal{E}^{c} \cap \mathcal{V}}\left(\mathbb{P}_{\pi, \mathcal{M}}(\Gamma)-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}(\Gamma)\right)+2(K+1)^{2} \epsilon \\
& \leq V_{1}^{\dagger \pi}+\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[\mathcal{U}]+2(K+1)^{2} \epsilon  \tag{56}\\
& \leq V_{1}^{\dagger \pi}+4(K+1)^{2} \epsilon . \tag{57}
\end{align*}
$$

Here, Inequality (56) is by the fact that $\sum_{\Gamma \in \mathcal{E}^{C} \cap \mathcal{V}} \mathbb{P}_{\pi, \mathcal{M}^{\dagger}}=1-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[U]-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[\mathcal{E}] \geq 1-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[U]-\mathbb{P}_{\pi, \mathcal{M}}[\mathcal{E}]=$ $\sum_{\Gamma \in \mathcal{E}^{C} \cap \mathcal{V}} \mathbb{P}_{\pi, \mathcal{M}}(\Gamma)-\mathbb{P}_{\pi, \mathcal{M}^{\dagger}}[\mathcal{U}]$. The proof is completed.

## C.3. Proof of Lemma 5

Lemma 5 (Restate) With probability $1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right) \delta, Q_{h}(s, a) \geq Q_{h}^{\dagger *}(s, a)$ for any $(s, a, h)$.
It suffices to show that conditioned on $\mathcal{G}, Q_{h}(s, a) \geq Q_{h}^{\dagger, *}(s, a)$ for any $(s, a, h)$. We will prove by backward induction from $h=H+1$. Firstly, the conclusion holds trivially for $h=H+1$. Assume $Q_{h^{\prime}}(s, a) \geq Q_{h^{\prime}}^{\dagger *}(s, a)$ for any $(s, a)$ and $h+1 \leq h^{\prime} \leq H+1$. By the update rule (??) and the fact that $Q_{h}^{\dagger *} \leq 1$, we have that

$$
\begin{aligned}
& Q_{h}(s, a)-Q_{h}^{\dagger *}(s, a) \\
& \geq \min \left\{b_{h}(s, a)+\hat{P}_{s, a}^{\dagger} V_{h+1}-P_{s, a}^{\dagger} V_{h+1}+P_{s, a}^{\dagger}\left(V_{h+1}-V_{h+1}^{\dagger *}\right), 0\right\} \\
& \geq \min \left\{b_{h}(s, a)+\hat{P}_{s, a}^{\dagger} V_{h+1}-P_{s, a}^{\dagger} V_{h+1}, 0\right\} \\
& \geq \min \left\{b_{h}(s, a)-\left(1-\frac{1}{Z_{i(s, a)}}\right) \cdot\left(\hat{P}_{s, a}-P_{s, a}\right) V_{h+1}, 0\right\} \\
& \geq \min \left\{b_{h}(s, a)-\left(1-\frac{1}{Z_{i(s, a)}}\right) \cdot\left(2 \sqrt{\frac{\iota_{1} \mathbb{V}\left(\hat{P}_{s, a}, V_{h+1}\right)}{N(s, a)}}+\frac{29 \iota_{1}}{3 N(s, a)}\right), 0\right\} \\
& \geq \min \left\{b_{h}(s, a)-2 \sqrt{\frac{\iota_{1} \mathbb{V}\left(\hat{P}_{s, a}^{\dagger}, V_{h+1}\right)}{N(s, a)}}-\frac{29 \iota_{1}}{3 N(s, a)}, 0\right\} \\
& \geq 0
\end{aligned}
$$

## C.4. Proof of Lemma 6

Lemma6(Restate) With probability $1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right) \delta$, it holds that

$$
V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \leq V_{1}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)
$$

where $w_{h}(s, a, \pi):=\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\mathbb{I}\left[\left(s_{h}, a_{h}\right)=(s, a)\right]\right]$ and $\beta_{h}(s, a):=\min \left\{6 \sqrt{\frac{\mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{26 \iota_{1}}{N(s, a)}, 1\right\}$.

Conditioned on $\mathcal{G}$, direct computation gives that

$$
\begin{align*}
Q_{h}(s, a)-r_{h}(s, a)-P_{s, a}^{\dagger} V_{h+1} & \leq b_{h}(s, a)+\left(\hat{P}_{s, a}^{\dagger}-P_{s, a}^{\dagger}\right) V_{h+1} \\
& =b_{h}(s, a)+\left(1-\frac{1}{Z_{i(s, a)}}\right) \sum_{s^{\prime}}\left(\hat{P}_{s, a, s^{\prime}}-P_{s, a, s^{\prime}}\right) \cdot\left(V_{h+1}\left(s^{\prime}\right)-P_{s, a}^{\dagger} V_{h+1}\right) \\
& \leq b_{h}(s, a)+\sqrt{\frac{2 \mathbb{V}\left(P^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{29 \iota_{1}}{3 N(s, a)} \\
& =3 \sqrt{\frac{\mathbb{V}\left(\hat{P}_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\sqrt{\frac{2 \mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{13 \iota_{1}}{N(s, a)} \tag{58}
\end{align*}
$$

Define $u$ be the vector such that $u_{s}=\left(V_{h+1}\left(s^{\prime}\right)-P_{s, a}^{\dagger} V_{h+1}\right)^{2}$. By the concentration inequality Lemma 15 with probability $1-4 S^{2} A K T_{0} H\left(\log _{2}\left(T_{0} H\right)+2\right) \delta$ it holds that

$$
\begin{align*}
\mathbb{V}\left(\hat{P}_{s, a}^{\dagger}, V_{h+1}\right) & \leq \hat{P}_{s, a}^{\dagger} u^{2} \\
& \leq P_{s, a}^{\dagger} u^{2}+\sqrt{\frac{\mathbb{V}\left(P_{s, a}^{\dagger}, u^{2}\right) \iota_{1}}{N(s, a)}}+\frac{10 \iota_{1}}{3 N(s, a)}  \tag{59}\\
& \leq \frac{3}{2} P_{s, a}^{\dagger} u^{2}+\frac{13 \iota_{1}}{3 N(s, a)}  \tag{60}\\
& =\frac{3}{2} \mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right)+\frac{13 \iota_{1}}{3 N(s, a)} . \tag{61}
\end{align*}
$$

Combining (58), 61) and the trivial bound $Q_{h}(s, a) \leq 1$, we have that

$$
\begin{equation*}
Q_{h}(s, a)-r_{h}(s, a)-P_{s, a}^{\dagger} V_{h+1} \leq \beta_{h}(s, a) \tag{62}
\end{equation*}
$$

It then follows that

$$
\begin{align*}
V_{1}^{\dagger *}\left(s_{1}\right)-V_{1}^{\dagger \pi}\left(s_{1}\right) & \leq V_{1}\left(s_{1}\right)-V_{1}^{\dagger \pi}\left(s_{1}\right) \\
& \leq \beta_{1}\left(s_{1}, a_{1}\right)+P_{s_{1}, a_{1}}^{\dagger}\left(V_{2}-V_{2}^{\dagger \pi}\right) \\
& \leq \ldots  \tag{63}\\
& \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)
\end{align*}
$$

The proof is completed.

## C.5. Proof of Lemma 7

Lemma 7 (Restate) $w_{i}^{\dagger}(\pi) \leq O\left(\frac{H K}{2^{i}}\right)$ for $1 \leq i \leq K$.

Proof. Define $t_{Z_{i}}$ be $Z_{i}$-th time such that $\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}$ if $\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right] \geq Z_{i}$ and otherwise $H+1$. We have

$$
\begin{aligned}
& \omega_{i}^{\dagger}(\pi)=\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]\right] \\
& =\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right]+\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\mathbb{I}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right] \geq Z_{i}\right] \cdot\left(\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]-Z_{i}\right)\right] \\
& \leq \mathbb{E}_{\pi, \mathcal{M}}\left[\min \left\{\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right], Z_{i}\right\}\right]+\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\mathbb{I}\left[\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right] \geq Z_{i}\right] \cdot\left(\sum_{h=1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right]-Z_{i}\right)\right] \\
& \leq O\left(\frac{H}{2^{i}}\right)+\sum_{h^{\prime}=1}^{H} \mathbb{P}\left(t_{Z_{i}}=h^{\prime}\right) \mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\sum_{h=h^{\prime}+1}^{H} \mathbb{I}\left[\left(s_{h}, a_{h}\right) \in \mathcal{X}_{i}\right] \mid t_{Z_{i}}=h^{\prime}\right] \\
& \leq O\left(\frac{H}{2^{i}}\right)+\sum_{h^{\prime}=1}^{H} \mathbb{P}\left(t_{Z_{i}}=h^{\prime}\right) \frac{1}{Z_{i}} \\
& \leq O\left(\frac{H}{2^{i}}+Z_{i} K \epsilon\right) \\
& \leq O\left(\frac{H K}{2^{i}}\right) .
\end{aligned}
$$

## C.6. Proof of Lemma 8

## Lemma8(Restate)

$$
\sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \leq O\left(K \epsilon \sqrt{2+2 \sum_{s, a, h} \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)}+K^{2} \epsilon^{2}\right) .
$$

Proof. Recall that $\beta_{h}(s, a):=\min \left\{6 \sqrt{\frac{\mathrm{~V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\frac{26 \iota_{1}}{N(s, a)}, 1\right\}$. By the definition of $\beta_{h}(s, a)$ and the fact that $\iota+$ $\left.6 S \ln (S A H / \epsilon) \geq \iota+S\left(4 \ln (H)+3 \ln \left(T_{0} / \iota\right)\right)\right)=\iota+S \ln \left(T_{0}^{3} H^{4} / \iota^{3}\right) \iota_{1}$ (assuming $S, A, H \geq 10$ ), we have

$$
\begin{align*}
& \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \\
& \leq O\left(\sum_{(s, a) \notin \mathcal{X}_{K+1}} \sum_{h} w_{h}(s, a, \pi) \sqrt{\frac{\mathbb{V}\left(P_{s}^{\dagger}, a, V_{h+1}\right) \iota_{1}}{N(s, a)}}+\sum_{(s, a) \notin \mathcal{X}_{K+1}} \sum_{h} w_{h}(s, a, \pi) \frac{\iota_{1}}{N(s, a)}\right)+w_{K+1}^{\dagger}(\pi) \\
& \leq \sum_{i=1}^{K} O\left(\sum_{(s, a) \in \mathcal{X}_{i}} \sum_{h} w_{h}(s, a, \pi) \sqrt{\frac{\mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}{N_{i}}}+\sum_{(s, a) \in \mathcal{X}_{i}} \sum_{h} w_{h}(s, a, \pi) \frac{\iota_{1}}{N_{i}}\right)+O(K \epsilon) \\
& \leq \sum_{i=1}^{K} O\left(\sqrt{\frac{w_{i}^{\dagger}(\pi)}{N_{i}}} \cdot \sqrt{\sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) \iota_{1}}+\frac{w_{i}^{\dagger}(\pi) \iota_{1}}{N_{i}}\right)+O(K \epsilon) \\
& \leq \sum_{i=1}^{K} O\left(\epsilon \sqrt{\sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right)}+K \epsilon\right), \tag{64}
\end{align*}
$$

where the last inequality is by Lemma 7 Note that

$$
\begin{aligned}
\sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}^{\dagger}, V_{h+1}\right) & =\mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\sum_{h=1}^{H}\left(P_{s, a}^{\dagger}\left(V_{h+1}\right)^{2}-\left(P_{s, a}^{\dagger} V_{h+1}\right)^{2}\right)\right] \\
& \leq \mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\sum_{h=1}^{H}\left(V_{h}\left(s_{h}\right)\right)^{2}-\left(P_{s, a}^{\dagger} V_{h+1}\right)^{2}\right] \\
& \leq 2 \mathbb{E}_{\pi, \mathcal{M}^{\dagger}}\left[\sum_{h=1}^{H}\left(r\left(s_{h}, a_{h}\right)+\beta_{h}\left(s_{h}, a_{h}\right)\right)\right] \\
& \leq 2+2 \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)
\end{aligned}
$$

We then have

$$
\sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \leq O\left(K \epsilon \sqrt{2+2 \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)}+K^{2} \epsilon^{2}\right)
$$

The proof is completed

## D. Other Missing Proofs

## D.1. Proof of Proposition 1

Recall the definition of good event $\mathcal{G}$ in Section ??. We will prove conditioned on $\mathcal{G}$.
With a slight abuse of notation, we use $\left\{Q_{h}(s, a)\right\}_{(s, a, h) \in \mathcal{S} \times \mathcal{A} \times[H]}$ and $\left\{V_{h}(s)\right\}_{(s, h) \in \mathcal{S} \times[H]}$ to denote respectively the $Q$-function and $V$-function returned by Algorithm 3 . Following similar lines in the proof of Lemma 5 , we have that conditioned on $\mathcal{G}, Q_{h}(s, a) \geq Q^{*}(s, a)$ for any $(s, a, h) \in \mathcal{S} \times \mathcal{A} \times[H]$. By (5) and (6), the Bellman error of the computed $Q$-function is bounded by

$$
\begin{align*}
Q_{h}(s, a)-r(s, a)-P_{s, a} V_{h+1} & \leq b_{h}(s, a)+\left(\hat{P}_{s, a}-P_{s, a}\right) V_{h+1} \\
& \leq b_{h}(s, a)+\sum_{s^{\prime}}\left(\sqrt{\frac{2 P_{s, a, s^{\prime} \iota}^{N(s, a)}}{N(s, a)}} \frac{\iota}{3 N(s)}\right) \cdot\left|V_{h+1}\left(s^{\prime}\right)-P_{s, a} V_{h+1}\right|  \tag{65}\\
& \leq b_{h}(s, a)+\sqrt{\frac{2 S \iota \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}{N(s, a)}}+\frac{S \iota}{3 N(s, a)}  \tag{66}\\
& \leq 6 \sqrt{\frac{S \iota \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}{N(s, a)}}+\frac{9 S \iota}{N(s, a)}
\end{align*}
$$

Here (65) holds by $\left|\hat{P}_{s, a, s^{\prime}}-P_{s, a, s^{\prime}}\right| \leq \sqrt{\frac{2 \iota P_{s, a, s^{\prime}}}{N(s, a)}}+\frac{\iota}{3 N(s, a)}$. On the other hand, $Q_{h}(s, a) \leq 1$ implies that $Q_{h}(s, a)-$ $r(s, a)-P_{s, a} V_{h+1} \leq 1$. Re-define $\beta_{h}(s, a)=\min \left\{6 \sqrt{\frac{S \iota \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}{N(s, a)}}+\frac{9 S \iota}{N(s, a)}, 1\right\}$. It then follows

$$
\begin{equation*}
Q_{h}(s, a)-r(s, a)-P_{s, a} V_{h+1} \leq \beta_{h}(s, a) \tag{67}
\end{equation*}
$$

Let $\pi$ be the policy such that $\pi_{h}(s)=\arg \max _{a} Q_{h}(s, a)$ for any $(s, h) \in \mathcal{S} \times[H]$ and re-define $w_{h}(s, a, \pi):=$
$\mathbb{E}_{\pi, \mathcal{M}}\left[\mathbb{I}\left[\left(s_{h}, a_{h}\right)=(s, a)\right]\right]$. Then we have

$$
\begin{align*}
& V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \\
& \leq V_{1}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \\
& \leq \beta_{1}\left(s_{1}, a_{1}\right)+P_{s_{1}, a_{1}}\left(V_{2}-V_{2}^{\pi}\right)  \tag{68}\\
& \leq \\
& \leq \\
& \leq \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \\
& \leq O\left(\sum_{(s, a) \notin \mathcal{X}_{K+1}} \sum_{h} w_{h}(s, a, \pi) \sqrt{\frac{S \iota \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}{N(s, a)}}+\sum_{(s, a) \notin \mathcal{X}_{K+1}} \sum_{h} w_{h}(s, a, \pi) \frac{S \iota}{N(s, a)}\right) \\
& \quad+\sum_{(s, a) \in \mathcal{X}_{K+1}} \sum_{h} w_{h}(s, a, \pi) \\
& \leq \sum_{i=1}^{K} O\left(\sum_{(s, a) \in \mathcal{X}_{i}} \sum_{h} w_{h}(s, a, \pi) \sqrt{\frac{S \iota \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}{N_{i}}}+\sum_{(s, a) \in \mathcal{X}_{i}} \frac{S \iota}{N_{i}}\right)+O(\epsilon) \\
& \leq \sum_{i=1}^{K} O\left(\sqrt{\frac{\sum_{h=1}^{H} w_{h}(s, a, \pi)}{N_{i}}} \cdot \sqrt{S \iota \sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}, V_{h+1}\right)}+\sum_{h=1}^{H} w_{h}(s, a, \pi) \cdot \frac{S \iota}{N_{i}}\right)+O(\epsilon) \\
& \leq \sum_{i=1}^{K} O\left(\epsilon \sqrt{\left.\sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}, V_{h+1}\right)+\epsilon^{2}\right)+O(\epsilon)}\right.  \tag{69}\\
& \leq O\left(K \epsilon \sqrt{\left.\sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}, V_{h+1}\right)+K \epsilon^{2}+\epsilon\right) .}\right. \\
& \leq
\end{align*}
$$

Note that

$$
\begin{align*}
& \sum_{h=1}^{H} w_{h}(s, a, \pi) \mathbb{V}\left(P_{s, a}, V_{h+1}\right) \\
& =\mathbb{E}_{\pi, \mathcal{M}}\left[\sum_{h=1}^{H}\left(P_{s, a}\left(V_{h+1}\right)^{2}-\left(P_{s, a} V_{h+1}\right)^{2}\right)\right] \\
& \leq \mathbb{E}_{\pi, \mathcal{M}}\left[\sum_{h=1}^{H}\left(V_{h}\left(s_{h}\right)\right)^{2}-\left(P_{s, a} V_{h+1}\right)^{2}\right] \\
& \leq 2 \mathbb{E}_{\pi, \mathcal{M}}\left[\sum_{h=1}^{H}\left(r\left(s_{h}, a_{h}\right)+\beta_{h}\left(s_{h}, a_{h}\right)\right)\right] \\
& \leq 2+2 \sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \tag{70}
\end{align*}
$$

By (69) and 70, we have that

$$
\begin{equation*}
\sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a) \leq O\left(K \epsilon \sqrt{2+\sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)}+\epsilon\right) \tag{71}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
V_{1}^{*}\left(s_{1}\right)-V_{1}^{\pi}\left(s_{1}\right) \leq O\left(\sum_{s, a, h} w_{h}(s, a, \pi) \beta_{h}(s, a)\right) \leq O\left(K \epsilon+K^{2} \epsilon^{2}\right) \tag{72}
\end{equation*}
$$

By rescaling $\epsilon$, we finish the proof.
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[^1]:    ${ }^{1}$ Because we consider reward function satisfying the total reward bounded by 1 setting (instead of $H$ in their paper) this paper, we rescale the error $\epsilon$ to $\epsilon H$ in the bound.

[^2]:    ${ }^{2}$ The original bound is for the case the total reward is bounded by $H$, and here we scale down the total reward by a factor of $H$.

[^3]:    ${ }^{3}$ Under Assumption 2, the reward still satisfies $r_{h} \in[0,1]$, so if an algorithms enjoys an sample complexity bound under Assumption 1 scaling up this bound by an $H^{2}$ for PAC bound, one can also obtain a bound under Assumption 2 However, this reduction is highly suboptimal in terms of $H$, so when comparing with existing results, we display their original results and add a column indicating whether the bound is under Assumption 2 or Assumption 1

