
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053
054

Supplement: Sparse and Imperceptible Adversarial Attack
via a Homotopy Algorithm

In this appendix, we describe the parameter settings used
in our algorithm for both pixel-wise sparsity and group-
wise sparsity in Section 1 and 2 respectively. Moreover,
we present more visualizations of pixel-wise sparsity and
group-wise sparsity on targeted attack by our algorithm
with different `∞ constraint ε in Section 4. For pixel-wise
sparsity results, we also include the perturbations gener-
ated by GreedyFool (Dong et al., 2020) under the same `∞
constraint to establish a direct comparison between our al-
gorithm and recent state-of-the-art.

1. Parameter Setting for Pixel-wise Sparsity
For the parameters of nmAPG (Li & Lin, 2015) used in
our algorithm, eta, delta, and rho are set to 0.9, 0.3, and
0.8 respectively, and MaxIter is set to 100 when used in
Algorithm 2, in all settings of our experiments.

In Algorithm 1 Lambda Search, the decreasing factor in
line 8 is set to 0.99 in all settings of our algorithm. For both
targeted and nontargeted attacks on the ImageNet dataset,
β is set to 10−6. For both attacks on the CIFAR-10 dataset,
β is set to 10−3. While c is set to 3 for targeted attack and
7 for nontargeted attack on both datasets.

In Algorithm 2 The Homotopy Attack Algorithm, the up-
per bound v of the maximum `0 increases per outer itera-
tion in the homotopy algorithm is set to 200 for ImageNet,
and 20 for CIFAR-10 datasets for targeted attack, respec-
tively. While for nontargeted attack, v is set to 50 on Im-
ageNet, and 10 on CIFAR-10 datasets. Further, for both
the targeted and nontargeted attacks, γ is set to 0.8 on Ima-
geNet and 0.96 on CIFAR-10; the small number of v before
entering the post attack stage in line 8 is set to 10 for Im-
ageNet and 1 for CIFAR-10; the decreasing factor of λ in
line 11 is set to 0.98 for ImageNet and 0.90 for CIFAR-10
datasets, respectively.

In the optional post attack stage of Algorithm 2, i.e., line 9,
p is set to ∞ in all of our experiments. Moreover, for both
the attacks, set (w1, w2) = (10−2, 10−4) on ImageNet, and
set (w1, w2) = (10−3, 10−5) on CIFAR-10. Furthermore,
given the `0 of the current perturbation, for both the attacks
on ImageNet, the number of iterations of gradient descent
to optimize Equation (13) is initialized with 200, with an
end 1200, and is increased by 200 per 500 increase of the
`0; while on CIFAR-10, it is initialized with 50, with an
end 300, and is increased by 50 per 100 increase of the `0.

2. Parameter Setting for Group-wise Sparsity
We use SLIC Superpixels (Achanta et al., 2012) to segment
groups for input images, we segment about 500 groups for
every input image of ImageNet and 100 groups for every
image of CIFAR-10 (the number of groups is not static be-
cause of the SLIC algorithm).

All parameters for group-wise sparsity on both the two
datasets are set the same as those for pixel-wise sparsity,
respectively, except that: on the CIFAR-10 dataset, β is set
to 10−1, c is set to 10−1, and v is set to 1 all the time. While
on the ImageNet, β is set to 10−2, c is set to 10−2, v is set
to 1 all the time. Moreover, in the post attack for ImageNet,
(w1, w2) = (10−1, 10−3), and the number of iterations of
gradient descent to optimize Equation (13) is set to increase
500 with a maximum bound of 6000, per 1000 increase of
the l0 of the current perturbation.

To note, v in the group-wise sparsity case denotes the max-
imum number of groups added per outer iteration in the
homotopy.
3. More Additional Details
Datasets The CIFAR-10 and ImageNet datasets can
be obtained at https://www.cs.toronto.edu/

˜kriz/cifar.html and http://image-net.
org/download-images respectively.
Computing infrastructures All our experiments are
conducted on NVIDIA RTX 3080 GPU.

4. More Visualization Results
In this section we present more visual results of our pixel-
wise sparsity and group-wise sparsity targeted attack in
Figure 1, 2, 3, and 4.

In Figure 1 and 3, we present results of pixel-wise sparsity
targeted attack on the same input images in Figure 1 of our
main text with a `∞ threshold ε = 0.02, and ε = 0.01
respectively. We also compare our results with the state-
of-the-art method GreedyFool (Dong et al., 2020). Their
original parameter settings are used and the `∞ threshold
is set the same as ours.

More results of our method’s pixel-wise targeted attack
with a `∞ threshold ε = 0.05 are shown in Figure 4.

We also present results of group-wise sparsity targeted at-
tack on the same input images in Section 3.7 of main text
with a `∞ threshold ε = 0.02, and visualize them in Fig. 2.

https://www.cs.toronto.edu/~kriz/cifar.html
https://www.cs.toronto.edu/~kriz/cifar.html
http://image-net.org/download-images
http://image-net.org/download-images


055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107
108
109
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(a) American coot (b) stingray (c) `0 = 3906 (d) `0 = 27072

(e) otterhound (f) stingray (g) `0 = 6071 (h) `0 = 16407

(i) Boston bull (j) stingray (k) `0 = 5575 (l) `0 = 30363

Figure 1. Visualization of pixel-wise sparsity of targeted attack
when enforcing a `∞ constraint of 0.02. The images in each row,
from the left to right are benign image, our adversarial example,
our perturbation position, GreedyFool’s perturbation position.

Figure 2. Visualization of targeted attack with group-wise sparsity
threshold 0.02. Each row from the left to right represents benign
image, adversarial example, perturbation positions, and CAM of
the original label.

(a) American coot (b) stingray (c) `0 = 7512 (d) `0 = 49245

(e) otterhound (f) stingray (g) `0 = 10043 (h) `0 = 29544

(i) Boston bull (j) stingray (k) `0 = 11333 (l) `0 = 39666

Figure 3. Visualization of pixel-wise sparsity of targeted attack
when enforcing a `∞ constraint of 0.01. The images in each row,
from the left to right are benign image, our adversarial example,
our perturbation position, GreedyFool’s perturbation position.

Figure 4. Visualization of pixel-wise sparsity of targeted attack
when enforcing a `∞ constraint of 0.05. The images in each row,
from the left to right are benign image, our adversarial example,
our perturbation position.
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