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1 Expected inner product

We show here that the expected value of the inner
product θ>u βi is finite:
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since each βik is independent and identically dis-
tributed as a Gamma with shape a and rate b. The
subscript of each expectation indicates the variables
over which the expectation applies.

In order to compute the expectation Eθu
[
∑∞
k=1 θuk],

we apply Campbell’s theorem (Kingman, 1993), and
take into account that the Poisson process intensity of
the Gamma process GP(c,H) is given by H × ν(dθ),
where

ν(dθ) = θ−1 exp(−cθ)dθ. (2)

Therefore, we have:
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2 Sparsity of the observation matrix

We compute the log-probability p(yui = 0) as
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where the last step follows from Jensen’s inequality.
Then, we can write:
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Using the results in the previous section, this quantity
is equal to −aα/bc. Therefore, the expected number
of zeros in the user behavior matrix is lower bounded
by

E

[
N∑
u=1

M∑
i=1

I {yui = 0}

]
≥ NM exp

(
−aα
bc

)
. (6)

(I{·} is the indicator function).

3 Inference: Updates for τuk

As detailed in the main text, the updates for the stick
proportions τuk are given by a quadratic equation of
the form Aukτ

2
uk+Bukτuk+Cuk = 0. Here we provide

the specific equations for the coefficients Auk, Buk and
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Cuk. First,
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For Buk, we have
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4 Hyperparameter selection for the
MovieLens1M dataset

See Figure 1 for the results obtained on this database.
The best performance is obtained with unit scale and
any shape. We fix unit scale and shape for the rest of
our experiments.
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Latent dimensionality (K)
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Figure 1: Mean held-out log-likelihood on the test set for the MovieLens1M dataset. The triangles show the
performance of the finite model for varying values of K, while the horizontal lines show the performance of the
BNPPF model. Each subfigure contains the results for a particular combination of the shape (top strip) and
rate (right strip) Gamma hyperparameters of the user weights in the finite model.


